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Abstract

In this work, we study the variations in the time and frequency
domains inside a Spanish language corpus of speakers with non-
pathological and pathological speech. We show how pathologi-
cal speech has a greater variability in the duration of the words
than non-pathological speech, while in the frequency domain we
show that the vowels confusability increases by a 18%. The base-
line experiments in Automatic Speech Recognition (ASR) with
this corpus demonstrate that this variability causes a loss in the
performance of ASR systems. To reduce the impact of time and
frequency variability we use a recent Vocal Tract Length Normal-
ization (VTLN) system: MATE (augMented stAte space acousTic
modEl), as a way of improving the performance of ASR systems
when dealing with speakers who suffer any kind of speech pathol-
ogy. Experiments with MATE show a 17.04% and 11.19% WER
reduction by using frequency and time MATE respectively.

1. Introduction

Speech pathologies such as dysarthria, dyslalia, dysglossia or
aphasia [1] affect dramatically the communication abilities of
those who suffer them. Specially when suffered from a very young
age, these pathologies have a very negative impact in the social
development of the patients with any of them, which is a real man-
force loss for our society. Altough the range of causes and symp-
toms of these pathologies is very wide, these speech handicaps can
mainly be originated by one of these three reasons:

e Different ways of brain damage, like cerebral palsy or
stroke, can lead to dysarthria or aphasia [1], where the ar-
ticulatory abilities of the speaker are limited by the brain’s
disability for controlling the organs used in the speech ar-
ticulation.

e When any of the organs of the articulatory system (tongue,
mouth, vocal chords,...) is affected in its morphology or
movement, it may lose its ability to generate correct speech.
This situation leads to the presence of a dysglossia. The
range of dysglossias depends on which one is the ill organ.
When lungs cannot provide enough air for the emission of
speech due to a pulmonar affection, it turns into a severe
chronic aphony.

e Finally, when there is no physical disability that affects
speech, and usually related to a type of mental retardation
like Down Syndrome, a dyslalia can appear as the other
main type of speech pathology. In this situation, the patient
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mistakes or misses differents sounds and phonemes during
the production of the speech.

The study of all of these pathologies from a phonological point
of view has clearly shown how they affect the normal production
of speech, resulting on a, sometimes critical, variation of the main
parameters of speech [2].

However, the use of speech technologies could be very use-
ful for the patients of all these pathologies. Computer aided sys-
tems for speech therapy and for augmentative communication [3]
have been studied and developed in the last years, becoming a very
promising research line in these days. As shown in these works,
the use of Automatic Speech Recognition (ASR) systems could
really help and improve the quality of life of these patients. How-
ever, the phonological variations in speech due to these pathologies
are a real challenge in the use of ASR systems, as long as the per-
formance of the conventional systems is very variable and highly
dependent on the conditions of the speaker [3].

This paper is organized as follows. In Section 2, the test cor-
pus of Spanish pathological speech is introduced. In section 3
an analysis of the pathological speech in the time and frequency
domains is made, and differences between pathological and non-
pathological speech are studied. In section 4 MATE warping
method is presented as an effective way of fighting against the time
and frequency distortions in pathological speech. In section 5 the
ASR results for the baseline and the improvements obtained with
MATE are presented to finally extract the conclusions of this work
in section 6.

2. The Corpus

The corpus used for this work was recorded by the Department of
Signals and Communications from the University of Las Palmas
de Gran Canaria (Spain). The corpus was originally used for the
research in identification and classification of pathological speech
[4].

The corpus has 3,547 utterances of different words spoken
by speakers with several types of pathology, ranging from non-
pathology to severe pathologies. Every utterance contains an iso-
lated word from the set of possible words. There is also a wide
variety of ages and genders among the speakers. All the speakers
share the accent of the Canary islands, very characteristic in the
range of Spanish accents.

2.1. Phonological content of the corpus

The corpus contains utterances of the 57 Spanish words that are
included in the “Induced Phonological Register” [5]. This set of
words contains a phonetically rich selection of words including



nearly all the phonemes in the Spanish language; as well as dyp-
tongues and other singularities of the language. The length of the
words is balanced and ranging from 1-syllable words to 4-syllable
words.

2.2. Speaker composition of the corpus

For the corpus, 19 reference speakers without pathology were
recorded. The classification of these speakers in age and sex is:

2 males and 1 female in the range of 6-12 years old.

1 female in the range of 12-15 years old.

3 males and 3 females in the range of 15-35 years old.

2 males and 3 females in the range of 35-60 years old.

2 males and 2 females over 60 years old.

However, not all the utterances were kept for the final corpus,
and 1,077 utterances of the 1,083 original utterances were used for
this work.

The number of speakers for the study of pathological speech
was 30, with the following classification in age and sex:

3 males and 2 females in the range of 6-12 years old.
2 males and 3 females in the range of 12-15 years old.
3 males and 2 females in the range of 15-35 years old.
5 males and 3 females in the range of 35-60 years old.
3 males and 4 females over 60 years old.

Due to the limitations of some of the speakers, not all the utter-
ances were included in the ultimate corpus, which made the 1,710
original utterances get reduced to 1,615 utterances. This number
of utterances were enlarged with 5 patients with severe chronic
aphony, a male in the range of 15-35 years old and 4 males in the
range of 35-60 years old. Each one of them uttered 3 times ev-
ery one of the 57 words of the “Induced Phonological Register”,
which made the total number of utterances of pathological speech
rise to 2,470 utterances.

3. Analysis of patological speech

In this section, we present how the speech signal differs from a
speaker whitout any speech pathology to speakers with pathologi-
cal speech. The analysis is made in time and frequency domains.
From this study we try to understand which characteristics of the
pathological speech affect the performance of the ASR systems
when dealing with this kind of users.

For this purpose, we took advantage of the previous work
made over this corpus [4], where an automatic phonetic segmen-
tation and labelling was made on the two parts of the corpus, and
the errors of the automatic segmentation were manually corrected
to get a totally accurate segmentation into phonemes.

3.1. Time-domain analysis

For the time-domain analysis we computed the mean duration and
the standard deviation, refered to as a percentage of the mean dura-
tion, of the 57 words across the corpus, obtaining the mean results
for all the words with the same number of syllables, as it is shown
in Tables 1 and 2.

This analysis shows that the difference between pathologi-
cal and non-payhological speech is not the mean duration of the
words, but the duration variability, measured by the standard de-
viation. The words uttered by non-pathological speakers have a
standard deviation of 15% around the mean, while the words ut-
tered by pathological speakers present a standard deviation of 25%

[ Word syllables | Mean | Standard deviation ]

1 472.6 msec. 15.11%
2 542.4 msec. 16.56%
3 633.4 msec. 14.20%
4 762.4 msec. 14.98%

Table 1: Mean duration and standard deviation for non-
pathological speech.

[ Word syllables | Mean duration | Standard deviation |

1 427.8 msec. 26.77%
2 530.9 msec. 24.33%
3 641.8 msec. 26.62%
4 845.5 msec. 38.26%

Table 2: Mean duration and standard deviation for pathological
speech.

around the mean, even 38% for 4-syllable words. These results are
due to the large variety of pathologies in the corpus; some of the
speakers tend to length the pronunciation of the different sounds,
while some other speakers shorten sounds, even in some cases the
phoneme is not pronounced by the speaker. For an ASR system
based on Hidden Markov Models (HMM), the length of the sounds
is a critical parameter in the performance of the system [9].

3.2. Frequency-domain anaylisis

For the frequency-domain analysis we studied the variations of the
first and second formants (F'1 and F'2) of the five Spanish vow-
els (/a/, /e/, /i/, o/, /u/) across the whole set of signals for
non-pathological and pathological speech. For this purpose we
processed the whole corpus with a 12-order Linear Predictive Co-
efficients (LPC) analysis, to obtain the mean and the standard de-
viation of the vowels considered as a two-dimensional Gaussian
where the dimensions are F'1 and F'2 respectively. The formants
obtained with the LPC analysis where manually reviewed to dis-
card the prediction errors.

The results of the LPC analysis of the non-pathological part
of the corpus are shown in Figure 1, where we present the usual
distribution of the Spanish vowels in the F'1- F'2 space, plotting the
samples that lay inside the ellipse with a 95% confidence interval
for the learned F'1-F'2 model. This distribution is known as the
formantic triangle of the vowels.

For the study of the diferences between pathological and non-
pathological speech in the formants distribution, we computed
the Kullback-Leibler distance for every possible pair of vowels.
The Kullback-Leibler distance measures the distance between two
probabilistic distributions, in this case, between two 2-dimensional
Gaussian distributions of the two vowels: A ~ N (ua,%4) and
B ~ N(ug,X5) where ua and up are the mean vectors and >4
and X the diagonal covariance matrices. The Kullback-Leibler
expression in this case is:

YA,

KL(A,B) = Z(zog(g)+W+§—gf1), @)

i
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where ¢ is every one of the dimensions of the Gaussian distribution.
However, from the definition of the Kullback-Leibler distance
KL(A,B) # KL(B,A), so we had to compute a modified
Kullback-Leibler distance in order to provide the simmetry prop-
erty to the distance expression:
KL(A,B) 4+ KL(B, A)

K Lodifica(A, B) = 5 . 2
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Figure 1: F'1 and 15‘12(kH0? Spanish vowels.

[ Vowels [ Non-path. speech | Path. speech | Decrease |
Ja] — Je/ 29.50 2878 2.47%
Ja) — o/ 14.69 12.67 13.78%
e/ — Jo/ 44.93 30.95 31.11%
le) — /i) 24.72 18.58 24.83%
Jo] — Ju/ 66.40 55.68 18.64%

Table 3: Kullback-Leibler Distance.

Table 3 shows the Kullback-Leibler distance between the most
easily confused vowels in the F'1- F'2 vowel map. The results show
clearly an important reduction in the average Kullback-Leibler dis-
tance (18.17%) for pathological speech, compared to the results for
non-pathological speech. To verify this result, we also computed
the Fisher’s Ratio for the same couples of vowels. This Ratio gives
a measure of the discriminating power of a couple of variables; and
the results showed also an average decrease (19.14%) for patholog-
ical speech when compared to non-pathological speech. As a result
of this, we can conclude that there is more confusability among the
vowels in pathological speech, due to a variation in the frequency
of the formants, and we can also point this as a major problem for
ASR systems.

4. Warping methods

In order to compensate both sources of variability some methods
have appeared previously as VTLN [6]. In this paper we focus
the experiments towards pathological speech, which is found to
have a broader range of vocal tract shape changes and articula-
tory variable speed. In [7], a method for on-line local reduction of
the mismatch between data and model was presented. The model
framework, MATE, implies an expansion of the VTLN methods
which provides spectral warping either the dynamic feature com-
putation to be locally optimized, simultaneously to the decoding
of the state sequence.

MATE model has shown good performances in noise free or
moderately noisy speech conditions [7] by tracking the vocal tract
shape changes during speech utterances thanks to a new degree of
freedom added to the standard HMM.

As it was shown in [8] the spectral warping performed in
VTLN methods is equivalent to a linear projection of the cep-
stral feature space, we can find equivalent transformation matri-
ces such us, X“» = A, X, wheren = 1,---, N, is the index

of the warping factor. The MATE model is constructed expand-
ing the state space as in [7], where a state ¢ is expanded into states
(g, n) with n the transformations or warpings. The new model pro-
vides observation generation probability density functions (pdfs)
in the states that depend on a discrete set of transformation matri-
ces, {A,}2_,, embedding the warping in the model as a general
transformation.

Given that a component in the original state ¢ pdf mixture fol-
lows normal distribution: N (uq, 34), the expanded state compo-
nents are then assumed to follow a distribution:

Xtln,q NN(AnﬂquanA:z)v 3)

so that the model can generate sequences warped cepstrum vec-
tors, which are expected to be closer to real data. In the expanded
state space, the transition probabilities follow a Multinomial dis-
tribution of parameters:
N,Q,N
Im= {ﬂ—q’,n’,q,n}(?’:l,%’:l,qzl,nzl7 4

being 7,/ .74, the transition from state (¢’, n") to (¢, n) probabil-
ity, with the constraint 3° 74 n’,q.n = 1, Vq',n’. The complete
parameter set for the MATE model is composed by IT and the state
pdfs described in 3.

The search algorithm for decoding unlabeled sequences under
this framework will be given by the recursive equation:

¢¢L" (t) = g}aq}/( {¢q’,n/ (t - 1) : 71—q’,n’,q,n} : f (Xt|Q7 n) ) (5)
where ¢() is the score state variable and IT vector contains the
state transition probabilities and f(x¢|n, ¢) is the observation gen-
eration pdf described in (3).

This recursive expression is very similar to the one in [7] be-
ing the main difference how the warping is done, since now is the
model who tries to generate or evaluate the warped data instead of
normalizing data to fit the model. In this framework the covariance
is normalized in the model description so the Jacobian normaliza-
tion in [8] is included in the model. The time warping method used
for the experiments of this work is the same as explained in [7].

5. Results

Once the corpus has been presented and some analyses of the vari-
ability in the time and frequency domain have been made, the
experiments performed for testing the feasibility of time and fre-
quency warping methods for the ASR of pathological speech will
be presented in this section.

Due to the small amount of data for the task of speech recog-
nition in this corpus, we created four subtasks with cross-data of
train and test. The results we present in this work are the mean
and standard deviation (STDV) in WER (Word Error Rate) of the
results in this subtasks for both non-pathological and pathological
speech.

For this work, the signals were resampled to 16 kHz from the
22.05 kHz original sampling frequency. We used a window length
of 25 ms. with a window shift of 10 ms. Our parametrization was
a 39 MFCC (Mel-Frequency Cepstrum Coefficients) parametriza-
tion, with 12 static parameters, 12 delta-parameters and 12 delta-
delta-parameters plus the energy, delta-energy and delta-delta-
energy parameters.

The use of HMM for ASR has been widely accepted during
decades, but when dealing with pathological speech the election
of the HMM structure does not necessarily have to agree with
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Figure 2: Word Error Rate for different number of states.

the traditional structures [9]. Therefore we decided to make a
previous study for correctly selecting the HMM structure. Word
models were used in all the experiments. In order to study how
the number of states in our word-based HMM affected the perfor-
mance of the ASR system, an experiment was performed and the
results can be seen in Figure 2, where it can be seen that the op-
timal size of the word-based HMM is 24 states per model. Since
the small amount of data available, the number of Gaussians in
the HMM was chosen to be one Gaussian component per state.
The baseline in the three cases of matched-model non-pathological
speech, mismatched-model non-pathological-pathlogical speech
and matched-model pathological speech is shown in Table 4. The
results over the four train-test sets present a WER mean of 30%
for the mismatched condition and 20% for the matched condition,
showing the difficulty of the task of ASR for pathological speech.

[ Trainingset | Testset | Mean WER | STDV WER |
Non-path. | Non-path. 6.91% 2.33%
Non-path. Path. 29.97% 2.94%

Path. Path. 19.15% 2.50%

Table 4: Baseline results.

The results of the frequency and time MATE are shown in
Tables 5 and 6. In both cases there is a noticeable reduction in
the WER. Frequency MATE reduces the WER in the mismatched
condition a 11.22% and up to 17.04% for the matched condi-
tion. Time MATE reaches a 8.12% reduction of WER in the mis-
matched training, while improving a 11.19% in the matched condi-
tion. These results demonstrate that the impact of the time and fre-
quency variability on the ASR performance as it has been studied
in this work can be reduced by this or other kind of more complex
models in which this sources of variability are taken into account.

6. Conclusions

In this work, we have presented the results of a recent Vocal Tract
Length Normalization algorithm applied to the task of an ASR sys-
tem in the presence of speech uttered by people with several kinds
of speech disorders. We have shown how speech pathologies af-
fect the speech signal and distort its time and frequency character-
ictics. The baseline results obtained with our corpus show clearly

[ Trainingset | Testset | Mean WER [ STDV WER [ Improvement |

Non-path. | Non-path. 5.37% 1.41% 22.22%
Non-path. Path. 26.61% 2.32% 11.22%
Path. Path. 15.89% 2.28% 17.04%
Table 5: Frequency MATE resullts.

[ Trainingset | Testset | Mean WER [ STDV WER [ Improvement |
Non-path. | Non-path. 4.94% 2.00% 28.56%
Non-path. Path. 27.54% 2.58% 8.12%
Path. Path. 17.01% 2.03% 11.19%

Table 6: Time MATE results.

the bad influence of these variations in pathological speech in an
ASR task. The final recognition results show an improvement up
to 17% in the WER. These results point out that a warping method
like MATE can reduce fruitfully time and frequency variations in
speech for ASR when taken separately. But for future works, it
should be considered the possiblity of reducing the impact of time
and frequency distortions with a mixed time-frequency warping
method. Better results should be expected by taking into account
interaction between both domains.
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