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Preface

Users of signal processing systems are never satisfied with the system they
currently use. They are constantly asking for higher quality, faster perfor-
mance, more comfort and lower prices. Researchers and developers should be
appreciative for this attitude. It justifies their constant effort for improved
systems. Better knowledge about biological and physical interrelations com-
ing along with more powerful technologies are their engines on the endless
road to perfect systems.

This book is an impressive image of this process. After “Acoustic Echo
and Noise Control” published in 20041 many new results lead to “Topics in
Acoustic Echo and Noise Control” edited in 20062. Today – in 2008 – even
more new findings and systems could be collected in this book. Comparing the
contributions in both edited volumes progress in knowledge and technology
becomes clearly visible: Blind methods and multi input systems replace “hum-
ble” low complexity systems. The functionality of new systems is less and less
limited by the processing power available under economic constraints.

The editors have to thank all the authors for their contributions. They
cooperated readily in our effort to unify the layout of the chapters, the termi-
nology, and the symbols used. It was a pleasure to work with all of them.

Furthermore, it is the editors concern to thank Christoph Baumann and
the Springer Publishing Company for the encouragement and help in publish-
ing this book.

Darmstadt and Ulm, Germany Eberhard Hänsler
Gerhard Schmidt

1 Eberhard Hänsler and Gerhard Schmidt: Acoustic Echo and Noise Control, New
York, NY: Wiley, 2004

2 Eberhard Hänsler and Gerhard Schmidt (Eds.): Topics in Acoustic Echo and
Noise Control, Berlin: Springer, 2006
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Introduction

Eberhard Hänsler1 and Gerhard Schmidt2

1 Technische Universität Darmstadt, Germany
2 Harman/Becker Automotive Systems, Germany

If people would speak digitally speech processing would lack some of its most
challenging problems.

One of those tasks is to provide means for a comfortable conversation with
a remote partner where one of them or both are in adverse environments. By
“adverse environment” we mean noisy offices, railway stations, airports, shop
floors, etc. Similar problems have to be solved when a speech recognition sys-
tem is used. Under “comfortable environment” we understand that a speaker
does not have to be “wired”, i.e. to carry or to hold a microphone very close
to his mouth. He should be able “just to talk” without caring where the
microphone(s) is/are located. His partner at a remote location or a speech
recognition system should just receive his speech signal. In case of speech
recognition background noise should be suppressed as much as possible. For a
human listener it may be desirable to communicate some information about
the environment his partner stays in.

Systems for speech enhancement have to perform at least three main func-
tions: echo canceling, noise suppression and speech restoration. For all three
there is no clear-cut solution. Mathematical approaches have to start with
models that are simplified to a high degree and such are a very rough ap-
proximation to the reality only. Necessarily, a good deal of heuristics has to
enter the solution in order to match it to the real world. Thus, there are no
break throughs to final solutions in any one of the subproblems. Advanced
technology and cheaper hardware will always stimulate researchers and in-
dustrial developers to come up with more sophisticated methods that promise
better results. The appearance of powerful simulation tools and high-capacity
personal computers over the last decades have speeded up this process. The
simulation and the real-time verification of algorithms do no longer require
costly dedicated soft- and hardware.

This book provides an overview of recent developments and new results
reported from the key researchers in speech and audio processing.
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1.1 Overview about the Book

The succeeding seventeen chapters are organized in five parts. This in-
troduction is followed by chapters on Speech Enhancement in Part one.
H. Löllmann and P.Vary review the design of uniform and non-uniform
analysis-synthesis filter-banks employed sub-band processing of speech and
audio signals. Their main aim is to achieve low signal delay. They introduce
and analyse the concept of the filter-bank equalizer. In certain applications
of noise reduction information originally generated for other purposes can be
used to support the solution of a problem. In case of noise reduction in a
passenger car the exact speed of the engine is provided by a bus-system in the
car. H. Puder discusses a pre-filter to reduce harmonics that are proportional
to the speed of the engine from car noise. M. Krini and G. Schmidt improve
noisy speech signals by partially reconstructing the spectrum. By overlaying
the conventionally noise reduced signal and the reconstructed one it is possible
to avoid the robot-like sound of pure synthesized speech signals. Telephone
signals are transmitted with a reduced bandwidth. B. Iser and G. Schmidt
explain how the bandwidth of a transmitted speech signal can be extended at
the receiver, such, that a listener feels a more natural sound. Reverberations
often degrade the fidelity and intelligibility of speech signals and decrease
the performance of automatic speech recognition devices. E. A. P. Habets,
S. Gannot , and I. Cohen develop a post-processor for the joint suppression of
the residual echo, the background noise and the reverberation. A. Sugiyama
assumes the existence of a reference microphone and extends this classical
noise reduction technique for the case where the crosstalk from the primary
signal source to the auxiliary source can not be neglected. He describes the
application of this technique together with a speech recognition system in a
human-robot communication scenario.

Part two of the book deals with nonlinear Echo Cancellation.
O. Hoshuyama and A. Sugiyama address the nonlinearity of the echo path
in hands-free cellphones. Since common approaches like Voltera filters are too
demanding for such devices they propose a nonlinear echo canceller based on
the correlation between spectral amplitudes of the residual echo and the echo
replica.

In Part three, Signal and System Quality Evaluation, two chapters are
concerned with diagnosing the quality of speech signals. The ultimate criterion
here is the judgment of human listeners. Tests of this kind, however, are time
consuming and costly and not free of problems. U. Heute explains these
tests for various scenarios and also explains possibilities for automatic quality
measurement not involving human listeners. The chapter by F. Kettler and
H.-W. Gierlich primarily focuss on hands-free terminals installed in passenger
cars. They describe subjective tests and the necessity of objective laboratory
tests. They show how the the scores for different aspects of a hands-free system
can be documented by a “quality pie”.
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Part four deals with topics on Multi-Channel Processing. The use of mi-
crophone and loudspeaker arrays opens a new dimension in speech and audio
signal processing. J. Scheuring and B. Yang estimate the time difference of
arrival in a multi-source reverberant environment. They resolve the ambigu-
ity by using the facts that the cross-correlation maxima from a direct path
and the echo show the same distance than the extrema in the autocorrelation
of the microphone signals and that the cyclic sum of the time differences of
arrival of all microphone pairs is zero. The performance of microphone arrays
may degrade severely due to mismatched microphones. M. Buck, T. Haulick
and H.-J. Pfleiderer introduce a new model that allows to study the effect
of differences of microphones in an array mathematically and by simulation.
They discus methods for fixed and for adaptive calibration of the microphones
where in case of mass production adaptive calibration is clearly preferable.
Convolutive blind source separation for noisy mixtures is the concern of the
chapter by R. Aichner, H. Buchner and W. Kellermann. In contrast to con-
ventional procedures no a-priori knowledge about source and sensor positions
are required. Their method combines pre- and postprocessing algorithms such,
that residual cross-talk and background noise can be handled. The results are
confirmed by experiments. In their chapter on binaural speech segregation
N. Roman and D. L. Wang describe the principles of binaural processing.
Their special interest is an automatic sound separation in a realistic envi-
ronment. Solutions of this problem are of interest in many applications of
speech and speaker recognition. Substantial improvements are achieved by
utilizing only reliable target dominant features and by a target reconstruction
method for unreliable features. In the final chapter of this part of the book
S. Spors, H. Buchner and R. Rabenstein gives a unified description of spatio-
temporal adaptive methods of sound reproduction and trace them back to the
problem of inverse filtering. They introduce eigenspace adaptive filters to de-
couple the multichannel problem. An exact solution, however, would need
data-dependant transformations. Therefore, wave-domain adaptive filtering
serves as an approximate solution.

Selected Applications are described in Part five. K. Wiklund and
S. Haykin report on a system that allows to test algorithms designed for
hearing aids. It allows to simulate the real acoustic environment and the im-
pairments of patients. Thus, hearing aids can be tuned to the needs of patients
and the amount of time consuming and costly real life tests can be reduced.
Automobiles provide very undesirable acoustic environments. On the other
hand, passengers request pleasant acoustic conditions for listening to audio
programs, to carry hands-free telephone calls, or talking to other passengers.
M. Christoph shows how – under a practical point of view – a vehicle depen-
dent tuning can be accomplished. Since this is done when the engine is off and
the car is not moving control procedures are required to maintain the acoustic
quality during the time the car is operated. Inputs for this algorithms can be
signals that are available from the car-electronics or additional microphones
in the passenger compartment. A. Sehr and W. Kellermann address the
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problem of automatic speech recognition in reverberant environments. Rever-
beration disperses a signal and thus, it cannot be modelled by an additive or a
multiplicative term. Conventional methods for dereverberation are described.
A new concept called reverberation modelling that combines the advantages
of the former methods is introduced.



 

 

 

 

 



Part I

Speech Enhancement
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Low Delay Filter-Banks for Speech and Audio
Processing

Heinrich W. Löllmann and Peter Vary

Institute of Communication Systems and Data Processing,
RWTH Aachen University, Germany

2.1 Introduction

Digital filter-banks are an integral part of many speech and audio processing
algorithms used in today’s communication systems. They are commonly em-
ployed for adaptive subband filtering, for example, to perform acoustic echo
cancellation in hands-free communication devices or multi-channel dynamic-
range compression in digital hearing aids, e.g., [34,81]. Another frequent task
is speech enhancement by noise reduction, e.g., [4,81]. This eases the commu-
nication in adverse environments where acoustic background noise impairs the
intelligibility and fidelity of the transmitted speech signal. A noise reduction
system is also beneficial to improve the performance of speech coding and
speech recognition systems, e.g., [41].

The choice of the filter-bank has a significant influence on the performance
of such systems in terms of signal quality, computational complexity, and
signal delay. Accordingly, the filter-bank design has to fulfill different, partly
conflicting requirements in dependence of the considered application.

One prominent example is speech and audio processing for digital hearing
aids. The restricted capacity of the battery and the small size of the chip set
limit the available computational power. Moreover, a low overall processing
delay is required to avoid disturbing artifacts and echo effects, e.g., [1,75]. Such
distortions can occur when the hearing aid user is talking. In this case, the
processed speech can interfere with the original speech signal, which reaches
the cochlea with minimal delay via bone conduction or through the hearing
aid vent. To prevent this, the algorithmic signal delay of the filter-bank used
for the signal enhancement must be considerably lower than the tolerable pro-
cessing delay, i.e., the latency between the analog input and output signal of
the system. In addition, a filter-bank with non-uniform time-frequency reso-
lution, which is similar to that of the human auditory system, is desirable to
perform multi-channel dynamic-range compression and noise reduction with
a small number of frequency bands.
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A common choice for many applications is still the uniform DFT analysis-
synthesis filter-bank (AS FB). This complex modulated filter-bank can be
efficiently realized by means of a polyphase network (PPN) [77] and comprises
the weighted overlap-add method as a variant hereof [11, 12]. This scheme is
often used for frame-wise processing, e.g., in noise reduction systems of speech
coders. In this case, a fixed buffering delay occurs and the additional delay
due to overlapping frames can be reduced by an appropriate window design,
e.g., [53].

However, the frequency resolution of the uniform (DFT) filter-bank is not
well adapted to that of the human auditory system. The non-uniform fre-
quency resolution of the human ear declines for an increasing frequency, which
can be described by the Bark frequency scale [84]. Therefore, several authors
have proposed the use of non-uniform AS FBs for speech enhancement to ob-
tain an improved (subjective) speech quality [9,16,19,26,27,61]. One rationale
for these approaches is that a filter-bank with a non-uniform, approximately
Bark-scaled frequency resolution incorporates a perceptual model of the hu-
man auditory system. Another reason is that on average most of the energy
and harmonics of speech signals are located at the lower frequencies.

One approach to achieve an approximately Bark-scaled frequency reso-
lution is to employ the discrete wavelet (packet) transform, which can be
implemented by a tree-structured AS FB, e.g., [9,19,26,27]. Another method
is to use frequency warped AS FBs [19, 26, 27, 61]. These filter-banks possess
usually a lower signal delay and a lower algorithmic complexity than compa-
rable tree-structured filter-banks.

The allpass transformation is a well-known technique for the design of
frequency warped filter-banks [6, 17, 58, 79]. These filter-banks can achieve
a Bark-scaled frequency division with great accuracy [73]. This property is
of interest for speech and audio processing applications alike and allows to
use a lower number of frequency channels than for the uniform filter-bank.
A disadvantage of this approach is that the allpass transformation of the
analysis filter-bank leads to (increased) aliasing and phase distortions. The
compensation of these effects results in a more complex synthesis filter-bank
design as well as a higher algorithmic complexity and signal delay. These
drawbacks often prevent to exploit the benefits of frequency warped filter-
banks for (real-time) speech and audio processing systems.

In this chapter, we discuss alternative design concepts for uniform and
frequency warped filter-banks. The aim is to devise a general filter-bank de-
sign with the same time-frequency resolution as the conventional uniform and
allpass transformed AS FB, but with a considerably lower signal delay.

For these purposes, the design of uniform and non-uniform AS FBs is
reviewed in Sec. 2.2, and approaches to achieve a reduced signal delay are
discussed. The alternative concept of the filter-bank equalizer (FBE) is intro-
duced in Sec. 2.3. The effects of time-varying coefficients are analyzed, and an
efficient implementation of the FBE is devised. A generalization of this con-
cept is given by the allpass transformed FBE, which is presented in Sec. 2.3.6.
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Measures to achieve (nearly) perfect signal reconstruction are described, and
the algorithmic complexity of different filter-bank designs is contrasted. For
applications with very demanding signal delay constraints, a modification of
the FBE is proposed in Sec. 2.4 to achieve a further reduced signal delay with
almost no loss for the subjective speech quality. In Sec. 2.5, the discussed
filter-banks are applied to noise reduction and the achieved performance is
investigated. Finally, a summary of this chapter is provided by Sec. 2.6.

2.2 Analysis-Synthesis Filter-Banks

In this section, some design concepts for uniform and non-uniform analysis-
synthesis filter-banks are briefly reviewed, which form the basis (and motiva-
tion) for our alternative low delay filter-bank design introduced in Sec. 2.3.

2.2.1 General Structure

The general structure of an analysis-synthesis filter-bank (AS FB) is shown
in Fig. 2.1. The discrete, real input signal y(n) is split into M subband
signals yi(n) by analysis bandpass filters with impulse responses hi(n) for
i ∈ { 0, 1, . . . ,M − 1 }. These subband filters can have different bandwidths
∆Ωi to achieve a non-uniform frequency resolution. The limited bandwidth of
the subband signals yi(n) allows to perform a downsampling. The subsampling
rates Ri for each subband can be determined by the general rule

Ri ≤
2π

∆Ωi
for Ri ∈ { 1, 2, . . . ,M } and

M−1∑
i=0

∆Ωi = 2π . (2.1)

Analysis filter−bank Synthesis filter−bank

y(n) v(n)y0(n)

y1(n)

yM−1(n)

y0(n′)

y1(n′)

yM−1(n′)

W0(n′)

W1(n′)

WM−1(n′)

h0(n)

h1(n)

hM−1(n)

g0(n)

g1(n)

gM−1(n)

↑R0

↑R1

↑RM−1

↓R0

↓R1

↓RM−1

Fig. 2.1. M -channel analysis-synthesis filter-bank (AS FB) with subsampling and
spectral weighting.
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For a uniform filter-bank, the bandwidths of all subband filters are equal and
the same subsampling rate Ri = R is taken for each subband signal. Critical
subsampling is performed if R = M . An oversampled filter-bank performs
non-critical subsampling where R < M .

The signal reconstruction is accomplished by the synthesis filter-bank,
which consists of the upsampling operations and interpolating bandpass fil-
ters with impulse responses gi(n). A filter-bank achieves perfect (signal) re-
construction (PR) with a delay of d0 samples if

v(n) = y(n − d0) (2.2)

for Wi = 1∀ i. Accordingly, near-perfect reconstruction (NPR) is achieved if
this identity is approximately fulfilled.

AS FBs are commonly used for adaptive subband processing as indicated
by Fig. 2.1. The spectral gain factors Wi(n′) are adapted at a reduced sam-
pling rate based on the downsampled subband signals yi(n′). For example,
this filtering technique is frequently used for the enhancement of noisy speech
signals, e.g., [31, 80,81].

2.2.2 Tree-Structured Filter-Banks

Tree-structured filter-banks are used to achieve a uniform or, more commonly,
a non-uniform time-frequency resolution. They are mostly realized by the
discrete wavelet transform (DWT) or by quadrature mirror filters (QMFs),
e.g., [7, 77, 83]. Tree-structured filter-banks can realize an octave-band fre-
quency analysis as depicted in Fig. 2.2. The input signal is split into a lowpass
(LP) and highpass (HP) signal which can be each downsampled by a ratio of
two. This step can be repeated successively until the desired frequency res-
olution is (approximately) achieved. This procedure leads to different signal
delays for the subband signals which can be compensated by corresponding

y(n)

y0(n′)

y1(n′)

y2(n′)

y3(n′)

↓ 2

↓ 2

↓ 2

↓ 2

↓ 2

↓ 2

HP

HP

HP

LP

LP

LP

τ3

τ2

Fig. 2.2. Tree-structured filter-bank with three stages realizing an octave-band
analysis.
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delay elements. A more flexible adjustment of the frequency resolution can be
accomplished by the wavelet packet decomposition, e.g., [7]. The signal delay
of a tree-structured AS FB is equal to (2J − 1) ds with J marking the num-
ber of stages and ds denoting the signal delay of the underlying two-channel
AS FB. Hence, such filter-banks exhibit a high signal delay, especially if sub-
band filters of high degrees are needed to avoid aliasing distortions owing to
subband processing, cf. [9, 16,26].

2.2.3 Modulated Filter-Banks

An important class of filter-banks constitute modulated AS FBs. The individ-
ual subband filters are derived by uniform modulation of a single prototype
filter which yields a uniform time-frequency resolution, e.g., [12,77]. The input-
output relation for fixed spectral gain factors Wi and an input signal of finite
energy can be written as [77]

V (z) =
1
R

R−1∑
r=0

Y (z Er
R)

M−1∑
i=0

Hi(z Er
R)Gi(z)Wi (2.3)

with the modulation factor defined by

ER = e−j 2π
R . (2.4)

Due to the subsampling operations, the AS FB is a time-variant system even
for fixed gain factors Wi. To account for this behavior, we determine the overall
transfer function of the filter-bank by a series of time-shifted unit sample
sequences as input, i.e., y(n) = δ(n − d) with d ∈ N0. Inserting Y (z) = z−d

into Eq. 2.3 leads to the transfer function

Td(z) =
V (z)
z−d

=
1
R

M−1∑
i=0

Hi(z)Gi(z)Wi︸ ︷︷ ︸
Tlin(z)

+
1
R

R−1∑
r=1

E−d r
R

M−1∑
i=0

Hi(z Er
R)Gi(z)Wi︸ ︷︷ ︸

EA(z)

.

(2.5)

The linear transfer function of the filter-bank is given by Tlin(z). The aliasing
distortions due to the subsampling operations are represented by EA(z). The
AS FB is a linear periodically time-variant (LPTV) system with period R
since

Td+R(z) = Td(z) (2.6)
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according to Eq. 2.5. Therefore, a linear time-invariant (LTI) system is ob-
tained if EA(z) = 0, so that no aliasing distortions occur. Perfect reconstruc-
tion according to Eq. 2.2 is achieved, if the transfer function of Eq. 2.5 is
given by

Td(z) = z−d0 for d ∈ { 0, 1, . . . , R − 1 } and Wi = 1 ∀ i (2.7)

where the limited set of values for d follows from Eq. 2.6. An example are
paraunitary filter-banks which fulfill this condition with a delay of d0 = L
samples where L denotes the degree of the FIR prototype filters [77].1

A filter-bank with perfect reconstruction ensures complete aliasing cancel-
lation only if no subband processing is performed, that is, Wi = 1 for Eq. 2.5.
Therefore, oversampled filter-banks are commonly used for adaptive subband
filtering to avoid strong aliasing distortions in consequence of spectral weight-
ing, e.g., [4,19]. In contrast, critically subsampled AS FBs are a typical choice
for subband coding systems, e.g., [77, 83].

An important realization of a (complex) modulated filter-bank is given by
the DFT filter-bank. The subband filters have the transfer functions

Hi(z) =
L∑

l=0

h(l)Ei l
M z−l (2.8)

Gi(z) =
L∑

l=0

g(l)E
i (l+1)
M z−l ; i ∈ {0, 1, . . . ,M − 1} (2.9)

where h(n) and g(n) denote the finite impulse responses (FIRs) of the analysis
and synthesis prototype filter, respectively. The use of linear-phase prototype
filters leads to a signal delay of d0 = L samples, cf. [77].

A common choice for the FIR filter degree is L = M−1, but a higher degree
can be taken to increase the frequency selectivity of the subband filters. Such
a filter-bank can be efficiently implemented by a polyphase network (PPN).
The analysis filters of Eq. 2.8 can be written as

Hi(z) =
M−1∑
λ=0

H
(M)
λ (zM ) · z−λ · Eλ i

M ; i ∈ { 0, 1, . . . ,M − 1 } (2.10)

with the ‘type 1’ polyphase components defined by [77]

H
(M)
λ (z) =

lM−1∑
m=0

h(mM + λ)z−m ; λ ∈ { 0, 1, . . . ,M − 1 } . (2.11)

It is assumed that the length of the prototype filters is an integer multiple of
M according to
1 One property of paraunitary filter-banks is that the sum of the subband energies

is equal to the energy of the input signal.
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L + 1 = lM M ; lM ∈ N (2.12)

which can be always achieved by an appropriate zero-padding. The synthesis
filters of Eq. 2.9 can be expressed by

Gi(z) =
M−1∑
λ=0

G
(M)
λ (zM ) · z−(M−1−λ) · E−λ i

M ; i ∈ { 0, 1, . . . ,M − 1 } (2.13)

with the ‘type 2’ polyphase components

G
(M)
λ (z) =

lM−1∑
m=0

g
(
(m + 1)M − λ − 1

)
z−m ; λ ∈ { 0, 1, . . . ,M − 1 } .

(2.14)

Fig. 2.3 shows the derived PPN realization of a DFT filter-bank. The sub-
sampling operations can be moved towards the delay elements due to the
so-called ‘noble identities’, cf. [77]. The discrete Fourier transform (DFT) can
be computed efficiently by the fast Fourier transform (FFT), e.g., [59]. Hence,
this PPN filter-bank implementation possesses only a low computational com-
plexity. The processing scheme of Fig. 2.3 can also be interpreted as weighted
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Fig. 2.3. Polyphase network (PPN) realization of a DFT AS FB for L + 1 = 2M .
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overlap-add method [11,12]. The delay chains buffer the samples of the input
and output frames whose overlap is determined by the subsampling rate R.

For speech enhancement applications, the time-varying spectral gain fac-
tors Wi(n′) of the filter-bank might cause audible artifacts due to so-called
‘block-edge effects’. This can be avoided by non-critical subsampling (R < M)
and a dedicated prototype filter design, e.g., [31, 81].

2.2.4 Frequency Warped Filter-Banks

2.2.4.1 Principle

A frequency warped digital system can be obtained by replacing the delay
elements of its transfer function by allpass filters

z−1 → HA(z) . (2.15)

For this allpass transformation, a causal, complex allpass filter of first order
is considered, whose transfer function is given by

HA(z) =
z−1 − a∗

1 − az−1
; |a| < |z| ; |a| < 1 ; a = αej γ ∈ C ; α, γ ∈ R (2.16)

with C marking the set of all complex numbers and R marking the set of all
real numbers. The asterisk denotes the complex-conjugate value. One possi-
ble implementation of this allpass filter is shown in Fig. 2.4. The frequency
response reads

HA(z = ej Ω) =
e−j Ω − a∗

1 − ae−j Ω
= e−j ϕa(Ω) (2.17a)

ϕa(Ω) = 2 arctan
(

sin Ω − α sin γ

cos Ω − α cos γ

)
− Ω . (2.17b)

xin(n)

xout(n)

−a∗

a

z−1

Fig. 2.4. Realization of an allpass filter of first order.
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This concept can be extended to allpass filters of higher order [35,36], but the
allpass transformation of first order is of most interest here.2

The allpass transformation is a bilinear transformation and allows to
alter the frequency characteristic of a digital system without changing its
coefficients. This property is exploited for the design of variable digital fil-
ters [10,70,71]. The cutoff frequency of these filters is adjusted by the allpass
coefficient, whereas the shape of the frequency response (e.g., number and
magnitude of the ripples or the stopband attenuation) is not changed. The
allpass transformation can also be employed to perform short-term spectral
analysis with a non-uniform frequency resolution or to construct non-uniform
digital filter-banks [6, 17,58,79].

The allpass transformation of the analysis filters of Eq. 2.8 yields the
warped frequency responses

Hi(z = ej ϕa(Ω)) =
L∑

l=0

h(l)Ei l
M e−j ϕa(Ω) l (2.18)

= H̃i(ej Ω) ; i ∈ {0, 1, . . . , M − 1} (2.19)

due to Eq. 2.15 and Eq. 2.17. Hence, the allpass transformed filter-bank is a
generalization of the uniform filter-bank, which is included as special case for
a = 0. The allpass transformation causes a frequency warping

Ω → ϕa(Ω) (2.20)

where the course of the phase response ϕa(Ω) is determined by the allpass co-
efficient a. The effect of this allpass transformation is demonstrated in Fig. 2.5.
For a real and positive allpass coefficient a = α > 0, a higher frequency reso-
lution is achieved for the lower frequency bands and vice versa for the higher
frequency bands. The opposite applies if α < 0. Thus, the frequency resolution
can be adjusted by a single coefficient without the requirement for an individ-
ual subband filter design, which is sometimes needed for the construction of
non-uniform filter-banks (cf. Sec. 2.2.5). A complex allpass transformation is
of interest, if a more flexible adjustment of the frequency resolution is desired,
cf. [35].

The allpass transformation allows to design a non-uniform filter-bank
whose frequency bands approximate the Bark frequency scale with great ac-
curacy [73]. The frequency resolution of the human auditory system is deter-
mined by the so-called ‘critical bands’. The mapping between frequency and
critical bands can be described by the critical band rate with the unit ‘Bark’.
An analytical expression for the Bark frequency scale is given by [84].

2 An allpass transformation of order N maps the unit circle N -times onto itself
which causes a comb filter structure. This comb filter effect is undesirable for the
design of filter-banks and can be avoided by additional allpass filters at the price
of an increased algorithmic complexity and a higher signal delay, cf. [35,36].
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ξ(f)
Bark

= 13 · arctan
(

0.76f

kHz

)
+ 3.5 · arctan

((
f

7.5kHz

)2
)

. (2.21)

Fig. 2.6 illustrates that such a frequency division can be well approximated
by means of an allpass transformed filter-bank. A filter-bank with approxi-
mately Bark-scaled frequency bands can also be realized by the wavelet packet
decomposition [9]. However, the obtained tree-structured filter-bank has a
significantly higher signal delay and a higher algorithmic complexity than a
comparable allpass transformed filter-bank.

2.2.4.2 Signal Reconstruction

The allpass transformation of the analysis filter-bank according to Eq. 2.18
leads to phase modifications and a stronger overlap of aliasing components in
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Fig. 2.6. Approximation of the Bark frequency scale: The solid line corresponds to
the analytical expression of Eq. 2.21. The dashed line marks the frequency warping
for an allpass transformation with a = 0.576 and a sampling frequency of 16 kHz.

comparison to the uniform filter-bank. These effects complicate the synthesis
filter-bank design. The two main approaches to perform the signal reconstruc-
tion in this case are depicted in Fig. 2.7.

The filter-bank structure I uses L + 1 = M filters with transfer functions
P (z, l) for l ∈ { 0, 1, . . . , L } to compensate the (additional) phase and alias-
ing distortions caused by the allpass transformed analysis filter-bank. Perfect
reconstruction can be achieved by FIR filters. Their coefficients can be deter-
mined by analytical closed-form expressions in case of a prototype filter length
of L+1 = M . This is shown in [72] for critical subsampling and in [21,35] for
arbitrary subsampling rates. However, the obtained synthesis subband filters
show no distinctive bandpass characteristic. This causes a high reconstruction
error if spectral modifications of the subband signals, such as quantization or
spectral weighting, are performed [21].

Synthesis subband filters with a distinctive bandpass characteristic are ob-
tained by the filter-bank designs proposed, e.g., in [23, 24, 49] which achieve
near-perfect reconstruction. The filters with transfer functions P (z, l) are de-
signed to compensate the phase distortions due to the frequency warping.3

The aliasing distortions are limited by the higher stopband attenuation of
longer subband filters (L + 1 � M) and a lower subsampling rate R.4

A similar principle is used for the synthesis filter-bank structure II of
Fig. 2.7, which, however, uses only a single compensation filter with transfer
function P (z, L). The allpass transformation is applied to the analysis and
synthesis filter-bank, i.e., all delay elements of the uniform filter-bank (shown
in Fig. 2.3) are replaced by allpass filters according to Eq. 2.15. If the uniform

3 If not mentioned otherwise, the more general concept of frequency warping will
always refer to an allpass transformation of first order so that both terms are
used interchangeably.

4 Here, the same subsampling rate R is used for each subband signal so that the
DFT and IDFT can be executed at a decimated sampling rate. This is not possible
for different subsampling rates according to Eq. 2.1.
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(a) Synthesis filter-bank structure I
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Fig. 2.7. Synthesis filter-bank structures for an allpass transformed analysis filter-
bank with prototype filter of length L + 1 = M .

filter-bank fulfills Eq. 2.7 with d0 = L, the allpass transformation leads to the
frequency response

T̃d(z = ej Ω) = e−j ϕa(Ω) L + EA(ej ϕa(Ω)) . (2.22)

The aliasing distortions EA(ej ϕa(Ω)) emerge due to the non-uniform band-
widths of the allpass transformed subband filters. They can be reduced by
a lower subsampling rate R and the use of subband filters of higher degrees
having narrow transition bands and high stopband attenuations.

The non-linear phase term ϕa(Ω)L can cause audible distortions especially
for a high prototype filter degree L. Eq. 2.17 reveals that this term corresponds
to the frequency response of a cascade of L identical allpass filters termed as
allpass (filter) chain. The task of the fixed phase equalizer at the filter-bank
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output is to compensate these phase distortions (see Fig. 2.7-b). The frequency
response of the phase equalizer has to fulfill the general requirement, cf. [48]

e−j dP ϕa(Ω) · Pgen(ej Ω , dP ) != e−j τP Ω ; τP ≥ 0 ; τP ∈ R ; dP ∈ N (2.23)

where dP = L for the warped AS FB described by Eq. 2.22.
The ’ideal’ phase equalizer to fulfill Eq. 2.23 with τP = 0 is obviously given

by the inverse transfer function of an allpass chain

Pideal(z, dP ) = HA(z)−dP ; |z| <
1
|a| . (2.24)

However, the impulse response of this phase equalizer is infinite and anti-
causal (for a 	= 0), i.e., pideal(n, dP ) = 0 for n > 0. An approach to realize
anti-causal filters is to buffer the input samples in order to process them
in time-reversed order [14, 56]. This rather complex technique requires large
buffers and leads to a high signal delay.

An alternative approach is to approximate the desired anti-causal phase
equalizer of Eq. 2.24 by a causal FIR filter of degree NP . Its coefficients can
be obtained by shifting and truncating the impulse response pideal(n, dP ) ac-
cording to

pLS(n, dP ) =

{
pideal(n − NP , dP ) ; n ∈ { 0, 1, . . . , NP }

0 ; else.
(2.25)

The transfer function of an inverse allpass chain HA(z)−dP is identical to the
para-conjugate transfer function of the allpass chain where the z-variable is
replaced by z−1 and the complex-conjugate filter coefficients are used. Thus,
the impulse response of the ideal phase equalizer pideal(n, dP ) can be obtained
by the time-reversed impulse response of an allpass chain of length dP with
complex-conjugate allpass coefficient a∗. The FIR filter approximation of an
IIR filter by truncating its impulse response leads to a least-squares error,
e.g., [60]. Thus, the phase equalizer according to Eq. 2.25 is termed as least-
squares (LS) phase equalizer. For a complex allpass transformation, a complex
output signal v(n) is obtained where the (discarded) imaginary part becomes
negligible for a low signal reconstruction error.

A drawback of FIR phase equalizers is that they cause significant magni-
tude distortions in case of a low filter degree NP . Hence, this filter degree of
the phase equalizer must be high enough to keep phase and magnitude distor-
tions low. Such magnitude distortions are avoided by using an allpass phase
equalizer. Its filter degree is determined only by the need to keep the phase
distortions due to the warping inaudible. The design of phase equalizers for
warped filter-banks is treated in [48] in more detail. It should be noted that
the discussed synthesis filter-bank designs for near-perfect reconstruction can
also be applied if the prototype filter length L + 1 exceeds M .
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The signal delay of the considered uniform AS FB is given by d0 = L. The
signal delay of the warped filter-bank with LS FIR phase equalizer according
to Eq. 2.25 is approximately equal to NP . This filter degree of the phase
equalizer should be considerably higher than the value dP = d0 so that the
warped AS FB with phase equalizer has a significantly higher overall signal
delay than the uniform filter-bank. As shown in [49], it is also beneficial to use
the LS phase equalizer of Eq. 2.25 for the filter-bank structure I in Fig. 2.7,
which leads to (almost) the same signal delay as for the filter-bank structure II
with LS phase equalizer.

The devised concepts for phase equalization are also effective if spectral
weighting is performed, cf. [48]. For speech and audio processing, a perfect
equalization of the warped phase is not required due to the insensitivity of
human hearing towards minor phase distortions, cf. [80,84]. A design example
for an allpass transformed AS FB is given later in Sec. 2.5.

2.2.5 Low Delay Filter-Banks

One approach for the design of uniform and non-uniform AS FBs with low
delay is to use the lifting scheme, which has been originally proposed for the
construction of ‘second generation wavelets’ [15,76]. A single zero-delay lifting
step is shown in Fig. 2.8. The new analysis lowpass filter after one lifting step
is given by

H
(1)
0 (z) = H0(z) + H1(z)B(z2) . (2.26)

Correspondingly, this procedure can be applied to the analysis highpass filter
termed as dual lifting step and so on. The lifting steps for the analysis filters
are followed by inverse lifting steps at the synthesis side. By this, the degree
of the subband filters is increased without increasing the overall signal delay
of the filter-bank, cf. Fig. 2.8. The application of this scheme to the design
of (uniform) cosine modulated AS FBs with low delay is proposed in [37,38].
In [23, 24], the lifting scheme is applied to the allpass transformed AS FB.
The higher aliasing distortions due to the frequency warping are reduced by
improving the stopband attenuation of the subband filters. The lifting scheme
is used to increase the filter degree while constraining the signal delay of the
filter-bank. However, the adding of further lifting steps shows no improvement
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H1(z)

B(z)

G0(z)

G1(z)

−B(z)

↓2

↓2

↑2

↑2

Fig. 2.8. Single zero-delay lifting step for a two-channel AS FB.
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after some stages. Therefore, only a limited enhancement of the stopband at-
tenuation and the associated aliasing cancellation can be achieved. Moreover,
the analysis and synthesis filter-bank proposed in [23, 24] are operated at
the non-decimated sampling rate, which causes a very high computational
complexity.

The use of the warped discrete Fourier transform (WDFT) is an alternative
approach to design a low delay filter-bank with warped frequency bands, e.g.,
[22, 51,61]. The WDFT is a non-uniform DFT and calculated by the rule

Ỹ (i) =
M−1∑
n=0

y(n)

(
e−j 2 π

M i − a∗

1 − ae−j 2 π
M i

)n

; i ∈ { 0, 1, . . . ,M − 1 } . (2.27)

In contrast to the DFT (which is obtained for a = 0), the frequency points
of the WDFT are non-uniformly spaced on the unit circle. The WDFT filter-
bank evolves by replacing the (I)DFT in Fig. 2.3 by the (I)WDFT so that
the signal delay remains the same. In this process, the center frequencies of
the subband filters are shifted, but their bandwidth remain the same. This
effect is illustrated in Fig. 2.9. In contrast to the allpass transformed filter-
bank (see Fig. 2.5), the spectrum of the WDFT exhibits ’spectral gaps’ due
to the uniform bandwidths of the subband filters. This complicates the signal
reconstruction, which is reflected by an ill-conditioned WDFT matrix for val-
ues of about |a| > 0.2 and M > 40, cf. [22, 61]. The numerical difficulties for
the calculation of the inverse WDFT (matrix) become even more pronounced
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with regard to a practical implementation with finite precision arithmetic, for
instance, on a (fixed-point) digital signal processor (DSP).

There are other ways to derive a non-uniform low delay filter-bank from
a uniform filter-bank. One approach is to combine an appropriate number
of cosine modulated subband filters termed as ‘feasible partitioning’ [16, 43].
Another method is to use two different uniform filter-banks for the upper and
lower frequency bands which are linked by a ‘transition filter’, e.g., [13, 18].
A good approximation of the Bark scale is difficult to achieve by this approach.
The subband filters of these filter-banks need to have a relatively high filter
degree to achieve a sufficient stopband attenuation in order to keep alias-
ing distortions low, especially if subband processing takes place. This causes
still a comparatively high signal delay which depends, among others, on the
permitted aliasing distortions.

Many designs of uniform and non-uniform filter-banks allow to prescribe an
(almost) arbitrary signal delay, e.g., [16,18,40,69]. However, it is problematic
to achieve simultaneously a high stopband attenuation for the subband filters
as well as a low signal delay. Hence, there is a trade-off between a low signal
delay on the one hand and low aliasing distortions (high speech and audio
quality) on the other hand, cf. [16].

A low signal delay and an aliasing-free signal reconstruction can be
achieved by means of the filter-bank summation method (FBSM) depicted in
Fig. 2.10. The FBSM can be derived from the filter-bank interpretation of the
short-time DFT, e.g., [12]. A drawback of this filter-bank structure is its high
computational complexity as no downsampling of the subband signals can be
performed. Therefore, the AS FB is considered to be more suitable than the
FBSM for real-world applications such as speech enhancement [19]. Moreover,
the computational complexity of the FBSM is significantly increased, if we ap-
ply the allpass transformation to achieve a Bark-scaled frequency resolution.

y(n)
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hM−1(n)

y0(n)

y1(n)

yM−1(n)

W0(n′)

W1(n′)

WM−1(n′)

v(n)

Fig. 2.10. Filter-bank summation method (FBSM) with time-varying spectral gain
factors adapted at a reduced sampling rate.
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In the following, we derive a uniform and warped low delay filter-bank without
the high algorithmic complexity of the FBSM.

2.3 The Filter-Bank Equalizer

An alternative filter-bank concept to that of the conventional AS FB will
be devised to perform adaptive subband processing with a significantly lower
signal delay.

2.3.1 Concept

The FBSM of Fig. 2.10 is considered. As for the AS FB, the real input signal
y(n) is split into the subband signals yi(n) by means of M bandpass filters. The
adaptation of the time-varying spectral gain factors Wi(n′) can be performed
by the same algorithms as for the AS FB. This adaptation is based on the
subband signals yi(n) and executed at intervals of R sample instants with n′

defined by5

n′ = 
n/R� · R ; R ∈ N . (2.28)

The operation 
.� provides the greatest integer which is lower than or equal
to the argument.

The impulse response hi(n) of the ith bandpass filter is obtained by mod-
ulation of a prototype lowpass filter with real impulse response h(n) of length
L + 1 according to

hi(n) =

{
h(n)Φ(i, n) ; i ∈ { 0, 1, . . . ,M − 1 } ; n ∈ { 0, 1, . . . , L }

0 ; else .
(2.29)

The choice for the general modulation sequence and the prototype filter affects
the spectral selectivity and time-frequency resolution of the filter-bank. The
modulation sequence Φ(i, n) can be seen as transformation kernel of the filter-
bank. In general, it has the periodicity

Φ(i, n + mM) = Φ(i, n)ρ(m) ; m ∈ Z (2.30)

where Z denotes the set of all integer numbers. The sequence ρ(m) depends
on the chosen transform as shown later. For many transforms (including the
DFT) it is given by ρ(m) = 1 ∀m.

The input-output relation for the FBSM of Fig. 2.10 can be written as

5 This definition is more suitable for the following treatment than the common
convention n = Rn′.



30 H. W. Löllmann, P. Vary

v(n) =
M−1∑
i=0

Wi(n′)yi(n) (2.31)

=
M−1∑
i=0

Wi(n′)
L∑

l=0

y(n − l)hi(l)

=
L∑

l=0

y(n − l)h(l)
M−1∑
i=0

Wi(n′)Φ(i, l) (2.32)

for the modulated bandpass filters of Eq. 2.29. The second summation is the
spectral transform of the gain factors Wi(n′) which yields the coefficients

wl(n′) =
M−1∑
i=0

Wi(n′)Φ(i, l) ; l ∈ { 0, 1, . . . , L } (2.33)

= T {Wi(n′) } . (2.34)

These L + 1 time-domain weighting factors have the periodicity

wl+mM (n′) = wl(n′)ρ(m) (2.35)

due to Eq. 2.30 and Eq. 2.33. The input-output relation finally reads

v(n) =
L∑

l=0

y(n − l)h(l)wl(n′) (2.36)

=
L∑

l=0

y(n − l)hs(l, n′) . (2.37)

The obtained filter-bank structure is a single time-domain filter whose
coefficients

hs(l, n′) = h(l)wl(n′) ; l ∈ { 0, 1, . . . , L } (2.38)

are the product of the fixed impulse response h(n) of the prototype lowpass
filter and the time-varying weighting factors wl(n′) adapted in the short-
term spectral-domain.6 This efficient implementation of the FBSM (which
resembles a filter-bank used as equalizer) is termed as filter-bank equalizer
(FBE) [44, 82]. A sketch of this filter-bank structure is given in Fig. 2.11. A
distinctive advantage in comparison to the AS FB is that the output signal
v(n) is not affected by aliasing distortions. Moreover, a non-uniform (warped)
frequency resolution can be achieved by means of the allpass transformation
with lower efforts than for the AS FB as shown later in Sec. 2.3.6. The uniform

6 For the sake of clarity, the index l instead of the discrete time index n will be
used to indicate that L + 1 filter coefficients are considered.
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calculation

Spectral transformSpectral gain

Time−domain filter

Analysis filter−bank

with downsampling

y(n) v(n)

T {Wi(n′) }

yi(n′)
L + 1

M

M

hs(n, n′)

h(l)

Wi(n′)

wl(n′)

Fig. 2.11. Filter-bank equalizer (FBE) for adaptive subband filtering.

and non-uniform FBE can be used for speech and audio processing with low
signal delay, e.g., [45, 68].

A similar approach has been proposed independently in [39] for dynamic-
range compression in hearing aids. For acoustic echo cancellation and active
noise control applications, a related time-domain filtering approach can be
found in [57], where the coefficients are adapted in the uniform frequency-
domain. However, the following treatment will show that the concept of the
FBE is a much more general and comprehensive low delay filter-bank concept.

2.3.2 Prototype Filter Design

The objective of the prototype lowpass filter design is to achieve perfect recon-
struction according to Eq. 2.2. The FBE meets this condition if the following
two requirements are fulfilled [44]: Firstly, the general modulation sequence
of Eq. 2.29 must have the property

M−1∑
i=0

Φ(i, n) =

{
C ; C 	= 0 ; n = n0

0 ; n 	= n0

for n, n0 ∈ {0, 1, . . . , M − 1}.

(2.39)

Secondly, a generalized M th-band filter with impulse response

h(n) =

⎧⎪⎪⎨⎪⎪⎩
1

C ρ(mc)
; n = n0 + mc M ; ρ(mc) 	= 0 ; mc ∈ Z

0 ; n = n0 + mM ; m ∈ Z\{mc}
arbitrary ; else

(2.40)
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is needed as prototype lowpass filter. Such a filter has equidistant zeros at
intervals of M samples and its modulated versions add up to a delay accord-
ing to

M−1∑
i=0

H
(
z Ei

M

)
· Ei n0

M =
M

C ρ(mc)
z−(n0+mc M) . (2.41)

The conditions of Eq. 2.39 and Eq. 2.40 can be easily met to achieve perfect
reconstruction with a delay of

d0 = n0 + mc M (2.42)

samples. A suitable Mth-band filter according to Eq. 2.40 is given by

h(n) =
1

C ρ(mc)
sin
(

2 π
M (n − d0)

)
2 π
M (n − d0)

winL(n) (2.43)

with the general window sequence defined by

winL(n) =

{
arbitrary ; 0 ≤ n ≤ L

0 ; else .
(2.44)

A rectangular window achieves a least-squares approximation error, but other
window sequences are often preferred to influence properties of the filter such
as transition bandwidth or sidelobe attenuation [59]. Commonly used window
sequences are the Kaiser window or the parametric window sequence

winL(n, β) =

{
β + (β − 1) cos

(
2 π
L n
)

; 0 ≤ n ≤ L ; 0.5 ≤ β ≤ 1
0 ; else .

(2.45)

The rectangular window (β = 1), the Hann window (β = 0.5), and the Ham-
ming window (β = 0.54) are included as special cases [63].

The condition of Eq. 2.39 is met, among others, by the Walsh and
Hadamard transform (cf. [2]) as well as the generalized discrete Fourier trans-
form (GDFT). The transformation kernel of the GDFT reads

ΦGDFT(i, n) = e−j 2 π
M (i−i0) (n−n0) (2.46)

n, n0 ∈ Z ; i ∈ { 0, 1, . . . ,M − 1 } ; i0 ∈ { 0, 1/2 }

where Eq. 2.30 applies with ρ(m) = (−1)2 i0 m. The DFT is included as special
case for n0 = i0 = 0. For i0 = 1/2, a GDFT filter-bank with oddly-stacked
frequency bands is obtained, cf. [12]. A value of i0 = 0 leads to the evenly-
stacked GDFT where the above equations apply with ρ(m) = 1 and C = M .

The Walsh and Hadamard transform are employed, among others, for im-
age processing, cf. [25]. The evenly-stacked GDFT is of interest for speech
and audio processing. Thus, this filter-bank type is considered primarily in
the following without loss of generality.
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2.3.3 Relation between GDFT and GDCT

For speech enhancement, the time-varying spectral gain factors Wi(n′) are
often calculated by means of a spectral speech estimator, e.g., [5, 20, 50, 52].
For a DFT-based adaptation, the gain factors have the properties

ε ≤ Wi(n′) ≤ 1 ; Wi(n′) ∈ R ; 0 ≤ ε < 1 (2.47)

and possess the symmetry

Wi(n′) = WM−i(n′) ; i ∈ { 0, 1, . . . ,M − 1 } ; M even (2.48)

as the input sequence y(n) is real. The limitation of the gain factors by a
lower (often time-varying) threshold ε is favorable to avoid unnatural sounding
artifacts such as musical noise, cf. [8]. The (I)DFT of the real gain factors of
Eq. 2.47 yields time-domain weighting factors wl(n′) corresponding to a (non-
causal) zero-phase filter. A linear phase response is obtained for the considered
(evenly-stacked) GDFT of Eq. 2.46 with n0 = L/2 and L being even so that
the coefficients exhibit the symmetry

wl(n′) = wL−l(n′) ; l ∈ { 0, 1, . . . , L } . (2.49)

If the used prototype filter has the same symmetry

h(l) = h(L − l) , (2.50)

the time-varying FIR filter of Eq. 2.38 is given by

hs(l, n′) = hs(L − l, n′) ; l ∈ { 0, 1, . . . , L } (2.51)

which implies a linear phase response. The GDFT of the gain factors Wi(n′)
can be computed by the FFT with a subsequent cyclic shift of the obtained
time-domain weighting factors by n0 samples. Instead of the GDFT analysis
filter-bank, the DFT filter-bank can be used for the FBE (see Fig. 2.11), be-
cause the magnitude of the subband signals is needed only for the calculation
of the spectral gain factors.

For the considered GDFT, the weighting factors of Eq. 2.33 are given by

wl(n′) =
M−1∑
i=0

Wi(n′)e−j 2 π
M i (l−n0) ; l ∈ { 0, 1, . . . , L } . (2.52)

The substitution M = 2N and exploiting the symmetry of Eq. 2.48 allows
the following conversion
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wl(n′) =
2 N−1∑

i=0

Wi(n′)e−j 2 π
2 N i (l−n0)

= W0(n′) +
N−1∑
i=1

Wi(n′)e−j π
N i (l−n0) + WN (n′) (−1)l−n0

+
N−1∑
i=1

W2N−i(n′)e−j π
N (2 N−i) (l−n0)

=
N∑

i=0

Wi(n′)ν(i) cos
( π

N
i (l − n0)

)
(2.53a)

with

ν(i) =

{
1 ; i ∈ {0, N}
2 ; i ∈ {1, 2, . . . , N − 1} .

(2.53b)

Eq. 2.53 represents a FBE with N +1 channels and the (evenly-stacked) gen-
eralized discrete cosine transform (GDCT) as modulation sequence7

ΦGDCT(n, i) = ν(i) cos
( π

N
i (n − n0)

)
; i ∈ { 0, 1, . . . , N } ; n, n0 ∈ Z .

(2.54)

For this transformation kernel, the condition of Eq. 2.39 is fulfilled with M =
N + 1 and C = 2N .

The relation between GDCT and GDFT FBE has been derived so far
without considering the process of the spectral gain calculation. For noise
reduction, the spectral gain factors are mostly calculated as (linear or non-
linear) functions of the squared magnitude of the subband signals (spectral
coefficients), cf. [4]. This can be expressed by the notation

Wi(n′) = f
(
|yi(n′)|2

)
; i ∈ { 0, 1, . . . , N } . (2.55)

Only N + 1 gain factors must be calculated due to the symmetry of Eq. 2.48.
The bar indicates that an averaged value (short-term expectation) is mostly
taken inherently. Examples are the calculation of the a priori SNR by the
decision-directed approach [20], or the estimation of the noise power spectral
density by recursively smoothed periodograms [54]. The subband signals are
complex for the (G)DFT so that

Wi(n′) = f
(

Re {yi(n′)}2 + Im {yi(n′)}2
)

. (2.56)

7 Except for a normalization factor, the DCT-I is obtained for n0 = 0, cf. [66].
For the oddly-stacked GDFT FBE (i0 = 1/2), a similar derivation leads to a
modulation sequence which includes the DCT-II for n0 = 0.
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It can be assumed that the real and imaginary part are uncorrelated and that
both have equal variances and equal probability density functions (PDFs),
e.g., [4]. Therefore, almost the same gain factors are obtained by considering
the real part of the subband signals only

Wi(n′) ≈ f
(

2Re {yi(n′)}2
)

(2.57)

due to the averaging process. Hence, the gain factors calculated by complex
DFT values are almost equal to those computed by real DCT values. Accord-
ingly, the replacement of the GDFT of Eq. 2.46 by the GDCT of Eq. 2.54
causes no noticeable differences for the speech enhanced by the FBE.8

2.3.4 Realization for Different Filter Structures

The choice of the filter structure plays an important role for digital filter
implementations with finite precision arithmetic as well as for time-varying
filters. Here, only the direct forms of a filter are of interest as they do not
require an involved conversion of the time-varying filter coefficients hs(l, n′)
such as the parallel form or the cascade form, cf. [59].

The realization of an FIR filter by means of the direct form and transposed
direct form is shown in Fig. 2.12. The input-output relations for these two
filter forms are given by

vdf(n) =
L∑

l=0

y(n − l)hs(l, n′) (2.58)

vtdf(n) =
L∑

l=0

y(n − l)hs(l, n′ − l) . (2.59)

Obviously, the derived FBE according to Eq. 2.37 uses a time-domain filter
in the direct form.

The input-output relation for the transposed direct form is obtained by
inserting Eq. 2.38 into Eq. 2.59 so that

vtdf(n) =
L∑

l=0

y(n − l)h(l)wl(n′ − l)

=
L∑

l=0

y(n − l)h(l)
M−1∑
i=0

Wi(n′ − l)Φ(i, l)

=
M−1∑
i=0

L∑
l=0

y(n − l)Wi(n′ − l)hi(l) (2.60)

8 In [19], a different comparison between DFT AS FB and DCT-II AS FB has
revealed a slightly lower noise suppression for the DCT AS FB.
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(a) Direct form

y(n)

vdf(n)

z−1z−1z−1

hs(0, n′) hs(1, n′) hs(2, n′) hs(3, n′)

(b) Transposed direct form

y(n)

vtdf(n)
z−1z−1z−1

hs(0, n′)hs(1, n′)hs(2, n′)hs(3, n′)

Fig. 2.12. Direct form implementations of a time-varying FIR filter with degree
L = 3.

due to Eq. 2.33 and Eq. 2.29. The obtained relation for the transposed direct
form corresponds to the FBSM of Fig. 2.10 with the important difference that
the spectral gain factors are now applied before the subband filters. Fig. 2.13
shows the derived filter-bank structure. The dash-dotted boxes mark delay
elements to account for the signal delay τa due to the analysis filter-bank
and gain calculation. These delay elements might be omitted for moderately
time-varying (smoothed) gain factors to avoid an additional signal delay.

Switching the coefficients of a digital filter during operation leads to tran-
sients which can cause ‘filter-ringing’ effects.9 These effects might be perceived
by perceptually annoying artifacts. The application to noise reduction revealed
that the FBE with time-domain filter in transposed direct form yields a bet-
ter perceived speech quality than the implementation with the direct form
filter. This can be explained by comparing the equivalent FBSMs of Fig. 2.10
and Fig. 2.13: For the transposed direct form, the transients caused by the
switching gain factors are smoothed by the following bandpass filters, which
is not the case for the direct form implementation.

An alternative method to smooth the FIR filter coefficients independently
of the filter form is to perform a kind of ‘cross-fading’ according to

9 The term ‘filter-ringing’ is sometimes used with a slightly different meaning in
the context of speech coding.
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spectral gain calculation
&

Analysis filter−bank

y(n)
h0(n)

h1(n)

hM−1(n)

Wi(n′)

W0(n′)

W1(n′)

WM−1(n′)

τa

τa

τa

vtdf(n)

Fig. 2.13. Filter-bank summation method (FBSM) corresponding to the filter-bank
equalizer (FBE) with time-domain filter in transposed direct form.

h̄s(l, n) = (1 − cf (n)) · hs(l, n′ − R) + cf (n) · hs(l, n′) (2.61a)

cf (n) =
n − n′

R
; l ∈ { 0, 1, . . . , L } (2.61b)

with n′ is defined by Eq. 2.28. An existing linear-phase property is maintained.
The proposed cross-fading method is very effective to avoid audible filter-
ringing artifacts and is especially useful if the direct form filter is used.

It should be noted that artifacts due to time-varying spectral gain factors
must also be avoided for AS FB systems, e.g., by non-critical subsampling,
a dedicated prototype filter design, and smoothing of the gain factors (cf.
Sec. 2.2.1).

2.3.5 Polyphase Network Implementation

An efficient polyphase network (PPN) implementation of the FBE shall be
developed, which eases the utilization of prototype filters with a long or even
infinite impulse response (IIR). This allows, for example, to improve the spec-
tral selectivity of the subband filters in order to reduce the cross-talk between
adjacent frequency bins. A low cross-talk can be favorable for some spectral
speech estimators since most of them do not consider correlation between the
frequency bands, cf. [55].

The FBE is a time-varying system. It can be described by the z-transform
of the frozen-time impulse response which yields the so-called frozen-time
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transfer function [42]. The direct form time-domain filter of Eq. 2.38 at sample
instant n′ has the frozen-time transfer function

Hs(z, n′) =
L∑

l=0

wl(n′)h(l)z−l . (2.62)

This transfer function10 can be expressed by means of the polyphase compo-
nents of Eq. 2.11 which leads to

Hs(z, n′) =
M−1∑
λ=0

wλ(n′)
lM−1∑
m=0

h(λ + mM)z−(λ+mM) ρ(m)

=
M−1∑
λ=0

wλ(n′) · H(M)
λ (zM ) · z−λ (2.63)

for ρ(m) = 1 and lM defined by Eq. 2.12. The subband signals yi(n) of
Eq. 2.31 are given by

yi(n) =
L∑

l=0

y(n − l)h(l)Φ(i, l) ; i ∈ { 0, 1, . . . , M − 1 } . (2.64)

The z-transform leads to

Yi(z) = Y (z)
L∑

l=0

h(l)z−l Φ(i, l) . (2.65)

Applying Eq. 2.11 and Eq. 2.30 with ρ(m) = 1 results in

Yi(z) = Y (z)
M−1∑
λ=0

lM−1∑
m=0

h(λ + mM)z−(λ+m M) Φ(i, λ)

= Y (z)
M−1∑
λ=0

z−λ · H(M)
λ (zM ) · Φ(i, λ) . (2.66)

The derived PPN implementation of the direct form FBE according to
Eq. 2.63 and Eq. 2.66 is illustrated in Fig. 2.14. In contrast to the FBE real-
ization of Fig. 2.11, the time-domain filtering and calculation of the subband
signals is partly done by the same network. The PPN realization for the oddly-
stacked GDFT FBE can be derived in a similar manner (cf. [44]). The same
applies for an implementation with type 2 polyphase components.

The transposed direct form of a filter is derived from the direct form
representation by transposition of its signal flow graph [59]: Branch nodes

10 For the sake of brevity, the term transfer function refers to the frozen-time transfer
function or the conventional transfer function dependent on the context.
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yi(n′) Wi(n′)

wl(n′)

Fig. 2.14. Polyphase network (PPN) implementation of the GDFT FBE for the
direct form time-domain filter.

and summations are interchanged as well as the system input and output. All
signal directions are reversed. The obtained PPN implementation of the FBE
for the transposed direct form is shown in Fig. 2.15. Delay elements might be
inserted in each branch of the time-domain filter to account for the execution
time τa to calculate the time-domain weighting factors wl(n′). These weighting
factors are calculated by a separate network similar to that of Fig. 2.14 but
with the difference that the downsampling is performed directly after the delay
elements. Thus, the PPN realization for the transposed direct form requires
only a slightly higher algorithmic complexity than the direct form realization,
which is discussed in Sec. 2.3.8 in more detail.

A polyphase network decomposition can be performed for FIR filters [3]
as well as for IIR filters [78]. The design of IIR Mth-band filters is proposed
in [67]. Hence, the developed PPN realization of the FBE enables a realization
of Eq. 2.36 for L being infinite, that is, a recursive prototype filter.
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Fig. 2.15. PPN implementation of the GDFT FBE: (a) calculation of the time-
domain weighting factors wl(n

′), (b) time-domain filter in transposed direct form.
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2.3.6 The Non-Uniform Filter-Bank Equalizer

The allpass transformation can be applied to the FBE to achieve a non-
uniform time-frequency resolution. The following treatment will show that the
obtained allpass transformed FBE has some distinctive advantages in compar-
ison to the corresponding allpass transformed AS FB11 treated in Sec. 2.2.4.

2.3.6.1 Concept

The application of the allpass transformation to the bandpass filter of Eq. 2.29
yields the warped frequency responses

Hi(z = ej ϕa(Ω)) =
L∑

l=0

h(l)Φ(i, l)e−j l ϕa(Ω) (2.67)

= H̃i(ej Ω) ; i ∈ { 0, 1, . . . ,M − 1 } . (2.68)

As before, the tilde-notation is used to mark quantities changed by the allpass
transformation. The uniform FBE can be seen as a special case for a = 0 where
ϕa(Ω) = Ω. The effect of this frequency warping on the frequency character-
istic of the subband filters has been discussed already in Sec. 2.2.4. Fig. 2.16
provides a block diagram of the allpass transformed FBE. This warped FBE
can be implemented efficiently by the PPN structures derived in Sec. 2.3.5
where the delay elements are substituted by allpass filters.

Phase equalizerTime−domain filter

Spectral transform

calculation

Allpass transformed
analysis filter−bank
with downsampling

Spectral gain

y(n) v(n)

T {Wi(n′) }

ỹi(n′)
L + 1

M

M

h̃s(n, n′)

h(l)

Wi(n′)

wl(n′)

p(n, dp)

Fig. 2.16. Allpass transformed FBE for adaptive subband filtering.

11 The corresponding AS FB uses the same type of analysis filter-bank as the FBE
with identical values for L and M . An identical analysis filter-bank can not always
be used due to different design constraints for signal reconstruction.
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2.3.6.2 Compensation of Phase Distortions

The uniform FBE with perfect reconstruction fulfills Eq. 2.2, which can be
expressed in the frequency-domain by the relation

V (ej Ω) = Y (ej Ω) · e−j d0 Ω . (2.69)

If the allpass transformation is applied, this relation turns into

Ṽ (ej Ω) = Y (ej Ω) · e−j d0 ϕa(Ω) . (2.70)

Thus, the input signal y(n) is filtered by an allpass chain of length d0. Perfect
reconstruction is achieved for a linear phase characteristic. This can be accom-
plished with an arbitrarily small error by means of a (fixed) phase equalizer
connected to the output of the FBE as indicated in Fig. 2.16 [44, 48]. The
design of the phase equalizer is similar to that for the AS FB structure II of
Fig. 2.7(b). However, a phase equalizer of significantly lower degree is needed
due to the lower signal delay d0 in comparison to the AS FB.

The described phase compensation is also effective for time-varying filter
coefficients if the symmetry of Eq. 2.48 holds. For the warped FBE with direct
form filter, the (frozen-time) frequency response reads

H̃s(ej Ω , n′) =
L∑

l=0

hs(l, n′)e−j l ϕa(Ω) . (2.71)

If the real filter coefficients have the symmetry of Eq. 2.51, it can be shown
that the transfer function of Eq. 2.71 can be expressed by

H̃s(ej Ω , n′) = e−j L
2 ϕa(Ω)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

L
2∑

l=0

2A(Ω, l, L, n′) − hs

(
L
2 , n′) ; L even

L−1
2∑

l=0

2A(Ω, l, L, n′) ; L odd

(2.72a)

A(Ω, l, L, n′) = hs(l, n′) cos
( [

L

2
− l

]
ϕa(Ω)

)
. (2.72b)

The non-linear phase term ϕa(Ω)L/2 can be compensated by a phase equal-
izer which has to fulfill Eq. 2.23 with dP = L/2 [48]. The expressions to the
right of the curly brace are real and cause only phase shifts of ±π. (This
can also be shown for the more general case of a complex prototype filter
with linear phase response, cf. [44].) Thus, the system has a generalized linear
phase response despite the time-varying coefficients, if a sufficient phase com-
pensation is performed. A system with a generalized linear phase response
has a constant group delay, if the discontinuities that result from the addi-
tion of constant phase shifts due to the real function are neglected [59]. For
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the transposed direct form filter, Eq. 2.72 is approximately fulfilled in case of
moderately time-varying coefficients.

For speech and audio processing, a phase equalizer might be omitted for
smaller phase distortions (dP < 20) as the human ear is relatively insensitive
towards minor phase distortions.

2.3.7 Comparison between FBE and AS FB

A comparison with the uniform and warped AS FB of Sec. 2.2 shows that the
concept of the FBE exhibits the following benefits:

• The FBE is not affected by aliasing distortions for the reconstructed signal.
Hence, the difficult problem of achieving a sufficient aliasing cancellation,
especially for time-varying spectral gain factors, does not occur. One con-
sequence is that the FBE does not require a prototype filter with high
degree and/or a low subsampling rate R to reduce aliasing distortions.
Moreover, the prototype filter design for the FBE is less complex than for
the AS FB.

• The allpass transformation of the FBE does not cause aliasing distortions
for the reconstructed signal. Thus, only the phase modifications due to
the frequency warping need to be compensated. Therefore, near-perfect
reconstruction can be achieved with an arbitrarily small error and much
lower efforts than for the AS FB.

• The signal delay d0 for the FBE is significantly lower than for the corre-
sponding AS FB. The uniform AS FB with linear-phase prototype filter
has a signal delay of d0 = L. In contrast, the uniform FBE with linear-
phase prototype filter has a signal delay of d0 = L/2, which can be further
reduced by a non-linear phase filter. Accordingly, the design objective of
Eq. 2.23 for the phase equalizer applies with dp = L for the warped AS
FB (structure II) and with dP = L/2 for the warped FBE. Therefore, a
phase equalizer with a significantly lower filter degree can be used for the
FBE which results a lower signal delay.

• The warped FBE can achieve an almost linear overall phase characteristic
even for time-varying coefficients, which can be beneficial for multi-channel
processing.

A drawback of the FBE is its higher algorithmic complexity for some
configurations, which is exposed in the following.

2.3.8 Algorithmic Complexity

Tab. 2.1 contrasts the algorithmic complexity of the developed uniform and
warped FBE to that of the corresponding uniform and warped AS FB for
the same values L, M , R, and Np. The real DFT of size M can be computed
in-place by a radix-2 FFT, e.g., [63]. The FFT of a real sequence of size M can
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Table 2.1. Algorithmic complexity for different realizations of a polyphase network
(PPN) DFT filter-bank with real valued prototype filter of length L + 1 = lM M .

2 real FFTs Remaining Additional operations due
operations to allpass transformation

AS FB

Multiplications 2 M
R

log2 M 1
R

(2L + 2 + M) 4L + Np + 1

Summations 3 M
R

log2 M 1
R

(L − M + 1) + L 4L + Np

Delay elements 2M 2L Np

Direct form FBE

Multiplications 2 M
R

log2 M L + 1 + M 2L + Np + 1

Summations 3 M
R

log2 M L 2L + Np

Delay elements 2M L Np

Transposed direct form FBE

Multiplications 2 M
R

log2 M L + 1 + M + L
R

4L + Np + 1

Summations 3 M
R

log2 M L + 1
R

(L + 1 − M) 4L + Np

Delay elements 2M 2L Np

be calculated by a complex FFT of size M/2, which requires approximately
half the algorithmic complexity as a complex M -point FFT [62]. The GDFT
can be computed by the FFT with similar complexity as for the DFT.

The last column contains the additional operations and delay elements
due to the allpass transformation. The implementation of an allpass filter
according to Fig. 2.4 is considered. This requires two real multiplications, two
real summations, and one delay element for a real allpass coefficient a = α. A
LS phase equalizer of degree NP is applied to compensate phase distortions.

It should be noted that allpass transformed filter-banks are usually op-
erated with a smaller number of channels M than uniform filter-banks. As
reasoned before, a higher subsampling rate R and a lower phase equalizer de-
gree Np are needed for the warped FBE in comparison to the warped AS FB.
Therefore, the warped FBE has a lower algorithmic complexity than the cor-
responding warped AS FB for most parameter configurations. Contrariwise,
the uniform AS FB has a lower complexity than the uniform FBE. A design
example for these filter-banks is given later in Sec. 2.5.

2.4 Further Measures for Signal Delay Reduction

Even though the FBE causes only about half the algorithmic signal delay
than the corresponding AS FB, a further reduced delay might be required for
applications with very demanding system delay constraints. One example are
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the initially mentioned hearing aid devices. For such cases, a modification of
the FBE concept will be discussed, which allows a further lowering of the signal
delay and computational complexity with almost no loss for the perceived
quality of the enhanced speech.

2.4.1 Concept

One approach to reduce the signal delay of a filter-bank is to reduce the
transform size M to allow for a lower prototype filter degree and to adjust the
gain calculation to the altered time-frequency resolution (smoothing factors
etc.), e.g., [28]. For the FBE, a further reduction of the signal delay can also
be accomplished by approximating the original time-domain filter by a filter
of lower degree. This approach offers a greater flexibility in the choice of the
time-domain filter and requires no adjustment of the spectral gain calculation.
The principle is illustrated in Fig. 2.17. In contrast to the FBE of Fig. 2.11,
an additional module for the filter approximation is inserted, which evaluates
the new LD + 1 filter coefficients al(n′) from the L + 1 original FIR filter
coefficients hs(l, n′).

In the following, we investigate an FIR and IIR filter approximation for
the uniform FBE first, before the results are extended to the more general
case of allpass transformed filters.

2.4.2 Approximation by a Moving-Average Filter

The time-domain filter of the FBE can be approximated by an FIR filter of
lower degree LD < L following a technique very similar to FIR filter design by

Time−domain filter

Spectral gain

calculation

Spectral transform

Analysis filter−bank

with downsampling Filter approximation

y(n) v(n)

T {Wi(n′) }

yi(n′)
L + 1M

M

ĥs(n, n′)

h(l)

Wi(n′)

wl(n′)

hs(l, n′)

al(n′)

LD + 1

Fig. 2.17. Modification of the FBE to achieve a further reduced signal delay.
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windowing, e.g., [63]. The impulse response hs(l, n′) of Eq. 2.38 is truncated
by a window sequence of length LD + 1. This yields the FIR filter coefficients

al(n′) = ĥs(l, n′) = hs(l + lc, n
′)winLD

(l) ; l ∈ { 0, 1, . . . , LD } (2.73)

where the window sequence is defined by Eq. 2.44. The value for lc determines
the part of the impulse response to be truncated, e.g., to maintain the sym-
metry of Eq. 2.51 for linear-phase filters. The truncation by a window results
in a smoothed frequency response which is influenced by the choice of the
window sequence, cf. [59].

This modified FBE based on an FIR filter approximation is named as
moving-average low delay filter (MA LDF) [46]. The term ‘low delay filter’
(LDF) refers to the overall system according to Fig. 2.17, while the term ‘MA
filter’ denotes the actual time-domain filter.

2.4.3 Approximation by an Auto-Regressive Filter

Instead of a (linear-phase) FIR filter, a minimum-phase IIR filter is now con-
sidered for the filter approximation. A filter can always be decomposed into
an allpass filter and a minimum-phase filter, e.g., [59]. The group delay of the
minimum-phase filter is lower than or equal to the group delay of the orig-
inal filter for all frequencies. The approximation of a mixed-phase filter by
a minimum-phase filter leads to a different phase response. This effect, how-
ever, is mostly tolerable for speech and audio processing as the human ear
is relatively insensitive towards phase modifications, cf. [80, 84]. An allpole
filter or auto-regressive (AR) filter is used here, because the calculation of
its coefficients demands a lower computational complexity than for a general
minimum-phase IIR filter (with zeros outside the origin), cf. [63]. The filter
to be approximated contains no sharp zeros in its spectrum, if the threshold
ε in Eq. 2.47 is greater than zero, which further supports the idea of an AR
filter approximation.

The transfer function of the considered AR filter of degree LD is given by

Ĥs(z, n′) = HAR(z, n′) =
a0(n′)

1 −
LD∑
l=1

al(n′)z−l

. (2.74)

The AR filter coefficients can be determined by the Yule-Walker equations,
e.g., [63]⎡⎢⎣ ϕh̄h̄(1)

...
ϕh̄h̄(LD)

⎤⎥⎦ =

⎡⎢⎣ ϕh̄h̄(0) . . . ϕh̄h̄(1 − LD)
...

. . .
...

ϕh̄h̄(LD − 1) . . . ϕh̄h̄(0)

⎤⎥⎦ ·

⎡⎢⎣ a1

...
aLD

⎤⎥⎦ (2.75)
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where the dependence on n′ is omitted for the sake of simplicity. The LD + 1
auto-correlation coefficients ϕh̄h̄(λ) are computed by the rule12

ϕh̄h̄(λ) =
L−|λ|∑
l=0

h̄(l) h̄(l + λ) ; 0 ≤ |λ| ≤ LD (2.76a)

h̄(l) = hs(l)winL(l) ; l ∈ { 0, 1, . . . , L } . (2.76b)

The scaling factor a0 in Eq. 2.74 is given by

a0 =

√√√√ϕh̄h̄(0) −
LD∑
l=1

al ϕh̄h̄(l) (2.77)

and ensures that the AR filter and the original filter have both the same
amplification. The calculation of the auto-correlation coefficients according to
Eq. 2.76 guarantees a symmetric Toeplitz structure for the auto-correlation
matrix of Eq. 2.75. This allows to solve the Yule-Walker equations efficiently
by means of the Levinson-Durbin recursion. The auto-correlation matrix is
positive-definite so that the obtained AR filter has minimum-phase property,
which implies a stable filter, cf. [63].

The devised modification of the FBE is named as auto-regressive low delay
filter (AR LDF) in analogy to the terminology of the previous section [46].

2.4.4 Algorithmic Complexity

The algorithmic complexity for the low delay filter concept – in terms of com-
putational complexity and memory consumption – is listed in Tab. 2.2. The
complexity for the calculation of the original filter coefficients hs(l, n′) has
been discussed in Sec. 2.3.8. The variable Mdiv marks the number of multi-
plications needed for a division operation, and Msqrt represents the number
of multiplications needed for a square-root operation. Accordingly, the vari-
ables Adiv and Asqrt denote the additions needed for a division and square-root
operation, respectively. Their values depend on the numeric procedure and ac-
curacy used to execute these operations. (An equivalent of 15 operations will
be assigned to these variables for the later complexity assessment in Sec. 2.5.).
A rectangular window is assumed for Eq. 2.76b.

Most of the computational complexity for the AR filter conversion is
required to compute the LD + 1 auto-correlation coefficients according to
Eq. 2.76. A lower computational complexity can be achieved by calculating
Eq. 2.76 by means of the fast convolution or the Rader algorithm [65] with
savings dependent on LD and L.

12 An alternative to this ‘auto-correlation method’ is the use of the ‘covariance
method’. However, this results in a more complex procedure for the calculation
of the AR filter coefficients, cf. [81].
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Table 2.2. Algorithmic complexity for the MA and AR low delay filter (LDF).

Calculation of hs(l, n
′) and MA/AR filtering

Multiplications 1
R

(2M log2 M + 2L + 2) + LD + 1

Summations 1
R

(3M log2 M + L + 1 − M) + LD

Delay elements L + 2M + LD

Calculation of MA filter coefficients al(n
′)

Multiplications 1
R

(LD + 1)

Summations 0

Registers 0

Calculation of AR filter coefficients al(n
′)

Multiplications 1
R

((LD + 1)(L + 4) + LD (Mdiv + Msqrt))

Summations 1
R

((LD + 1)(L + 2) + LD (Adiv + Asqrt))

Registers 3LD

The MA filter conversion needs no multiplications, if a rectangular window
is used for Eq. 2.73. However, the AR filter degree is usually chosen signifi-
cantly lower than the MA filter degree so that both approaches have a similar
overall algorithmic complexity as exemplified later in Sec. 2.5.

2.4.5 Warped Filter Approximation

The discussed filter approximations can also be applied to the allpass trans-
formed FBE [47]. In the process, the delay elements of the analysis filter-bank
and the time-domain filter are replaced by allpass filters according to Eq. 2.15.
For the obtained warped MA LDF, a phase equalizer can be applied to obtain
an approximately linear phase response according to Sec. 2.3.6.2.

The direct realization of the warped AR filter is not possible since the
allpass transformation leads to delayless feedback loops. Different approaches
have been proposed to solve this problem for a real allpass transformation
(a = α) [29, 30, 74]. Here, the algorithm of Steiglitz [74] is preferred due to
its low computational efforts for time-varying filters. The modified transfer
function of the allpass transformed AR filter is given by

H̃AR(z) =
a0 ã0

1 − ã0
(1 − α2)z−1

1 − αz−1

LD∑
l=1

ãl HA(z)l−1

(2.78)

with coefficients ãl calculated by the recursion
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ãLD
= aLD

(2.79a)
ãl = al − αãl+1 ; l = LD − 1, . . . , 1 (2.79b)

ã0 =
1

1 + ã1 α
. (2.79c)

The computation of the new filter coefficients ãl(n′) needs only LD multipli-
cations, LD summations, and one division at intervals of R sample instants.
The warped AR filter according to Eq. 2.78 requires 3LD + 2 real multiplica-
tions and 3LD real summations per sample instant as well as LD + 1 delay
elements.

It can be proven that the minimum-phase property of the AR filter is
always maintained for a real allpass transformation but not for a complex
allpass transformation in general. This is an important result as it guarantees
stability for the warped AR filter. The use of a fixed phase equalizer (as for
the warped MA LDF) is neither feasible nor required.

The cross-fading approach of Eq. 2.61 can not be applied to the coefficients
of an IIR filter. Instead, we use a second filter with the previous coefficients
to achieve a smooth transition by a cross-fading of both output signals. This
general approach can be expressed by

H̄g(z, n) =
(
1 − cf (n)

)
· Hg(z, n′ − R) + cf (n) · Hg(z, n′) (2.80a)

cf (n) =
n − n′

R
. (2.80b)

A second filter is required for this smoothing technique which can be applied
to arbitrary filters and does not cause an additional signal delay.

2.5 Application to Noise Reduction

In this section, the treated filter-bank designs are employed for noise reduction
to compare the achieved performance with regard to speech quality, compu-
tational complexity, and signal delay.

2.5.1 System Configurations

The filtering of the noisy speech is done by the DFT AS FB, the GDFT FBE,
and the MA/AR LDF. The uniform and allpass transformed version of these
filter-banks are used each.13 A real allpass coefficient of a = 0.4 is considered,
which yields a good approximation of the Bark scale for a sampling frequency

13 The low delay filter of Sec. 2.4 can be seen as a filter-bank system as it is derived
from the FBE or FBSM, respectively.
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of 8 kHz [73]. In all cases, a transform size of M = 64 and a linear-phase FIR
prototype filter of degree L = 64 are used.14

A square-root Hann window derived from Eq. 2.45 is employed as common
prototype filter for the DFT AS FB. The uniform AS FB uses a subsampling
rate of R = 32 and the warped AS FB a rate of R = 8. A higher subsampling
rate R can be used for the warped AS FB as well. However, this increases
the signal delay significantly since subband filters with a higher stopband
attenuation are needed to achieve a sufficient aliasing cancellation. A LS phase
equalizer with a filter degree of Np = 141 is applied to the filter-bank output
according to Sec. 2.2.4.2.

The GDFT FBE is implemented in the transposed direct form. The MA
LDF possesses a filter degree of LD = 48. The LS FIR phase equalizer with
filter degree Np = 80 and Np = 56 is applied to the warped FBE and the
warped MA LDF, respectively. The considered AR LDF has a filter degree of
LD = 16. The cross-fading technique is used to avoid filter-ringing artifacts.
A subsampling rate of R = 64 is used for the analysis filter-banks of FBE and
LDF.

The spectral gain factors are computed by the super-Gaussian joint MAP
estimator [50]. This joint spectral amplitude and phase estimator is derived by
the more accurate assumption that the real and imaginary parts of the speech
DFT coefficients are rather Laplace distributed (considered here) or Gamma
distributed than Gaussian distributed. The needed a priori SNR is determined
by the decision-directed approach [20] with a fixed smoothing parameter of
0.9. The short-term noise power spectral density is estimated by minimum
statistics [54]. Speech presence uncertainty is taken into account by applying
soft-gains [52]. Independent of the subsampling rate R of the filter-bank, the
spectral gain factors are always adapted at intervals of 64 sample instants and
no individual parameter tuning is performed to ease the comparison.

2.5.2 Instrumental Quality Measures

The used audio signals of 8 kHz sampling frequency are taken from the noisy
speech corpus NOIZEUS presented in [32]. A total of 20 sentences spoken by
male and female speakers is used, each disturbed by five different, instationary
noise sequences (airport, babble, car, station, and street noise) with signal-
to-noise ratios (SNRs) between 0 dB and 15 dB.

The quality of the enhanced speech is evaluated by informal listening tests
and instrumental quality measures. (An overview of this topic is provided by
Chap. 9.) A common time-domain measure for the quality of the enhanced
speech v(n) = ŝ(n) is given by the segmental SNR

14 A lower number of frequency channels can be used for warped filter-banks whereas
a value of M = 256 is often preferred for speech enhancement using the uniform
DFT filter-bank (at 8 kHz sampling frequency). However, such different configu-
rations are not considered to ease the comparison of the filter-banks.
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SNRseg/ dB =

1
C(Fs)

∑
m∈Fs

10 log10

⎛⎜⎜⎜⎝
K−1∑
µ=0

s2(mK + µ − τ0)

K−1∑
µ=0

(ŝ(mK + µ) − s(mK + µ − τ0))
2

⎞⎟⎟⎟⎠ . (2.81)

The calculation comprises only frames with speech activity (m ∈ Fs) whose
total number is denoted by C(Fs).

In a simulation, the clean speech s(n) and the additive background noise
b(n) can be filtered separately with coefficients adapted for the disturbed
speech y(n) = s(n) + b(n). This provides the filtered speech s̄(n) and filtered
noise b̄(n) separately, where

v(n) = ŝ(n) = s̄(n) + b̄(n) . (2.82)

The algorithmic signal delay of non-linear phase systems is determined
here by the maximum of the cross-correlation between the clean speech s(n)
and the processed speech s̄(n) (due to their strong correlation) according to

τ0 = arg max
λ∈Z

{
ϕss̄(λ)

}
. (2.83)

The achieved segmental noise attenuation is calculated by the expression

NAseg/ dB =
1

C(F)

∑
m∈F

10 log10

⎛⎜⎜⎜⎝
K−1∑
µ=0

b2(mK + µ − τ0)

K−1∑
µ=0

b̄2(mK + µ)

⎞⎟⎟⎟⎠ (2.84)

where F marks the set of all frame indices including speech pauses, and C(F)
denotes the total number of frames.

A frequency-domain measure for the speech quality is provided by the
mean cepstral distance (CD) between the clean speech s(n) and the processed
speech s̄(n), cf. [64]. For all instrumental measures, a frame size of K = 256
is used, and 40 cepstral coefficients are considered for the CD measure.

2.5.3 Simulation Results for the Uniform Filter-Banks

The instrumental speech quality obtained with the different uniform filter-
banks is plotted in Fig. 2.18. The uniform FBE achieves the same (or even
better) objective speech quality as the uniform AS FB. Tab. 2.3 reveals that
the FBE possesses a slightly higher algorithmic complexity but achieves a
significantly lower signal delay. The MA and AR LDF achieve a further re-
duction of the signal delay and algorithmic complexity. Contrary to the MA
LDF, the enhancement by the AR LDF leads to a significantly decreased ob-
jective speech quality. The AR filter approximation causes phase modifications
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Fig. 2.18. Objective quality measures obtained with the uniform filter-banks.

which have a very detrimental effect on the segmental SNR measure. (Such
an effect can also be observed for warped filter-banks with an imperfect phase
compensation.) However, informal listening tests have revealed only negligible
differences for the perceived subjective speech quality. Therefore, a percep-
tual evaluation of the speech quality (PESQ) according to [33] has been con-
ducted in addition. This PESQ measure ranges from −0.5 (bad quality) to 4.5
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Table 2.3. Measured signal delay and average algorithmic complexity per sample
for the uniform filter-banks (M = L = 64).

Uniform filter-bank Signal delay Summations Multiplications Delay
[samples] (real) (real) elements

AS FB 64 101 31 256
FBE 32 83 142 256

MA LDF 24 67 64 240
AR LDF 0-2 75 74 272
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Fig. 2.19. Perceptual evaluation of the speech quality for the enhanced speech ŝ(k)
achieved with the uniform filter-banks.

(excellent quality). The PESQ measure is mainly used for the assessment of
speech codecs, but also employed as a perceptual quality measure for speech
enhancement systems, e.g., [4]. The measured PESQ values in Fig. 2.19 show
that all four filter-banks achieve an almost identical perceptual speech qual-
ity. The PESQ measure is no all-embracing quantity for the subjective speech
quality, but it complies well with the results of our informal listening tests.
Thus, the low delay filter concept is suitable to achieve a further reduced sig-
nal delay in a flexible and simple manner with negligible loss for the perceived
(subjective) speech quality.

2.5.4 Simulation Results for the Warped Filter-Banks

The curves for the objective speech quality obtained by means of the different
warped filter-banks are plotted in Fig. 2.20. The measured PESQ values are
not plotted again since they are as close together as in Fig. 2.19 but all about
0.25 PESQ units higher. Thus, the warped filter-banks achieve an improved
instrumental speech quality in comparison to the corresponding uniform filter-
banks. These results comply with our informal listening tests where the speech
enhanced by the warped filter-banks was rated to be superior.

The measured signal delay and algorithmic complexity of the used allpass
transformed filter-banks are listed in Tab. 2.4. It shows the increase of the
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Fig. 2.20. Objective quality measures obtained by the allpass transformed filter-
banks.

signal delay and algorithmic complexity due to the allpass transformation if
the same values for M and L are taken (see also Sec. 2.3.8). The warped FBE
causes a significantly lower signal delay and possesses a lower algorithmic
complexity than the corresponding warped AS FB, but achieves the same
objective and subjective speech quality.
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Table 2.4. Measured signal delay and average algorithmic complexity per sample
for the allpass transformed filter-banks (M = L = 64).

Warped filter-bank Signal delay Summations Multiplications Delay
[samples] (real) (real) elements

AS FB 141 605 518 397
FBE 80 418 478 336

MA LDF 56 347 335 296
AR LDF 0-2 268 268 274

As for the uniform filter-banks, a further reduction of the signal delay and
algorithmic complexity can be achieved by the low delay filter approximation
with no loss for the subjective speech quality. The AR LDF is a minimum-
phase system and causes a very low signal delay of only a few samples.

2.6 Conclusions

Filter-bank systems used for speech and audio processing have to fulfill sev-
eral, partly conflicting requirements. A low signal delay and low algorithmic
complexity are important for many applications such as mobile communica-
tion devices or digital hearing aids. A non-uniform, Bark-scaled frequency
resolution is desirable to achieve a high speech and audio quality with a small
number of frequency bands.

In this chapter, we have investigated different design approaches for such
filter-banks. The main focus lies on allpass transformed filter-bank systems.
These frequency warped filter-banks are a generalization of the uniform filter-
bank. They are attractive for speech and audio processing due to their ability
to mimic the Bark frequency bands of human hearing with great accuracy.
However, the use of an allpass transformed analysis-synthesis filter-bank (AS
FB) leads to a high signal delay as well as a high algorithmic complexity.
This is attributed to the fact that synthesis subband filters of high degree are
needed to compensate the aliasing and phase distortions caused by the allpass
transformation of the analysis filter-bank.

These problems are addressed by the alternative concept of the filter-bank
equalizer (FBE). It is derived as an efficient realization of the filter-bank sum-
mation method (FBSM) and performs time-domain filtering with coefficients
adapted in the frequency-domain. Perfect signal reconstruction is achieved for
a broad class of transformations with significantly lower efforts than for the
common AS FB. The reconstructed signal is (inherently) aliasing-free so that
a prototype filter with a high filter degree to achieve a high stopband attenu-
ation is not essential. It is shown how the FBE can be efficiently implemented
by means of a polyphase network (PPN) structure. The explicit consideration
of the time-varying coefficients in the derivation has revealed the influence
of the filter structure on system delay, computational complexity, and signal
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quality. This has shown, among others, how the transposed direct form imple-
mentation achieves a stronger smoothing effect for time-varying coefficients
in comparison to the direct form implementation, which is beneficial to avoid
artifacts for the processed signal.

The presented allpass transformed FBE achieves a near-perfect, aliasing-
free signal reconstruction with significantly lower efforts than allpass trans-
formed AS FBs. The uniform FBE has a higher algorithmic complexity
than the corresponding uniform AS FB for most parameter configurations
(L,M,R), while the opposite applies for the allpass transformed FBE in com-
parison to the allpass transformed AS FB. The uniform and warped FBE
achieve a significantly lower algorithmic signal delay than the corresponding
AS FBs. A nearly linear phase response can be maintained even for time-
varying coefficients, which can be exploited, e.g., for binaural signal processing
in hearing aids.

The proposed filter-bank design provides a versatile concept for applica-
tions such as low delay speech enhancement. The uniform and warped FBE
achieve the same (or even better) objective and subjective quality for the en-
hanced speech as comparable AS FBs, but with a significantly lower signal
delay. The frequency warping can be utilized either to achieve an improved
speech quality or to use a lower number of frequency channels.

The concept of the low delay filter (LDF) is a modification of the FBE to
achieve a further reduction of signal delay and algorithmic complexity with
almost no compromise on the perceived (subjective) speech quality. In this
process, the time-domain filter of the FBE is approximated by a moving-
average (MA) filter or auto-regressive (AR) filter of lower degree. The use of
the uniform and warped MA filter allows to maintain a constant (near-linear)
phase characteristic, which is beneficial, e.g., for multi-channel processing. The
uniform and warped AR filter are minimum-phase systems and can achieve
an algorithmic signal delay of only a few sample instants.

The use for noise reduction has been considered primarily here, but the
presented low delay filter-bank concepts are also suitable for other speech and
audio processing algorithms.
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Hands-free audio and its application to telecommunication terminals, Proc. of
Intl. Conf. on Audio for Mobile and Handheld Devices (AES), Seoul, Korea,
September 2006.

69. G. D. T. Schuller and T. Karp: Modulated filter banks with arbitrary system de-
lay: efficient implementation and the time-varying case, IEEE Trans. on Signal
Processing, 48(3), 737–748, March 2000.
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A Pre-Filter for Hands-Free Car Phone Noise
Reduction: Suppression of Harmonic Engine
Noise Components

Henning Puder

Siemens Audiological Engineering Group, Erlangen, Germany

3.1 Introduction

Single channel noise reduction is a severe challenge, especially when consid-
ering the difficulties of estimating the appropriate spectral distribution of
interfering noise. Usually, all approaches, e.g. Wiener filters, Ephraim-Malah
filters, and Kalman filters, rely on the assumption that the interfering noise
components are longer-term stationary when compared to desired signals.

Here, we focus on the application of noise reduction for car phones mean-
ing that the interfering noise is car noise with its specific properties. When
analyzing car noise, one observes that the assumption of long-term stationar-
ity is true only as a first approximation. Analyzing car noise in more detail,
described later in this chapter in the second section, one discovers that the
different components vary in dependence of the car velocity or the engine
speed.

Engine noise, in particular, exhibits clear and predicable properties. One
can show that engine noise consists mainly of a harmonic structure with strong
spectral components at multiples of one half of the engine frequency. This al-
lows the design of methods for specifically reducing these engine noise compo-
nents since the engine frequency is available in all modern cars on the internal
CAN1 bus. The description and the analysis of different methods for specific
engine noise reduction are the topic of this chapter. The target is to design a
kind of pre-filter for the classic noise reduction approaches mentioned above
and specifically pre-filter the engine noise components. This pre-filter facili-
tates the work of the classic noise reduction methods by removing the highly
non-stationary and strong engine noise components.

In this chapter we present two different types of pre-filter approaches for
the reduction of the engine noise components:

1 CAN (Controller Area Network): Serial data network in cars for the data exchange
of controller devices.
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• The first type of approach, described in the third section, is a frequency
selective periodic filtering of the engine noise components. Here, we pro-
pose two different types of specific notch filters which are applied at the
multiples of the car engine frequency.

• The second approach, described in the fourth section, is based on a com-
pensation filter. The engine noise components are modelled as sinusoidals
with the appropriate amplitudes and phases. An adaptive filter is applied
for the determination of the amplitudes and phases. The modelled com-
ponents are then subtracted in the time domain.

Both approaches are described for a full-band signal with the typical sampling
frequency of 8 kHz. As described in [9], the approaches can also be applied to
sub-band signals which may show advantages for the following noise reduction
procedures, when those are applied in sub-bands such as the Kalman filter
described in [10].

In the fifth section the results of the notch filter and the compensation
approaches are compared before concluding this chapter in the sixth section.

3.2 Analysis of the Different Car Noise Components

When analyzing the spectral distribution of car noise, one mainly observes
very strong low frequency components followed by a sharp decrease and then
a flatter decrease towards higher frequency components. Concerning the time
dependence of typical car noises, one mainly observes slow variances. Both
analyses are shown in an example in Fig. 3.1.
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Fig. 3.1. Power spectral density of a typical car noise at the start and end of an
acceleration period (a) and the corresponding spectrogram (b). The acceleration
start at about 10 seconds and ends at about 30 seconds.
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For the given example, the noise of a car has been analyzed during an
acceleration period from 50 km/h to 110 km/h. Here, an average increase in
signal power of approximately 10 dB can be observed.

When one increases the spectral resolution as given in Fig. 3.2, prominent
spectral lines become obvious. These spectral lines change the characteristic
of the spectrum which, according to Fig. 3.1, was expected to have a rather
smooth characteristic.
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Fig. 3.2. Spectrogram of car noise when accelerating analyzed with a high frequency
resolution.

In literature [12], one can find out that the strongest components of car
cabin noise are due the engine, the tires and wind.

3.2.1 Wind Noise

Typical wind noise components, as depicted in Fig. 3.3, exhibit a rather
smooth spectrum. Optimized car cabin design avoids the occurrence of whist-
ling at certain frequencies. Additionally, the cwA value2 is optimized. The
combination of these provokes considerably reduced wind noise power inside
the car.

3.2.2 Tire Noise

The source of tire noises is the rolling of the tires on the street surface. In
detail the compression and following decompression of the tire, as well as
the compression of the air volume within the profile generate tire noise. The
acoustic tire noise components are propagated into the car cabin. Typically,
an increase in velocity results in a strong increase in noise level. However, the
noise level is also influenced by the types of tires and the street surface.

2 Usual standardized value to indicate the air resistance of a car.
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Fig. 3.3. Power spectral density of wind noise components recorded in a wind tunnel
at two different wind speeds.

This dependence on the surface is shown in Fig. 3.4. Here, the power spec-
tral density (PSD) (a) and the spectrogram (b) are depicted for two different
street surfaces but at the same velocity and with the same car. Remarkable
differences can be observed for frequency components below 1 kHz.
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Fig. 3.4. Power spectral density of a typical tire noise for two different street surfaces
(a) and the corresponding spectrogram (b). Here the different surfaces are separated
by the vertical line.

3.2.3 Engine Noise

Engine noise components, however, show a considerably higher character of
predictability. Analyzing engine noise, which is present in the car cabin, in de-
tail and with a high frequency resolution, one observes strong spectral compo-
nents at multiples of one half of the engine frequency. For four or six cylinder
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engines the spectral components at double and triple the engine speed are
especially strong, respectively, as shown in Fig. 3.5.
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Fig. 3.5. Power spectral densities of typical engine noises for a four cylinder engine
(a) and six cylinder engine (b).

These specific observations can be explained by the

• gas forces and
• mass forces or moments

present in an combustion engine.
Gas forces occur every fourth cycle when the gas air mixture explodes [1].

This is equivalent to a combustion at every second rotation of the engine
corresponding to a frequency which is one half the engine frequency. Unbal-
anced masses, especially in four cycle engines, provoke periodic forces and
moments [2]. They are the reason for the stronger spectral components every
second or third line for four and six cylinder engines, respectively. The most
important properties of engine noise are the specific harmonic noise compo-
nents at multiples of one half of the engine frequency. Additionally, based on
the engine frequency which is available on the CAN bus for nearly all modern
cars, the frequency location can be predicted.

Based on this prediction, selective noise reduction methods can be de-
veloped. These noise reduction methods will be the content of the following
sections: In Sec. 3.3, a method for a narrow band attenuation with comb filters
is described where the focus is to selectively remove the engine noise compo-
nents while distorting the desired signal as little as possible. In Sec. 3.4, a
compensation filter method is presented in combination with an optimal step-
size control which allows a removal of the periodic engine noise components
without attenuating or distorting the desired signal components.
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3.3 Engine Noise Removal Based on Notch Filters

The basic idea for this notch filter approach [8] is to attenuate the engine noise
components selectively in frequency by a narrow-band filter without notice-
ably disturbing the desired signal. The typical notch filter is characterized by
a pair of poles and nulls as described in Fig. 3.6(a). The frequency response
is given by [7]

HN(z) =
(1 + rp)2

4
1 − 2 cos(Ω0) z−1 + z−2

1 − 2 rp cos(Ω0) z−1 + r2
p z−2

, (3.1)

and is depicted in Fig. 3.6(b).
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Fig. 3.6. Poles (◦) and nulls (∗) of notch filter HN(z) resulting in a notch at the
normalized frequency Ω0(n) = 0.2 π with pole radius rp = 0.9 (a). The right graph
(b) shows the frequency response where the 3 dB notch width is depicted.

This filter attenuates signal components at the frequency

f0(n) =
Ω0(n)

2π
fs , (3.2)

where fs is the sampling frequency of the signal and

Ω0(n) = n0 ΩM(n) (3.3)

is a multiple of one half of the normalized engine frequency, rpm(n):

ΩM(n) =
2π

fs

rpm(n)
2

. (3.4)

The pole radius rp determines the 3 dB cut-off frequency of the filter, and as
such, the selectivity of the filter. The closer rp is to 1, i.e. the closer the pole
is to unity circle, the more selective the filter and the smaller the filter width.
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The cut-off frequency ∆Ω3 dB can be denoted as

cos
(

∆Ω3 dB

2

)
=

2rp

1 + r2
p

, (3.5)

and the value rp can be determined dependent on the 3 dB notch width
according to the following equation:

rp =
1

cos
(

∆Ω3 dB

2

) −
√√√√√ 1

cos2
(

∆Ω3 dB

2

) − 1. (3.6)

For the choice of the notch width, the best compromise based on the following
criteria has to be found:

• The notch width must be large enough to encompass the engine noise
components for optimum attenuation.

• The notch width should be as small as possible in order to cause the least
amount of disturbance to the desired signal.

Analyzing the results obtained with these kinds of notch filters, one observes
an effective noise reduction for comb filters with a notch width of approxi-
mately 1.9 Hz (see Fig. 3.7(c)). The distortion of the desired speech is low but
already noticeable. A slight signal distortion can be observed as well as some
howling. However, compared to the well-known signal distortions typically
provoked by Wiener filtering, the distortion is very moderate.

One problem associated with the type of notch filters, investigated thus
far, is that the steepness of the notch filter is limited due to the filter design.
Filters of first order with one pole and null at the notch frequency do not
allow the desired selectivity with respect to frequency.

In the following, we want to investigate the design of second order notch
filters and analyze possibilities to reduce the trade-off between the engine
noise attenuation and distortion of the desired signal.

The design of second order notch filters is based on a second order high
pass with two poles and two nulls. The focus here is to design notch filters
with steeper slopes but with certain cut-off widths to accomplish two goals:

• better suppression of the engine noise components and
• less distortion of the desired signal.

The prototype high-pass filter can be denoted follows:

HHP(z) =
c0 + c1 z−1 + c2 z−2

1 + d1 z−1 + d2 z−2
, (3.7)

where the filter values are
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(b) Filtered signal (width = 1.1 Hz)
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(c) Filtered signal (width = 1.9 Hz)

Fig. 3.7. Comparing the results of notch filters with a width of 1.1 Hz (bottom left)
and 1.9 Hz (bottom right) with the spectrogram of unfiltered engine noise (top). The
noise reduction is increased for the wider notch filter. However, speech distortions
can be observed applying the filter with 1.9 Hz width to speech signals.

c0 = 0.7917,

c1 = −1.5736,

c2 = 0.7917,

d1 = −1.5296,

d2 = 0.6273 (3.8)

and where the 3 dB cut-off frequency is the following:

cos
(
Ω3 dB,HP

)
= −4c0c1 − d1(1 + d2)

4(2c2
0 − d2)

+

√(
4c0c1 − d1(1 + d2)

)2
16(2c2

0 − d2)2
−

c2
1 − 1

2 (1 + d2
1 + d2

2 − 2d2)
4c2

0 − 2d2
.

(3.9)



Engine Noise Suppression for Hands-Free Car Phones 71

The frequency response as well as the location of poles and nulls are depicted
in Fig. 3.8.
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Fig. 3.8. Frequency response (a) and locations of poles and nulls (b) of the prototype
high-pass filter.

The poles zp, i and its nulls zn, i with i ∈ {1, 2} of the prototype high-pass
filter are located at

zn, 1 = ej φ1 and zn, 2 = e−j φ1 as well as
zp, 1 = rp ej φ2 and zp, 2 = rp e−j φ2 . (3.10)

A modified notch filter can be designed by squeezing the poles and nulls closer
together by a factor M , which determines the reduction of the filter width,
and by shifting them to the desired notch frequencies +Ω1 and −Ω1 in order
to obtain a real-value filter.

The 3 dB width of the resulting second order notch filter is given by

∆Ω3 dB = 2
Ω3 dB,HP

M
. (3.11)

The filter H+(Ω) corresponding to the frequency shift of +Ω1 has following
poles and nulls

z̃n, 1 = ej (φ1/M+Ω1) and z̃n, 2 = e−j (φ1/M+Ω1) as well as

z̃p, 1 = r1/M
p ej (φ2/M+Ω1) and z̃p, 2 = r1/M

p e−j (φ2/M+Ω1). (3.12)

The frequency response of the modified notch filter can be denoted as the
product of this filter H+(z) and the filter H−(z) which denotes the filter
corresponding to the shift to the frequency −Ω1:
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HN,mod(z) = H+(z)H−(z)
= |H+(z)|2

=
∣∣kN

∣∣2 ∣∣∣∣b0 + b1 z−1 ejΩ1 + b2 z−2 ej2Ω1

1 + a1 z−1 ejΩ1 + a2 z−2 ej2Ω1

∣∣∣∣2 , (3.13)

with

kN =
1 + r

2/M
p + 2r1/M

p cos
(

φ2
M

)
2 + 2 cos

(
φ1
M

) ,

b0 = 1,

b1 = −2 cos
(

φ1

M

)
,

b2 = 1,

a1 = −2 r1/M
p cos

(
φ2

M

)
,

a2 = r2/M
p . (3.14)

For M = 10, in Fig. 3.9 the frequency response of such a notch filters is
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Fig. 3.9. Frequency response (a) and locations of poles and nulls (b) of the modified
notch filter for M = 10 and a notch frequency of Ω = 0.2π.

depicted together with the distribution of zeros and nulls where the notch
frequency is Ω = 0.2π.

In order to suppress N1 engine harmonics at multiples of the engine fre-
quency ΩM the following filter has to be utilized:

HN,mult(z) =
∣∣kN

∣∣2N1
N1∏
i=1

∣∣∣∣b0 + b1 z−1 ej iΩM + b2 z−2 ej 2iΩM

1 + a1 z−1 ej iΩM + a2 z−2 ej 2iΩM

∣∣∣∣2 . (3.15)
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This type of second order notch filters have been tested with different notch
widths of 0.53 Hz and 1.06 Hz. The attenuation of the engine harmonics which
can be obtained with these choices is equivalent to first order notch filters with
widths of 1.1 or 1.9 Hz, respectively. Results for a second order notch filter
are depicted in Fig. 3.10.

Due to the reduced filter width, speech distortion can be reduced. For the
filter width of 0.53 Hz, no distortion can be observed. Nevertheless, not all
engine noise components can be completely cancelled.
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(b) Width = 1.06 Hz

Fig. 3.10. Spectrograms for the modified notch filters with a width of 0.53 Hz (a)
and 1.06 Hz (b).

An approach which achieves both goals, no signal distortion and a complete
cancelling of the engine harmonics, is still missing. This leads us to investigate
another approach which will be described in the following section. The basic
idea here is to model the harmonic components with adaptive filters and to
subtract them from the noisy signal. Supposing this approach works as desired,
it allows the cancellation of engine harmonics without distorting the desired
signal.

3.4 Compensation of Engine Harmonics with Adaptive
Filters

The compensation method is an alternative approach to cancel engine noise
harmonic components. Here, the harmonics are modelled in the time domain
with the correct phase and amplitude [11] at the known frequencies which are
multiples of one half of the engine frequency. These modelled components are
then subtracted from the noisy signal. This approach can be expressed by the
following equation:
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v(n) = x(n) −
N1(n)∑

i=−N1(n)

ĉi(n) ejφi(n) , (3.16)

where x(n) denotes the desired signal disturbed by car noise. Furthermore,
we have

ĉ0(n) = 0 . (3.17)

The number of modelled harmonics, N1(n), is chosen dependent on the engine
frequency such that the main contributing components can be cancelled. The
compensation method is demonstrated in Fig. 3.11.
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e−jφ1(n)

ejφ1(n)

ejφN1 (n)

Fig. 3.11. Scheme of the compensation approach.

The time dependent phases of the harmonics are determined dependent
on the time varying engine frequency ΩM(n):

φi(n) = φi(n − 1) + iΩM(n) . (3.18)

Utilizing the least mean square (LMS) algorithm [3–5] for adapting the coef-
ficients ĉi(n), the update equation can be expressed as follows:

ĉ(n + 1) = ĉ(n) − µ

2
∇ĉ(n)

∣∣v(n)
∣∣2 , (3.19)

where ĉ(n) denotes the vector of filter coefficients

ĉ(n) =
[
ĉ−N1(n), . . . , ĉN1(n)

]T
. (3.20)
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The m-th component of the gradient can be expressed as:

∇ĉm(n)

∣∣v(n)
∣∣2 =

∂
∣∣v(n)

∣∣2
∂Re

{
ĉm(n)

} + j
∂
∣∣v(n)

∣∣2
∂Im

{
ĉm(n)

} , (3.21)

where Re{. . .} and Im{. . .} denote the real and imaginary component of a
complex value. Calculating this gradient based on∣∣v(n)

∣∣2 =
[
x(n) −

∑
i

ĉi(n) ejφi(n)
] [

x(n) −
∑

i

ĉ∗i (n) e−jφi(n)
]
, (3.22)

one obtains

∇ĉm(n)

∣∣v(n)
∣∣2 = −ejφm(n) v∗(n) − e−jφm(n) v(n)

+j
[
− j ejφm(n) v∗(n) + j e−jφm(n) v(n)

]
= −2 e−jφm(n) v(n) , (3.23)

what finally results in the following adaptation rule:

ĉi(n + 1) = ĉi(n) + µ v(n) e−jφi(n) . (3.24)

Filter and adaptation equations then can be expressed as follows:

v(n) = x(n) − eH(n) ĉ(n), (3.25)
ĉ(n + 1) = ĉ(n) + µ v(n)e(n), (3.26)

where the complex exponential functions are denoted with the vector

e(n) =
[
e−jφ−N1 (n), . . . , e−jφN1 (n)

]T
. (3.27)

An appropriate initialization of the phases φi(0), e.g. as

φi(0) = 0 , (3.28)

results in symmetric phases and filter coefficients

φi(n) = −φ−i(n) , (3.29)
ĉi(n) = ĉ∗−i(n) (3.30)

if the input signal x(n) is assumed to be real. Then also the output signal
v(n) stays a real-value signal.

3.4.1 Step-Size Control

Step-size control is an essential issue for the substantial reduction of engine
noise harmonics. Since all other signal components besides the harmonics are
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disturbing the adaptation, a powerful step-size control has to be developed in
order to allow a fast, but reliable, adaptation towards the correct filter values.
Before deriving the optimum step-size, first, the relation of the step-size and
the adaptation of the filter coefficients is examined.

Considering the adaptation of only one single spectral component and
combining the filter equation (Eq. 3.24) and adaptation equation (Eq. 3.25),
one obtains the following:

ĉi(n + 1) = (1 − µ) ĉi(n) + µ x(n) e−jφi(n) . (3.31)

This is equivalent to a low-pass filter of the frequency shifted signal x̃(n) =
x(n) e−j φi(n). The corresponding frequency response can be denoted as

H(ejΩ , µ) =
Ĉi(ejΩ)

X̃(ejΩ)
=

µe−jΩ

1 − (1 − µ) e−jΩ
, (3.32)

which has the following 3 dB cut-off frequency:

cos
(
Ω3 dB(µ)

)
= 1 − µ2

2(1 − µ)
. (3.33)

For µ � 1 also Ω3 dB(µ) � 1 the following approximation

cos
(
Ω3 dB(µ)

)
≈ 1 − Ω3 dB(µ)2

2
(3.34)

is valid and the 3 dB cut-off frequency can be approximated by (see [13]):

Ω3 dB(µ) =

√
µ2

1 − µ
≈ µ. (3.35)

Thus, the adaptation equation is equivalent to an IIR low-pass filter for the
input signal which has been shifted by the frequency for which the engine
noise component has to be cancelled.

The step-size µ determines the width of the IIR filter. The larger the step-
size is, the faster the filter can adapt. However, signals other than the engine
noise component are disturbing for the adaptation. The lower the step-size
is, the less the other signals disturb the adaptation. These other signals are
other noise components as well as speech components. In the presence of these
components, the step-size has to be lowered in order not to provoke a distortion
of the adaptation and, consequently, to avoid a distortion of the filtered output
signal. Since these disturbing components are different for the specific engine
noise harmonics, a different step-size for each harmonic is necessary.

For the now different and time-dependent step-sizes µi(n) summarized
within the matrix
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µ(n) = diag
{[

µ−N1(n), . . . , µN1(n)
]T}

=

⎡⎢⎢⎢⎣
µ−N1(n) 0 · · · 0

0 µ−N1+1(n) · · · 0
...

...
. . .

...
0 0 · · · µN1(n)

⎤⎥⎥⎥⎦ , (3.36)

the adaptation equation is the following:

ĉ(n + 1) = ĉ(n) + µ(n) v(n)e(n) . (3.37)

Denoting the true weighting of the engine harmonics as ci, supposing that
they are time-independent, and putting them together within the vector c,
the vector containing the weighting error can be denoted as

w(n) = c − ĉ(n) , (3.38)

with the following recursion:

w(n + 1) = w(n) − µ(n) v(n)e(n). (3.39)

Deriving the expectation value of the norm of the error vector

E
{
wH(n + 1)w(n + 1)

}
= E

{
wH(n)w(n) − wH(n)µ(n) v(n)e(n)

−v∗(n)eH(n)µ(n)w(n) +
∣∣v(n)

∣∣2 eH(n)µ2(n)e(n)
}

= E
{

wH(n)w(n) − 2Re
{
v∗(n)eH(n)µ(n)w(n)

}
+
∣∣v(n)

∣∣2 eH(n)µ2(n)e(n)
}

(3.40)

with respect to each component of the step-size vector,

∂

∂µi
E
{
wH(n + 1)w(n + 1)

} != 0 , (3.41)

one obtains the following equation for the optimal step-size:

µi,opt(n) =
E
{

Re
{
v∗(n) e∗i (n)wi(n)

}}
E
{

v2(n)
∣∣ei(n)

∣∣2} . (3.42)

With ei(n) = e−jφi(n) this expression may be noted as follows:

µi,opt(n) =
E
{

Re
{
v∗(n) ejφi(n) wi(n)

}}
E
{
v2(n)

} . (3.43)
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In order to simplify this equation, we assume that the error signal v(n) is
composed of three components:

v(n) = ui(n) +
[
wi(n) + pi(n)

]
ejφi(n), (3.44)

where

• ui(n) denotes all components separate from the i-th engine harmonic,
• wi(n) denotes the unknown error of the estimated amplitude of the i-th

engine harmonic, and
• pi(n) denotes the desired signal (speech) component at the i-th engine

harmonic.

With these signals the numerator of the optimal step-size can be denoted as
follows:

E
{

Re
{
v∗(n) ejφi(n) wi(n)

}}
= E

{
Re
{[

u∗
i (n) + [w∗

i (n) + p∗i (n)] e−jφi(n)
]
ejφi(n) wi(n)

}}
= E

{
Re
{

u∗
i (n) ejφi(n) wi(n)

}}
︸ ︷︷ ︸

=0

+E
{

Re
{[

w∗
i (n) + p∗i (n)

]
wi(n)

}}

= E
{∣∣wi(n)

∣∣2}. (3.45)

Two components are zero due to the orthogonality of wi(n) with pi(n) and
with ui(n).

The optimal step-size can then be denoted as

µi,opt(n) =
E
{∣∣wi(n)

∣∣2}
E
{∣∣v(n)

∣∣2} (3.46)

which is the quotient of the residual error power E{|wi(n)|2} and the overall
signal power at the filter output E{|v(n)|2} comparable to the optimum step-
size for echo cancellation applications [6].

3.4.2 Calculating the Optimal Step-Size

According to Eq. 3.46, the power of the residual engine noise component
(numerator) and the overall power of the signal after the compensation filter
(denominator) have to be calculated or estimated.

The calculation of the denominator E{|v(n)|2} can be easily achieved since
the signal v(n) is available. The power can be estimated simply by a recursive
averaging:
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∣∣2 = α

∣∣v(n − 1)
∣∣2 + (1 − α)

∣∣v(n)
∣∣2 , (3.47)

E
{∣∣v(n)

∣∣2} ≈
∣∣v(n)

∣∣2 . (3.48)

The calculation of the numerator E{|wi(n)|2} is more complex since the signal
wi(n) is not available, and the estimation has to be based only on the available
signal v(n). The other car noise components and the speech signals interfere
with the desired estimation. Therefore, for a reliable estimation two targets
have to be fulfilled:

• Signal components ui(n) separate from the engine noise harmonics have
to be removed.

• Speech components overlapping the engine noise harmonics pi(n) should
not be considered for the estimation.

The first task can be obtained by a frequency transposition of the signal with
regard to the respective frequency of the engine noise harmonic

ṽi(n) = v(n) e−jφi(n) (3.49)

followed by a low-pass filtering in order to obtain estimates for the sum of
speech and engine noise components at the frequency of interest:

ṽ
(LP)
i (n) = hLP(n) ∗ ṽi(n) ≈ wi(n) + pi(n). (3.50)

For the low-pass filter, an IIR filter of fifth order is chosen with a 3 dB cut-
off frequency at approximately 10 Hz and a stop-band attenuation of about
60 dB. The high frequency selectivity is necessary to select single engine noise
harmonics for engine frequencies above 1200 rpm (equivalent to 10 Hz). Be-
ginning at approximately 2000 rpm, it is apparent by engine noise components
that the filter selectivity is sufficient.

The second task is to separate engine noise and speech components at the
engine’s harmonic frequencies. This has to be performed in order to avoid a
misadaptation of the filter coefficients in the presence of speech, cancellation
of speech components, and speech distortion.

Having investigated several different possibilities, a conditional recursive
averaging has been chosen. The motivation for this conditional estimation
can be based on Fig. 3.14 (a). Analyzing this spectrogram of speech which is
disturbed by car noise with strong engine noise components, one observes that
speech components are only present in limited spectral sections and only for
short time periods. Therefore, not all engine noise harmonics are superimposed
by speech components, and the adaptation has to be stopped during speech
activity only for those components. A stop of the estimation during speech
activity for all harmonics is not appropriate as this prevents tracking the
engine noise harmonics during speech activity. This alternative approach with
voice activity detection (VAD) will be analyzed and compared to the results
obtained with the preferred method.
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The following estimation procedure provides the time and frequency se-
lective adaptation. This procedure does what is intuitively possible for the
human observer. It differentiates short time, powerful spectral speech compo-
nents and engine noise harmonics. Latter have to be considered during the
averaging procedure in order to obtain an estimation for E{|wi(n)|2}.

The formal description of the estimator is the following:

∣∣ṽ(LP)
i (n)

∣∣2 =

⎧⎨⎩α
∣∣ṽ(LP)

i (n − 1)
∣∣2 + (1 − α)

∣∣ṽ(LP)
i (n)

∣∣2 : cond. true,∣∣ṽ(LP)
i (n − 1)

∣∣2 : else,
(3.51)

where the condition (cond. true) is the following∣∣ṽ(LP)
i (n)

∣∣2 < β
∣∣ṽ(LP)

i (n − 1)
∣∣2 . (3.52)

Thus, the recursive averaging is stopped when the current input signal power
at the frequency of the i-th harmonic exceeds its mean estimated power by
the factor of β. This is equivalent to a nearly instantaneous increase of the
power. This generally only occurs when speech components are present. The
power of engine noise harmonics vary more slowly. A choice of β ∈ [2, 2.5]
showed the best results for several test signals.

The required estimate can thus be obtained by

E
{∣∣wi(n)

∣∣2} ≈
∣∣ṽ(LP)

i (n)
∣∣2 . (3.53)

The estimation method for the optimal step size is summarized in Fig. 3.12.
In addition to the mentioned procedures, two further measures allow

longer-term stable estimation and adaptation results.

1. In the case that the CAN bus provides the engine moment, the compensa-
tion of the engine harmonics is only activated when the moment exceeds
15 Nm. Otherwise tire noise is especially dominant and the risk of mis-
adaptation and target signal distortion is higher than a possible slight
gain in noise reduction.

2. After a gear change or a reactivation of the cancellation (see item 1.),
the condition according Eq. 3.51 is not checked for a short time period in
order to allow an adaptation to the new condition. Adhering to the known
condition could prevent the estimator from adapting to the true values.
The reason is that the conditional estimation only allows for a slight value
change which is too small in such completely changed conditions.

3.4.3 Results of the Compensation Approach

The performance of the compensation approach is analyzed for engine noise
only as well as for engine noise superimposed by speech signals. In contrast
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Fig. 3.12. Overview of the step-size calculation of the cancellation of engine noise
harmonics with adaptive compensation filters. The switches are turned whenever
the condition according to Eqn. 3.51 is not true, which means that the adaptation
is stopped.

to the filter approach from Sec. 3.3, here, it is necessary to investigate the
behavior of this approach also for the case of speech presence. The reason is
that speech signals are a significant disturbance for the adaptation.

The spectrograms depicted in Fig. 3.13 are the results for the noise only
case. The desired results are obtained since the engine noise components are
sufficiently removed. Only slight shadows remain.
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Fig. 3.13. Spectrograms of car noise before (a) and after (b) removal of the engine
noise components.
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The results for the second case of investigation, where the car noise is
superimposed by speech, are depicted in Fig. 3.14. These results are very
satisfying since a considerable reduction of engine noise components – also in
the presence of speech components – has been obtained.
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Fig. 3.14. Spectrograms of car noise superimposed with speech before (a) and
after (b) removal of the engine noise components. Especially for the highlighted
component (left) several speech components are present which do not disturb the
adaptation.

The estimation of the residual power of the engine noise components
E{|wi(n)|2} according to Eq. 3.51 shows the desired results. The engine noise
components are well reduced without distorting the speech components. The
fact that speech components are not disturbed has also been subjectively
evaluated by informal listening tests.

In order to analyze the results in more detail, the estimated values for
E{|wi(n)|2} and the step-size are also compared to the values obtained with-
out speech presence. In the case where the car noise signal only is available,
the conditional recursive smoothing according to Eq. 3.51 can be performed
continuously since no speech components are disturbing the adaptation. The
values obtained with this procedure are used as reference in the following.

The results are also compared to the alternative with a VAD. This means
that the estimation in Eq. 3.51 is stopped when voice activity is detected.
Thus, a VAD is used instead of the proposed power based condition.

One specific engine noise component has been chosen for this comparison.
This component is highlighted in Fig. 3.14 (a). The adaptation control is
specifically challenging for this component since during speech activity the
power of this engine noise harmonic varies severely.

Considering first the estimation of the residual power E{|wi(n)|2}, accord-
ing to Fig. 3.15, above, one observes that the conditional smoothing generally
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follows the true values rather well. Sometimes an overestimation occurs which
is rather a consequence of the different adaptation performance in the presence
of speech than a wrong consideration of speech components for the estimate.
The VAD alternative, however, leads to severe false estimates which can be
observed around 4 sec. Here a following of the changes is not possible.
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Fig. 3.15. Estimates for the residual power of the engine noise components
E{|wi(n)|2} (a), the step-size µi(n) (b), and the power of the engine noise weighting
ĉi(n) (c). Here, a reference value obtained for car noise only is compared to the
proposed step-size control and to an alternative control where a VAD is utilized
instead of the conditional recursive estimation in Eqn. 3.51. This is done for the
engine noise component which is highlighted in Fig. 3.14.

Analyzing the step-size µi(n) according to Fig. 3.15, below left, and
comparing it with the reference, one observes that sometimes the estimated
step-size is considerably below the reference. The reason, here, is speech com-
ponents not present in the reference case. This means that with speech present
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the reduced step-size is appropriate in order to avoid misadaptation. In com-
parison, the step-size obtained with the VAD alternative is too small.

The consequences of the step-size control can be observed in Fig. 3.15,
below right. Here the true and estimated power of one spectral component are
depicted. Analyzing the reference value, one can observe that it shows strong
power variations of more than 20 dB which is challenging for the adaptation
and the step-size control. The tracking in the presence of speech is sufficiently
accomplished with the proposed step-size control, whereas the VAD control
exhibits a delayed estimation.

Summarizing, in comparison to the reference values as well as in com-
parison to the alternative VAD-based control, the proposed step-size control
shows the desired properties.

3.5 Evaluation and Comparison of the Results Obtained
by the Notch Filter and the Compensation Approach

To compare the performance of the two different notch filter types according
to Sec. 3.3 and the compensation filter method of the previous section, the
time frame at 9 sec of the investigated signal (see Fig. 3.14) has been chosen.
In Fig. 3.16 the power spectral density of this time frame is depicted for the
reference signal and the different methods for cancelling the engine harmonics.
The frequency range between 250 Hz and 550 Hz which contains the strongest
engine components has been chosen.
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Fig. 3.16. Comparison of the performance of the different methods for attenuating
engine noise harmonics for the known signal frame (see Fig. 3.14) at 9 sec. Here the
results are depicted for the approaches highlighted in Tab. 3.1 which provoke no or
slight speech distortion, only.
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For the two notch filter approaches, the filter variants with the narrowest
notch, provoking only slight speech distortion, (see bold lines in Tab. 3.1) have
been chosen.

Table 3.1. Mean attenuation of car noise with a Diesel engine for the frequency
range between 200 Hz and 600 Hz. The highlighted figures show methods which
provoke hardly noticeable speech distortion.

Approach
Mean
attenuation

Notch filter 0.6 Hz 2.1 dB
Notch filter 1.1 Hz 2.5 dB
Notch filter 1.9 Hz 3.0 dB

Mod. notch filter 0.53 Hz 2.5 dB
Mod. notch filter 1.06 Hz 3.1 dB

Compensation approach 2.9 dB

The reduction of up to 10 dB for the harmonics can be easily observed.
In Tab. 3.1 the mean noise reduction for the frequency range between 200 Hz
and 600 Hz is given for the complete signal frame registered when accelerating
a car with Diesel engine (Fig. 3.14).

One can observe that for the notch filters which provoke only slight signal
distortion, the reduction of the engine harmonics is less than that of the com-
pensation filter approach where nearly no signal distortion has been observed.
The wider notch filters (1.9 Hz for the normal notch filter and 1.06 Hz for the
modified notch filter) offer nearly the same attenuation as the compensation
approach, but the speech distortion for these filter widths is noticeable.

3.6 Conclusions and Summary

3.6.1 Conclusion

Both the notch filter and the modified notch filter offer the possibility to guar-
antee a certain attenuation of the engine noise harmonics. However, the ap-
proach presents the risk distorting speech components when filters are chosen
that are not very selective in frequency. When the requirement of frequency
selectivity is fulfilled, nearly no speech distortion can be observed. However,
then the engine noise harmonics usually cannot completely be removed. Here,
within the two notch filter versions, the modified notch filter shows the ad-
vantage of allowing a better compromise between the obtainable attenuation
and the resulting speech distortion.
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The compensation filter approach offers the advantage to show no speech
distortion when the optimum step-size of the adaptation has been chosen.
However, the adaptive filtering requires approximately doubling the compu-
tational effort compared to the notch filter approach, especially due to the
sophisticated step-size control.

Thus, both approaches exhibit their specific advantages and disadvantages
and are worth considering for the described application. For the cancellation of
Diesel engine noise harmonics, the compensation filter is advantageous since,
here, due to strong gas forces, many harmonics are generated in frequency
ranges where speech signals exhibit remarkable components which should not
be disturbed. Gasoline engines, however, generate fewer and less powerful
harmonics. Distortions of speech in the frequency range where the gasoline
engine harmonics are most powerful are normally not perceived as disturbing
for the human ear.

3.6.2 Summary

In this chapter a specific pre-filter approach for hands-free car phones has
been motivated and described. First, it has been shown that car noise contains
strong engine noise components which exhibit a typical harmonics structure
in frequency. Exactly at multiples of one half of the engine frequency, re-
markable components can be observed. Since these components are usually
very powerful, especially for Diesel engines, and are more fluctuating than the
other car noise components, their cancellation offers a considerable challenge
for traditional noise reduction approaches.

A reduction with a pre-filter, which shows no speech distortion in com-
bination with the classic noise reduction approaches, can show better results
with respect to the noise reduction and speech quality than the application
of the classic noise reduction approaches alone.

For the design of such a pre-filter, two different approaches have been
described and their results have been analyzed.

The first is a notch filter approach which directly applies a frequency
selective attenuation at the frequencies where the engine noise components
are present. The modification with notch filters of second order allows for a
more specific attenuation which exhibits a more selective attenuation with
less speech distortion.

The second is a compensation filter approach which models the harmonic
components in order to subtract them from the noisy signal. With an opti-
mal step-size control for the adaptation of the correct filter coefficients, it is
possible to almost completely reduce the engine noise without disturbing the
desired speech signal.

Both approaches have been analyzed in detail and compared and applica-
tion scenarios for both have been shown.
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Model-Based Speech Enhancement

Mohamed Krini and Gerhard Schmidt

Harman/Becker Automotive Systems, Ulm, Germany

In this chapter partial spectral reconstruction methods for improving noisy
speech signals are described. The reconstruction process is performed on the
basis of speech models for the short-term spectral envelope and for the so-
called excitation signal: the signal that would be recorded directly behind the
vocal cords.

Conventional noise suppression methods achieve at low signal-to-noise ra-
tios (SNRs) only a low output quality and, thus, are improvable in these sit-
uations. The idea of model-based speech enhancement is first to detect those
time-frequency areas that seem to be appropriate for reconstruction. In order
to achieve a successful reconstruction it is necessary that at least a few time-
frequency areas have a sufficiently high SNR. These signal parts are then used
to reconstruct those parts with lower SNR. For reconstruction several speech
signal properties such as pitch frequency or the degree of voicing need to be
estimated in a reliable manner.

With the reconstruction approach it is possible to generate noise-free sig-
nals. But in most cases the resulting signals sound a bit robotic (comparable
to low bit rate speech coders). For that reason the reconstructed signal is
adaptively combined with a conventionally noise suppressed signal. In those
time-frequency parts that exhibit a sufficiently high SNR the output signal of
a conventional noise reduction is utilized – in the other parts the reconstructed
signal is used.

4.1 Introduction

If a hands-free telephone or a speech-dialog system is used in a car, the speech
signals that are recorded by a microphone are superposed with background
noise consisting, e.g., of engine, wind, and tyre noise. The amount of noise that
is recorded by the microphone depends on the type of the car, on the speed of
the car, and also on further boundary conditions such as if one of the windows
is open or not. While during stand-still or at slow speed usually a very good
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SNR – sometimes even better than in an office – is achieved, a very poor
SNR is obtained at medium and high speed. In Fig. 4.1 two time-frequency
analyses are depicted. The upper one shows an analysis of a microphone signal
that was recorded in a sports car at a speed of 120 km/h. While the typical
speech patterns (pitch contour lines) are clearly visible above about 500 Hz,
any speech pattern is visible (and audible) below 500 Hz. The lower diagram of
Fig. 4.1 shows a time-frequency analysis of the output signal of a conventional
noise suppression scheme as it will be described in one of the next sections.
Even if the background noise can be reduced considerably it is not possible
to recover the highly degraded speech components at low frequencies.
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Fig. 4.1. Time-frequency analysis of a microphone signal (top) recorded in a car
at a speed of about 120 km/h. The lower diagram shows the same analysis but now
applied to the output signal of a conventional noise suppression scheme. Several
pitch lines are covered entirely by background noise. These components can not be
recovered by conventional noise suppression schemes.

To overcome the drawbacks of conventional noise suppression schemes par-
tial speech reconstruction can be applied. Here the noisy speech components
are analyzed and compared with a priori trained speech models. That part of
the model that matched best with the parameters extracted out of the current
frame determines those speech components that can not be measured due to



Model-Based Speech Enhancement 91

too much noise. Because of the importance of the underlying speech models
we have denoted this kind of speech enhancement as model-based approacha.

Model-based speech enhancement can be applied in several manners. Some
approaches modify only the spectral estimate of the undisturbed speech com-
ponents that are used within conventional noise suppression schemes to de-
termine the attenuation factors. Others really try to reconstruct parts of the
speech signal. We will describe both approaches but with emphasis on the lat-
ter. Before doing so we start with a brief introduction on conventional noise
suppression characteristics in the next section. Afterwards speech reconstruc-
tion approaches are described in detail and finally it is shown how conventional
noise suppression and speech reconstruction can be combined adaptively in
order to achieve best results.

4.2 Conventional Speech Enhancement Schemes

To improve the speech quality in hands-free systems or the recognition rate in
speech-dialog systems noise suppression is applied to the microphone signal as
a preprocessing stage (see Fig. 4.2). Algorithms such as the adaptive Wiener
filter [7], spectral subtraction [24], or decision directed approaches [3, 4] are
often utilized. Common to all of these approaches is that the disturbed signal
components are filtered with an SNR-based filter characteristic.
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attenuation factors

y(n) Y
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)
Ŝs

(
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)

ŝs(n)

Fig. 4.2. Basic structure of a noise suppression algorithm applied to the microphone
signal as a preprocessing stage for hands-free systems or speech dialog systems.

The filter characteristics are often applied in a subband or spectral domain
as (time variant) attenuation factors or frequency responses, respectively. For
this reason an analysis and a synthesis filterbank are depicted in Fig. 4.2. The
term filterbank could mean simple DFT or DCT transformations, but also
more complex types of filterbanks such as polyphase, wavelet, or gammatone
decompositions [23].

Within this chapter the noisy microphone signal is denoted by y(n). It
consists of speech components s(n) and background noise b(n) according to:

y(n) = s(n) + b(n) . (4.1)
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By applying an analysis filterbank we obtain subband signals or short-term
spectra which we denote with Y (ejΩµ, n). The quantities Ωµ with

µ ∈
{

0, 1, . . . , M − 1
}

(4.2)

describe the discrete frequency supporting points that are computed with the
analysis filterbank. The subband signals are determined every r samples. In
all examples in this chapter we have used the following values for the number
of subbands M and for the frameshift r:

M = 256 , (4.3)
r = 64 . (4.4)

In case of a filterbank with a uniform frequency resolution – as used in all
examples presented in this chapter – we obtain for the frequency supporting
points

Ωµ = µ
2π

M
. (4.5)

Each frame is windowed with a Hann window hk [18] of length Nana = M =
256. This means that succeeding frames are overlapping by 75 percent. In
most conventional noise suppression schemes the resulting subband signals

Y
(
ejΩµ, n

)
=

M−1∑
k=0

y(n − k)hk e−jΩµk (4.6)

are multiplied with attenuation factors G(ejΩµ, n) in order to obtain a noise
reduced output spectrum:

Ŝs

(
ejΩµ, n

)
= Y

(
ejΩµ, n

)
G
(
ejΩµ, n

)
. (4.7)

The resulting subband signals1 Ŝs(ejΩµ, n) are estimations for the undistorted
input speech components S(ejΩµ, n). By using a synthesis filterbank the de-
noised subband signals are combined in order to obtain the time domain
output signal ŝs(n) (see Fig. 4.2).

If, for example, the subband coefficients G(ejΩµ, n) are computed according
to a modified Wiener rule [9], we obtain:

G
(
ejΩµ, n

)
= max

{
Gmin

(
ejΩµ, n

)
, 1 − β

(
ejΩµ, n

) Ŝbb(Ωµ, n)

Ŝyy(Ωµ, n)

}
. (4.8)

1 We have used here (and will use in the following) the hat symbol to indicate
estimated quantities. Furthermore, the subscript “s” is meant to show that the
quantity results from a noise suppression scheme. For the speech reconstruction
part – that is addressed in the following sections – we utilize the subscript “r”.
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The quantities Ŝbb(Ωµ, n) and Ŝyy(Ωµ, n) denote the estimated short-term
power spectral densities of the background noise and of the noisy input signal,
respectively. The first named quantity can be estimated, e.g., using recursive
smoothing of the current squared input spectrum. The smoothing is performed
only in speech pauses, during speech activity the smoothing – and thus the
estimation – is stopped. Details about such methods can be found, e.g., in [7]
as well as in the references cited there. Another method would be the tracking
of the minimum short-term power in each subband. This method – called
minimum statistics – does not require any speech activity detection. Details
can be found in [15–17].

For estimating the power spectral density of the noisy input signal often
the squared magnitude of the current input spectrum is used:

Ŝyy(Ωµ, n) =
∣∣∣Y (ejΩµ, n

) ∣∣∣2 . (4.9)

The quantities β(ejΩµ, n) and Gmin(ejΩµ, n) in Eq. 4.8 are denoting the over-
estimation parameter of the background noise and the maximum attenuation,
respectively. In basic systems these quantities are both time and frequency
independent. Enhanced systems adjust these parameters adaptively and inde-
pendently for each subband. In [12], e.g., a proposal for a time and frequency
selective choice for the overestimation factor β(ejΩµ, n) can be found. In [20]
an algorithm for adaptive adjustment of the attenuation limits Gmin(ejΩµ, n)
is described.

Besides the filter characteristic that is described in Eq. 4.8 a broad vari-
ety of other approaches exists (see e.g. [3, 4, 14]). Common to most of these
approaches is the basic processing structure (short-term spectral attenuation
of the noisy input) that is shown in Fig. 4.2. With such an approach the
signal-to-noise ratio and thus also the speech quality and the recognition rate
of speech-dialog systems can be improved. However, this is only true for input
signals with at least 5 to 10 dB SNR. If the input signal contains very strong
distortions – as it appears often at low frequencies in automotive applications
– most conventional noise suppression schemes apply the maximum allowed
attenuation.

4.3 Speech Enhancement Schemes Based
on Nonlinearities

At high noise conditions the harmonics of a speech signal are sometimes dis-
torted to such an extend that common short-term suppression techniques are
unable to work properly. One possibility which might help to regenerate miss-
ing or degraded harmonics is to use a nonlinearity. In the following method
the output signal of a conventional noise suppression is used to generate an
artificial harmonic signal by utilizing a nonlinear function. Afterwards, the
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harmonically extended signal is then used to determine new attenuation fac-
tors. Finally, the noisy input short-term spectrum is weighted by the modified
suppression factors in order to obtain an enhanced output spectrum with re-
generated missing pitch structure.

Fig. 4.3 shows an overview of a speech enhancement method which is
based on a nonlinearity. As presented in the previous section, first an analysis

Analysis
filterbank

Synthesis
filterbank

Delay

Noise
suppression

Analysis
filterbank

Synthesis
filterbank

Nonlinearity

Noise
suppression

Noise
estimation

y(n)
Y
(
ejΩµ, n

)

Yd

(
ejΩµ, n
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Fig. 4.3. Overview of a speech enhancement method based on nonlinearity.

filterbank is applied to the noisy input signal y(n). Afterwards the power
spectral density (PSD) of the background noise Ŝbb(Ωµ, n) as well as the PSD
of the input signal Ŝyy(Ωµ, n) are estimated in order to compute attenuation
factors G(ejΩµ, n) utilizing an arbitrary noise suppression characteristic. The
noisy input subband signals Y (ejΩµ, n) are weighted by the attenuation factors
G(ejΩµ, n) to get a noise reduced short-term spectrum Ŝs(ejΩµ, n).

At low SNR situations, however, some harmonics of the input signal are
considered as noise only components – as a consequence the maximum at-
tenuation of the filter characteristic is applied. The resulting output signal
ŝs(n) – after applying a synthesis filterbank to Ŝs(ejΩµ, n) – often suffers from
distortions due to the missing harmonics. A possible way to restore signal
harmonics, as mentioned before, is to apply a nonlinear function fNL(·) to the
noise reduced signal ŝs(n):

ŝh(n) = fNL

(
ŝs(n)

)
, (4.10)
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whereas ŝh(n) corresponds to an artificially restored harmonic signal. It is well
known that applying a nonlinear characteristic to a harmonic signal produces
sub- and superharmonics.

A broad variety of different nonlinear functions, such as a quadratic char-
acteristic or a half-way rectification, can be applied. Focusing on the latter
one, the harmonic signal from Eq. 4.10 can be rewritten according to:

ŝh(n) = ŝs(n) v
(
ŝs(n)

)
, (4.11)

whereas v
(
ŝs(n)

)
is defined by:

v
(
ŝs(n)

)
=

{
1 , if ŝs(n) > 0 ,

0 , else .
(4.12)

Since a short voiced speech signal block can approximately be considered as
a periodic signal with a constant pitch period τ̂p(n), the half-way rectifica-
tion v (ŝs(n)) can be interpreted as a harmonic comb filter. For details the
interested reader is referred to [19].

The artificial signal ŝh(n) can be exploited to compute new attenuation
factors Gh

(
ejΩµ, n

)
which will be able to preserve the harmonics of the speech

signal. In order to compute the attenuation factors first an analysis filterbank
is applied to ŝh(n). Note that due to the additional synthesis and analy-
sis filterbanks a delay is inserted in the signal path. The resulting spectrum
Ŝh(ejΩµ, n), however, consists of harmonics at the desired frequencies, but with
biased amplitudes due to the used nonlinearity. For this reason the harmonic
spectrum Ŝh(ejΩµ, n) has to be combined with the delayed version of the noise
reduced subband signals Ŝs,d(ejΩµ, n) according to:2

Ŝsmsm(Ωµ, n) = λm

∣∣Ŝs,d

(
ejΩµ, n

) ∣∣2 +
(
1 − λm

) ∣∣Ŝh

(
ejΩµ, n

) ∣∣2 , (4.13)

whereas λm is the mixing factor within a range of:

0 < λm < 1 . (4.14)

Using, e.g., the modified Wiener rule from Eq. 4.8 the subband coefficients
can be determined according to:

Gh

(
ejΩµ, n

)
= (4.15)

max

{
Gmin

(
ejΩµ, n

)
,

Ŝsmsm(Ωµ, n) +
(
1 − β

(
ejΩµ, n

))
Ŝbb(Ωµ, n)

Ŝydyd(Ωµ, n)

}
,

whereas the short-term power spectral density Sss(ejΩµ, n) of the clean speech
is replaced by Ŝsmsm(Ωµ, n). The estimate Ŝydyd(Ωµ, n) denotes the delayed
power spectral density.
2 A delayed version of the noise reduced spectrum is used due to the additional

synthesis and analysis filterbank.
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After computing the new attenuation factors the enhanced speech spec-
trum is finally determined as follows:

Ŝ
(
ejΩµ, n

)
= Gh

(
ejΩµ, n

)
Yd

(
ejΩµ, n

)
, (4.16)

whereas Yd

(
ejΩµ, n

)
corresponds to a delayed version of the noisy input spec-

trum.
It should be noted that for practical implementation the time-domain non-

linearity should be approximated by appropriate processing in the subband
domain in order to avoid the additional delay in the signal path and to re-
duce the computational complexity. The corresponding speech enhancement
structure based on nonlinear subband processing is depicted in Fig. 4.4.
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Fig. 4.4. Overview of a speech enhancement method based on nonlinear subband
processing.

A time-frequency analysis of a noisy speech signal as well as the cor-
responding analysis of the outcome using a conventional noise suppression
without and with nonlinearity are depicted in Fig. 4.5. For the simulation the
modified Wiener rule and the half-way rectification were applied. The mixing
parameter λm used in Eq. 4.14 was set to λm = 0.2. Furthermore, a non-
frequency selective maximal attenuation of Gmin = 0.05 was utilized to make
the analysis in Fig. 4.5 clearer. As it can be seen, by employing a nonlinearity
some of the missing harmonics can be regenerated.

However, replacing the noisy output signal with the generated artificial
signal sh(n) will in the majority of cases sound raspy and unnatural. For that
reason the artificial signal is simply utilized to compute attenuation factors
in order to preserve degraded harmonics from the noisy input signal. It has
to be mentioned that in highly disturbed speech signals many harmonics are
masked by the noise. In such cases speech enhancement methods based on a
nonlinearity are not able to work properly anymore. Sometimes the resulting
signal sounds hoarse and unnatural. To overcome this, speech reconstruction
– as it is described in the next sections – can be applied.
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Fig. 4.5. Time-frequency analyses of a noisy speech signal measured in a car at a
high speed (upper diagram) and of a noise reduced signal using a conventional noise
suppression without (center) and with nonlinearity (lower diagram).

4.4 Speech Enhancement Schemes Based on Speech
Reconstruction

The basic speech enhancement schemes that have been described in the previ-
ous section can be extended by a signal reconstruction approach (see Fig. 4.6).
Here, heavily distorted time-frequency areas of a signal are reconstructed out
of those parts of the signal that have a higher SNR.

The reconstruction scheme is based on the so-called source-filter model,
known, e.g., from speech coding [2, 22].3 Both, for the source and for the
filter part codebooks that contain pitch impulse prototypes and spectral
envelope prototypes, respectively, can be trained in advance. Additionally,
short-term features of the speech signal such as the excitation type (voiced/un-
voiced/mixed) or the pitch frequency need to be extracted. In order to achieve
3 A detailed description of the source-filter model can be found in Chap. 5 of this

book.
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a successful feature extraction at least a few time-frequency areas of the noisy
input signal need to have a sufficiently high SNR. However, as we have seen
in Sec. 4.1, some applications, such as hands-free telephony in cars, produce
such signals.

The reconstruction of a noisy speech signal does not result – at least in
our approach – in a very natural and artefact-free speech signal. Thus, in
time-frequency areas with high SNR a conventional noise suppression should
be preferred and the reconstructed signal should be utilized only in low SNR
regions. For that reason an adaptive frequency-selective mixer needs to be
implemented (see right part of Fig. 4.6). Several estimations, such as the
short-term SNR, are required both in the reconstruction as well as in the
mixing part. Thus, a mutual control unit is also depicted in Fig. 4.6.

Conventional
noise

suppression

Time and
frequency
selective
mixing

Signal
recon-

struction

Control

Partial reconstruction part

Standard approach

y(n)
ŝs(n)

ŝr(n)

ŝ(n)

Fig. 4.6. Combined (suppression and reconstruction) approach for speech signal
enhancement.

The following sections describe the individual algorithmic parts in details.
It is started with the control part of the algorithm (Sec. 4.4.1). Next the
signal reconstruction part (Sec. 4.4.2) is described, followed by an overview
about the adaptive mixing scheme (Sec. 4.5). Finally, some examples are pre-
sented in order to show the advantages, but also the limits, of current speech
reconstruction approaches.

While describing all algorithmic parts we assume the basic (time-domain)
processing structure depicted in Fig. 4.6. However, most algorithms will be
realized in the short-term frequency or subband domain. For that reason a
combined implementation of a noise suppression and a speech reconstruction
scheme should first decompose the microphone signal into subbands using
an appropriate analysis filterbank, apply then all signal processing in this
domain, and finally compose the enhanced subband signals using a synthesis
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filterbank. For better separability of the main algorithmic parts we have not
used this option in this chapter.

4.4.1 Feature Extraction and Control

As already mentioned in the previous section we will start with a short descrip-
tion of how several quantities, that are necessary for the final reconstruction
and mixing process, are estimated. All of these estimations are summarized
in the block entitled control in Fig. 4.6. The details of this block are shown
in Fig. 4.7.

INR
estimation

Analysis
filter bank

Voiced / unvoiced
classification

Estimation of the
power spectral density

of the background noise

Pitch
estimation

y(n) Y
(
ejΩµ, n

)

INR(Ωµ, n)

Ŝbb(Ωµ, n)

tvu(n)

τ̂p(n)

Fig. 4.7. Structure of the feature classification and control unit.

Mainly four estimations are performed:

• The power spectral density of the background noise Ŝbb(Ωµ, n) is esti-
mated.

• Using the estimated power spectral density of the background noise and
the current magnitude squared microphone spectrum the input-to-noise
ratio INR(Ωµ, n) is computed.

• A voiced/unvoiced classification is determined.
• Finally, a pitch estimation is performed.

Before entering the next sections that show the details of the individual parts
of the control unit, it should be highlighted that every description should
be regarded only as a basic realization example. Of course other estimation
schemes exist and they could replace the approaches presented next.
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4.4.1.1 Estimation of the Power Spectral Density
of the Background Noise

The main assumptions on which background noise estimation schemes rely is
that the noisy speech signal y(n) contains several pauses in which only the
noise components b(n) are present and that the noise is not changing signif-
icantly in the succeeding speech activity period. Assuming that the speech
and the noise components are uncorrelated, a basic approach for background
noise estimation is a simple search for the minima of the subband short-term
powers.

Temporal
smoothing

Frequency
smoothing

Minimum computation
and incrementation

Y
(
ejΩµ, n

)
Syy(Ωµ, n) S′′

yy(Ωµ, n) Ŝbb(Ωµ, n)

Fig. 4.8. Structure of a basic noise estimation scheme.

The basic structure of the noise estimation scheme that is presented here is
depicted in Fig. 4.8. As a first stage an IIR4 smoothing of first order in tempo-
ral direction is applied in order to reduce the variations of the instantaneous
squared subband signals:

Syy(Ωµ, n) = λt Syy(Ωµ, n − 1) +
(
1 − λt

) ∣∣∣Y (ejΩµ, n
) ∣∣∣2 . (4.17)

The time constant λt determines on one hand the maximum possible speed
for following changes of the background noise level and on the other hand –
as mentioned above – the variance of the estimation. For stable operation λt

needs to be chosen out of the interval

0 ≤ λt < 1 . (4.18)

The smaller the time constant is chosen the faster the estimation scheme can
follow changes of the noise level. To reduce the error variance even more, it is
advantageous to smooth the output of the temporal IIR filter also in positive
and negative frequency direction. This helps especially to reduce short outliers
having very small amplitudes. The smoothing process in positive frequency
direction can be described as:

S′
yy(Ωµ, n) =

⎧⎨⎩Syy(Ωµ, n) , if µ = 0 ,

λf S
′
yy(Ωµ−1, n) +

(
1 − λf

)
Syy(Ωµ, n) , else .

(4.19)

4 The term IIR abbreviates infinite impulse response.
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Afterwards smoothing in negative frequency direction is applied – again by
utilizing IIR smoothing of first order:

S′′
yy(Ωµ, n) =

⎧⎨⎩S′
yy(Ωµ, n) , if µ = M − 1 ,

λf S
′′
yy(Ωµ+1, n) +

(
1 − λf

)
Syy

′(Ωµ, n) , else .

(4.20)

As for the temporal filtering the constant λf for the frequency smoothing needs
to be chosen out of the interval

0 ≤ λf < 1 (4.21)

to guarantee stable operation. Finally, the background noise power spectral
density is estimated according to

Ŝbb(Ωµ, n) = max

{
Sbb,min, min

{
Ŝbb(Ωµ, n − 1), S′′

yy(Ωµ, n)
}

(1 + ε)

}
.

(4.22)

If the parameter ε in Eq. 4.22 would be set to zero, the estimation result
could only decrease or stay at its current value. Thus, we would have a global
minimum tracker. To allow also for a slow increment the parameter ε should
be set to a small positive value:

0 < ε � 1 . (4.23)

Now the estimation can recover after short low-power noise periods. Fig. 4.9
depicts a noisy input signal y(n) in the upper diagram and the squared mag-
nitude |Y (ejΩµ, n)|2 as well as the noise estimate Ŝbb(Ωµ, n) in one of the
subbands in the lower diagram.

Assuming that the parameter ε would have been chosen larger, the ramps
that can be observed in the estimated background noise power would become
steeper. Thus, a too large ε on the one hand results in heavily overestimated
noise levels during speech activity. A too small ε on the other hand would lead
to a slow increment after an increase of the noise level (e.g. after opening a
window or when accelerating the car).

The quantity Sbb,min and the maximum operation have been inserted in
Eq. 4.22 to avoid that the value zero can enter the estimation scheme. In this
case the entire estimation would never recover without the limitation.

4.4.1.2 Estimation of the Input-to-Noise and the Signal-to-Noise
Ratio

For estimating the input-to-noise ratio INR(Ωµ, n) the current squared short-
term microphone magnitude spectrum is divided by the estimated power spec-
tral density of the background noise (see previous section):
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Fig. 4.9. Noise estimation example. In the upper diagram a noisy speech signal is
depicted. In the lower diagram the short-term squared magnitude |Y (ejΩµ, n)|2 as

well as the noise estimate Ŝbb(Ωµ, n) in one subband are shown.

INR(Ωµ, n) =

∣∣∣Y (ejΩµ, n
) ∣∣∣2

Ŝbb(Ωµ, n)
. (4.24)

The range of an (optimally estimated) input-to-noise ratio is basically

1 ≤ INRopt(Ωµ, n) =
Syy(Ωµ, n)
Sbb(Ωµ, n)

=
Sss(Ωµ, n) + Sbb(Ωµ, n)

Sbb(Ωµ, n)
≤ ∞ .

(4.25)

However, due to errors in the estimated power spectral density of the back-
ground noise the lower limit can be exceeded. Nevertheless, even with the
estimation errors the ratio INR(Ωµ, n) stays within the interval

0 ≤ INR(Ωµ, n) ≤ ∞ . (4.26)

As we will see in the following sections, the input-to-noise ratio will be utilized
for controlling several other algorithmic parts of the speech reconstruction
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approach. Alternatively, also the more familiar signal-to-noise ratio (SNR)
can be computed out of the input-to-noise ratio5 and be used instead of it:

SNR(Ωµ, n) = max
{

0, INR(Ωµ, n) − 1
}

. (4.27)

The maximum operation prevents that a negative value is used as an SNR
estimate.

4.4.1.3 Voiced/Unvoiced Classification

For determining whether the current frame contains either a voiced or an un-
voiced speech segment – assuming that the frame has already been classified
as not containing a speech pause – it is exploited that unvoiced speech seg-
ments have their center of power at higher frequencies than voiced ones. For
that reason the average input-to-noise ratio (INR) is computed for a low and
a high frequency range:

INRlow(n) =
1

µ1 − µ0 + 1

µ1∑
µ=µ0

INR(Ωµ, n) , (4.28)

INRhigh(n) =
1

µ3 − µ2 + 1

µ3∑
µ=µ2

INR(Ωµ, n) . (4.29)

The summation limits Ωµ0 to Ωµ3 are chosen such that they represent the
following frequencies:

Ωµ0 ←→ 300Hz , (4.30)
Ωµ1 ←→ 1050Hz , (4.31)
Ωµ2 ←→ 3800Hz , (4.32)
Ωµ3 ←→ 5200Hz . (4.33)

Out of the two average INR values the ratio

rINR(n) =
INRhigh(n)

INRlow(n) + ∆INR
(4.34)

is computed. By adding the small positive constant ∆INR divisions by zero
are avoided.

5 The optimally estimated SNR is defined as SNRopt(Ωµ, n) =
Sss(Ωµ, n)

Sbb(Ωµ, n)
, which

can be modified to SNRopt(Ωµ, n) =
Sss(Ωµ, n) + Sbb(Ωµ, n) − Sbb(Ωµ, n)

Sbb(Ωµ, n)
=

Syy(Ωµ, n) − Sbb(Ωµ, n)

Sbb(Ωµ, n)
= INRopt(Ωµ, n) − 1.
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In the upper diagrams of Fig. 4.10 two short-term spectra – one belonging
to a voiced (left) and one to an unvoiced speech segment (right) – are depicted
together with the estimated power spectral density of the background noise.
The lower diagrams show the corresponding input-to-noise ratio as well as the
low and the high frequency average of this quantity. If the dotted line that
connects both averages has a large positive gradient it is very likely that the
current frame contains unvoiced speech. If the gradient is largely negative the
current frame is obviously a voiced one.

0 1000 2000 3000 4000 5000

−30

−20

−10

0

10

20

30

Frequency in Hz

dB

Example for a voiced speech segment

Input spectrum
Estimated background noise

0 1000 2000 3000 4000 5000

−30

−20

−10

0

10

20

30

Frequency in Hz

dB

Example for an unvoiced speech segment

Input spectrum
Estimated background noise

0 1000 2000 3000 4000 5000
−10

0

10

20

30

40

50

Frequency in Hz

dB

Example for a voiced speech segment

INR
Band limits
Detection

0 1000 2000 3000 4000 5000
−10

0

10

20

30

40

50

Frequency in Hz

dB

Example for an unvoiced speech segment

INR
Band limits
Detection

Fig. 4.10. Example for the voiced/unvoiced classification.

To obtain a normalized output range for the either hard or soft voiced/un-
voiced classification the quantity rINR(n) is mapped via a nonlinear charac-
teristic fuv(...) on the output range [0, 1]:

tvu(n) = fuv

(
rINR(n)

)
. (4.35)

If a hard classification should be achieved a simple comparison with a fixed
threshold r0 can be applied:
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fvu

(
rINR(n)

)
=

{
1, if rINR(n) < r0,

0, else.
(4.36)

For soft classification approaches other characteristics, e.g. the ones utilized
as activation functions in neural network applications (see Chap. 5 for ex-
amples), can be applied. However, we will assume in the following that such
characteristics result in an output range

0 ≤ tvu(n) ≤ 1 (4.37)

and generate large values if the frame contains voiced speech and small values
for unvoiced speech.

4.4.1.4 Pitch Estimation

In the literature a broad variety of different algorithms for estimating the
fundamental frequency (pitch) of a speech signal exists: the analysis in the
cepstral domain [8], the harmonic product spectrum [21], or short-term auto-
correlation based schemes [1]. In this section a detection method is pre-
sented, that is based on the latter approach. We start with an estimate of
the short-term power spectral density in terms of the current squared mag-
nitude spectrum |Y

(
ejΩµ, n)|2. The determined PSD is then divided by its

spectral envelope. Thereby, the short-term envelope of the power spectrum is
removed. Afterwards, a linear weighting of the normalized PSD is performed:

Ŝyy,norm(Ωµ, n) =

∣∣Y (ejΩµ, n)
∣∣2

S
′′
yy,inst(Ωµ, n)

W
(
ejΩµ

)
. (4.38)

The weighting function W
(
ejΩµ

)
has been chosen such that the attenuation

rises with the frequency due to the fact that speech has mainly a fundamental
frequency structure at low frequencies – which in turn results in an improved
estimation. The spectral envelope S

′′
yy,inst(Ωµ, n) is computed as described in

Sec. 4.4.1.1 (Eqs. 4.17 to 4.20), but without temporal smoothing (λt = 0).
After applying an IDFT to Eq. 4.38 an estimated autocorrelation function

(ACF) is obtained:

r̂yy(m,n) =
1
M

M−1∑
µ=0

Ŝyy,norm(Ωµ, n) ej 2π
M µm . (4.39)

The ACF r̂yy(m,n) is used in order to estimate the fundamental frequency
fp(n), which can be determined by a search for the maximum in a selected
range of indices:

f̂p(n) =
fs

τ̂p(n)
, (4.40)
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with

τ̂p(n) = argmax
mmin ≤m≤mmax

{
r̂yy(m,n)

}
(4.41)

and fs being the sampling frequency. Furthermore, the reliability of f̂p(n) is
determined as the value of the normalized ACF by the power of the input
signal vector as:

pf̂p
(n) =

r̂yy(τ̂p(n), n)
r̂yy(0, n)

. (4.42)

Large values of Eq. 4.42 indicate a very high confidence of detection, whereas
small values indicate a doubtful one. For this reason a detection only takes
place for values which exceed a predefined threshold.

Enhancement I – Extending the Autocorrelation Function

Investigations with the method presented above have shown that a reliable
estimation can only be determined for fundamental frequencies greater than
about 100 Hz (using a sampling frequency fs = 11025 Hz). The idea of the
first enhancement is, that not only the present signal frame y(n) is used for
fundamental frequency detection but also the signal frame y(n − r), which is
delayed by r samples. The fundamental frequency estimation can be improved
significantly by utilizing a current frame as well as a frame delayed by r
samples. In addition to the first estimation that was presented above the
cross power spectral density is estimated by:

Ŝyyd(Ωµ, n) = Y ∗(ejΩµ ,n
)
Y
(
ejΩµ ,n − 1

)
. (4.43)

The determined cross PSD is normalized by the smoothed auto PSD and
multiplied by the weighting function from Eq. 4.38:

Ŝyyd,norm(Ωµ, n) =
Ŝyyd(Ωµ, n)

S
′′
yy,inst(Ωµ, n)

W
(
ejΩµ

)
. (4.44)

The crosscorrelation function (CCF), r̂yyd(m,n), is determined by applying
the IDFT to Ŝyyd,norm(Ωµ, n):

r̂yyd(m,n) =
M−1∑
µ=0

Ŝyyd,norm(Ωµ, n) ej 2π
M µm . (4.45)

To achieve an enhanced detection, particularly at low fundamental frequen-
cies, the autocorrelation function r̂yy(m,n) and the crosscorrelation function
r̂yyd(m,n) are combined in order to obtain an extended ACF of higher length
of indices m:
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r̂yy,ext(m,n) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
r̂yy(m,n) , for 0 ≤ m < M

2 − r ,

a(m − r) r̂yy(m,n)
+
(
1 − a(m − r)

)
r̂yyd(m − r, n) ,

for M
2 − r ≤ m < M

2 ,

r̂yyd(m − r, n) , for M
2 ≤ m < M

2 + r .

(4.46)

The function a(m) can be chosen such that with an increasing index m the
weighting decreases in a linear manner from 1 to 0. Now, r̂yy,ext(m,n) can
be used to estimate τ̂p(n) according to Eq. 4.41 but with an extended search
range

mmin ≤ m ≤ mmax,ext , (4.47)

with

mmax,ext > mmax . (4.48)

To show the benefits of the extended autocorrelation two examples are
depicted in Fig. 4.11. In the upper part (a) the standard autocorrelation
r̂yy(m,n), the crosscorrelation function r̂yyd(m,n), and the combination of
both r̂yy,ext(m,n) are depicted for a female voice (low pitch period, high pitch
frequency). In this example it is not really necessary to extend the search range
of the standard autocorrelation because the true pitch period is included in
the search range of the standard analysis. The extension, however, also does
not distort the estimation process (the arguments of the maxima of the stan-
dard and the extended autocorrelation functions are equal). In part (b) of
Fig. 4.11 the same analyses are depicted – but now for a male voice (large
pitch period, low pitch frequency). In this case the search range of the stan-
dard autocorrelation is not large enough for detecting the true pitch period.
However, the pitch period can be estimated reliably when using the extended
autocorrelation function.

Enhancement II – Improving the Selectivity of the Frequency Analysis

Due the windowing of successive signal blocks within the analysis filterbank,
a significant frequency overlap arises among neighboring subband channels.
Thus, adjacent fundamental frequency trajectories are sometimes hard to sep-
arate which is important for fundamental frequency estimation schemes. In
order to reduce this overlap the order of the DFT might be increased. How-
ever, in this case it should be considered that for hands-free systems several
restrictions have to be met. The ITU and the ETSI [5] set up requirements
for the maximally tolerable front-end delay. For mobile phones, e.g., the addi-
tional delay introduced by hands-free systems should not exceed 39 ms. Thus,
increasing the DFT order from M = 256 to M = 512, e.g., improves the sep-
arability of neighboring pitch frequencies but results in an additional delay
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Fig. 4.11. Examples for generating the extended autocorrelation function. Part a)
shows the result for a female voice, part b) for a male voice.
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of approx. 23 ms at a sampling frequency of fs = 11025 Hz. Now the overall
delay of the analysis-synthesis scheme does not fulfill the specifications any
more. By applying something that we call spectral refinement the separability
problem can be solved without increasing the DFT order. A refined version
of the input spectrum can be determined by a linear combination of temporal
succeeding subband signals:

Nref,end∑
i=Nref,start

Ki

(
ejΩµ

)
Y
(
ejΩµ, n − i

)
.

This could be achieved best if also a few noncausal signals (Nref,start > 0)
are utilized. However, even with only causal processing (Nref,start = 0) and
using just about Nref,end = 1 ... 4 coefficients a significant improvement can
be achieved. The refinement needs to be applied only for low frequencies (e.g.
up to 1 kHz). For the upper frequency range the non-refined input subband
signals Y (ejΩµ, n) can be used:

Ỹ
(
ejΩµ, n

)
=

⎧⎪⎨⎪⎩
Nref,end∑

i=0

Ki

(
ejΩµ

)
Y
(
ejΩµ, n − i

)
, for |Ωµ| < Ωref,

Y
(
ejΩµ, n

)
, else.

(4.49)

The refinement is performed for frequencies below Ωref. The computation of
the weighting coefficients Ki(ejΩµ) is straight forward. Details can be found
in [10]. To combine spectral refinement with the correlation based scheme
presented above the input subband signals Y (ejΩµ, n) in Eqs. 4.38 and 4.43
have to be replaced by their refined counterparts Ỹ (ejΩµ, n).

To demonstrate the effect of the spectral refinement, first two different sine
signals are generated and then added to a small amount of white noise. For
the analysis a DFT of order M = 256, a Hann window, and a frame shift of
r = 64 were used. The frequencies of the two sine signals have been increased
slowly over time, whereas a distance of 130 Hz has been kept constant –
corresponding approximately to the average fundamental frequency of male
voices. The simulation results are depicted in Fig. 4.12. In the upper part
the analysis without spectral refinement and in the lower part with spectral
refinement are shown. Spectral refinement has been applied to all subbands
with Nref,end = 4. When comparing the results, the improved separability
achieved by spectral refinement is clearly visible.

Simulation Results

To show the performance and the accurateness of the proposed improvements
for fundamental frequency estimation a simulation example is introduced. In
Fig. 4.13 time-frequency analyses of sinusoidal signals with varying frequency
distances from 300 Hz down to 60 Hz at fs = 11025 Hz as well as the results
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Fig. 4.12. Time-frequency analyses of two sine signals added to white noise: upper
graphs without refinement, lower diagrams with refinement.

of the pitch estimation scheme with the different enhancements are shown.
The included white curves within the figures demonstrate the estimated fun-
damental frequencies. In the upper diagram an analysis that uses only the
basic fundamental frequency estimation method is depicted. A reliable pitch
estimation is possible only for fundamental frequencies greater than about
120 Hz. The diagram in the middle shows the same analysis but now the pitch
estimation uses the extended autocorrelation. Due to the extended search
range fundamental frequencies that are larger than about 90 Hz can be de-
tected. For lower pitch frequencies the spectral resolution of the Hann window
in combination with a DFT of order M = 256 is not sufficient. However, if
spectral refinement is additionally applied for the low frequency range up to
1000 Hz it is possible to reliably estimate fundamental frequencies down to
60 Hz (depicted in the lowest diagram of Fig. 4.13).

4.4.2 Reconstruction of Speech Signals

The core of this model-based speech enhancement scheme is the entire recon-
struction of the signal by using signal parameters, such as the input-to-noise
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Fig. 4.13. Time-frequency analyses of sinusoidal signals with varying frequency dis-
tances. The lowest white line in each graph represents the estimated pitch frequency
– the other four lines show multiples of the estimation result.

ratio, the degree of voicing, or the pitch period, that have been extracted out
of the noisy speech signal in advance. An overview about the reconstruction
part is depicted in Fig. 4.14.

We differentiate between the reconstruction of unvoiced and voiced signal
components (uppermost and lowest box in Fig. 4.14). Since the reconstruction
of unvoiced signals is simpler compared to voiced ones, we will start with a
description of this part in Sec. 4.4.2.2. The reconstruction of voiced signals is
described afterwards in Sec. 4.4.2.3.

Both reconstruction methods are based on the current short-term input
spectrum Y (ejΩµ, n). Thus, an analysis filterbank is depicted on the left of
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Fig. 4.14. Overview for generating the reconstructed speech signal ŝr(n). For the
reason of simplicity we have not specified the connections between the control unit
and the other algorithmic parts. Details about these connections can be found in
the figures that show the individual algorithmic parts.

Fig. 4.14 as a first processing unit. However, as mentioned before, one can
omit multiples of this processing stage if the entire scheme – consisting of a
noise suppression, a speech reconstruction, and an adaptive mixing device –
is realized completely in the subband domain.

Since for both types of reconstruction an estimation of the spectral enve-
lope Ê(ejΩµ, n) is required this algorithmic part is performed only once. We
will start describing a basic version of this estimation unit in the next section.

4.4.2.1 Estimation of the Spectral Envelope

An overview about a codebook based envelope estimation scheme is depicted
in Fig. 4.15. We will describe now a straight forward scheme that is compu-
tationally quite expensive. Several extensions can be applied to reduce com-
putational cost. These are described briefly at the end of this section.

As a first step the envelope of the noisy input spectrum Y (ejΩµ, n) is
extracted. Several possibilities such as LPC6 analysis exist for this task. Since
we need something that can be weighted afterwards with a frequency selective
cost function we simply smooth the absolute values of the input subband
signals in positive and negative direction along the frequency axis:

6 LPC abbreviates linear predictive coding.
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Fig. 4.15. Overview about the estimation of the spectral envelope.
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ejΩµ, n

)
=

{∣∣Y (ejΩµ, n
) ∣∣ , if µ = 0 ,

λe E′
s

(
ejΩµ−1, n

)
+
(
1 − λe

) ∣∣Y (ejΩµ, n
) ∣∣ , else ,

(4.50)

Es

(
ejΩµ, n

)
=

{
E′

s

(
ejΩµ, n

)
, if µ = M − 1 ,

λe Es

(
ejΩµ+1, n

)
+
(
1 − λe

)
E′

s

(
ejΩµ, n

)
, else .

(4.51)

For stable operation the smoothing constant λe must be chosen out of the
interval

0 ≤ λe < 1 . (4.52)

A value of

λe = 0.5 (4.53)

has been selected in our setup. Fig. 4.16 shows an example of the smoothing
process.

The resulting spectral envelope Es(ejΩµ, n) represents only at frequencies
with high SNR or INR a good estimate for the envelope of the undistorted
speech signal. At frequencies with low SNR the background noise is domi-
nating the shape. For achieving a reliable estimation also at frequencies with
large noise components, an a priori trained envelope codebook

Cenv =

⎡⎢⎢⎢⎣
Ecb,log,0

(
ejΩ0

)
Ecb,log,0

(
ejΩ1

)
. . . Ecb,log,0

(
ejΩM−1

)
Ecb,log,1

(
ejΩ0

)
Ecb,log,1

(
ejΩ1

)
. . . Ecb,log,1

(
ejΩM−1

)
...

...
. . .

...
Ecb,log,Nenv−1

(
ejΩ0

)
Ecb,log,Nenv−1

(
ejΩ1

)
. . . Ecb,log,Nenv−1

(
ejΩM−1

)
⎤⎥⎥⎥⎦

(4.54)

can be used. The codebook is organized as a matrix, where each row represents
a prototype envelope in the logarithmic domain.
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Fig. 4.16. Example for the estimation of the spectral envelope.

As mentioned above such a codebook needs to be training in advance
on the basis of a large data base. In our case the Linde-Buzo-Gray (LBG)
algorithm [11] has been used to extract Nenv = 256 prototype envelopes out
of a very large set of clean speech envelopes. Each entry was computed as
defined in Eqs. 4.50 and 4.51. Afterwards a 20 log10{...} operation was applied
to each element of the resulting vector and the mean was subtracted. Fig. 4.17
shows such a codebook with Nenv = 8 entries.

In the codebook the vector that matches best with the logarithm of the
spectral envelope of the current input signal is searched. When computing
a distance between the codebook entries and the envelope of the noisy input
signal only those frequency areas are taken into account that have a sufficiently
large input-to-noise ratio. To achieve this first an INR-based masking function
is computed:

M(Ωµ, n) = fmask

(
INR(Ωµ, n)

)
. (4.55)

The function fmask(x) should be designed such that the input INR range is
mapped onto the interval [0, 1]. Output values close to one should be generated
from large INR values while values close to zero should result from small input-
to-noise ratios. A simple realization is a binary masking function according
to

fmask

(
INR(Ωµ, n)

)
=

{
1, if INR(Ωµ, n) > INR0 ,

0.001, else .
(4.56)

With regard to the search procedure a small positive value (instead of zero)
was selected for small input-to-noise ratios. For the threshold INR0 values
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Fig. 4.17. Example for a codebook of size Nenv = 8 containing prototypes of
spectral envelopes.

out of the interval [2, 4] were chosen. Beside this binary masking function also
others – especially continuous functions – can be designed.

To perform the codebook search the spectral envelope of the noisy input
signal is transformed in the logarithmic domain:

Es,log

(
ejΩµ, n

)
= 20 log10

{
Es

(
ejΩµ, n

)
+ ε
}

. (4.57)
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Adding the small positive constant ε has been done to avoid large negative
values resulting from envelope components close to zero. In order to com-
pensate for different speaker loudness or amplification a normalization value
according to

Es,log,norm(n) =

M−1∑
µ=0

M(Ωµ, n)Es,log

(
ejΩµ, n

)
M−1∑
µ=0

M(Ωµ, n)
(4.58)

is computed. Due to the small positive constant (instead of zero) in Eq. 4.56 a
division by zero in periods without speech is avoided. The normalization value
is subtracted from the logarithmic spectral envelope to obtain a normalized
spectral envelope:

Ẽs,log

(
ejΩµ, n

)
= Es,log

(
ejΩµ, n

)
− Es,log,norm(n) . (4.59)

All codebook entries are normalized in the same manner:

Ẽcb,log,m

(
ejΩµ, n

)
= Ecb,log,m

(
ejΩµ

)
− Ecb,log,norm,m(n) . (4.60)

with

Ecb,log,norm,m(n) =

M−1∑
µ=0

M(Ωµ, n)Ecb,log,m

(
ejΩµ

)
M−1∑
µ=0

M(Ωµ, n)
(4.61)

The frame individual normalization of the entire codebook according to
Eqs. 4.60 and 4.61 is computationally rather expensive. Tests have shown
that a normalization with M(Ωµ, n) = 1 performed once before processing
achieves nearly the same results as the frame individual adjustment.

For the selection of the codebook entry that is closest to the current en-
velope spectrum the weighted absolute logarithmic distance is utilized:

mopt(n) = argmin
m

M−1∑
µ=0

M(Ωµ, n)
∣∣∣Ẽs,log

(
ejΩµ, n

)
− Ẽcb,log,m

(
ejΩµ, n

) ∣∣∣ .
(4.62)

The resulting normalized logarithmic prototype envelope is first denormal-
ized and then transformed back into the linear domain. However, this is only
performed if the masking weights indicate that a sufficiently large frequency
range has been used while searching the codebook. If this is not the case the
previously selected entry – attenuated by a few decibels (adjustable via the
parameter Kdec) – is utilized:



Model-Based Speech Enhancement 117

Ecb

(
ejΩµ, n

)
=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

10
(
Ẽcb,log,mopt(n) (ejΩµ,n)+Es,log,norm(n)

)
/20,

if 1
M

M−1∑
µ=0

M(Ωµ, n) > M0 ,

Ecb

(
ejΩµ, n − 1

)
Kdec ,

else .

(4.63)

The parameter M0 can be chosen as M0 = 0.12 ... 0.2 meaning that about
12 to 20 percent of the frequency range has a sufficiently large SNR. Finally,
the envelope of the noisy input signal, Es(ejΩµ, n), and the codebook based
one, Ecb(ejΩµ, n), are combined. At frequencies with large SNR or INR the
original envelope is utilized, at the remaining frequencies the codebook based
estimation is used. To avoid abrupt switching first order IIR smoothing in
both frequency directions is applied again. First a hard switched envelope is
computed according to

Ĕ
(
ejΩµ, n

)
= M(Ωµ, n)Es

(
ejΩµ, n

)
+
(
1 − M(Ωµ, n)

)
Ecb

(
ejΩµ, n

)
.

(4.64)

Afterward the IIR smoothing is performed in positive frequency direction

Ẽ
(
ejΩµ, n

)
=

⎧⎨⎩ Ĕ
(
ejΩµ, n

)
, if µ = 0 ,

λmix Ẽ
(
ejΩµ−1, n

)
+
(
1 − λmix

)
Ĕ
(
ejΩµ, n

)
, else ,

(4.65)

and finally in negative frequency direction

E
(
ejΩµ, n

)
=

⎧⎨⎩ Ẽ
(
ejΩµ, n

)
, if µ = M − 1 ,

λmix E
(
ejΩµ+1, n

)
+
(
1 − λmix

)
Ẽ
(
ejΩµ, n

)
, else .

(4.66)

For the smoothing constant a value of about

λmix = 0.3 (4.67)

was selected.
As mentioned at the beginning of this section – the proposed scheme is

computationally quite expensive. However, the objective was to explain the
basic principle and not the cheapest realization. If, for example, the codebook
search is performed on Bark or Mel [25] based groups of subbands the pro-
cessing comes at much lower cost (e.g. 15 groups instead of 256 subbands).
Several other improvements – as they are known from speech coding – can be
applied too [24].
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4.4.2.2 Reconstruction of Unvoiced Signals

Once we have a reliable estimate of the spectral envelope it is rather straight
forward to reconstruct the unvoiced part of a speech signal. In accordance
with the source-filter model of human speech generation [2] we can simply
multiply the spectral envelope E(ejΩµ, n) with an unvoiced excitation spec-
trum Au(ejΩµ, n) as depicted in Fig. 4.18.

Noise
generator

Estimation of the
spectral envelope

Y (ejΩµ, n)

Au(e
jΩµ, n)

INR(Ωµ, n)
E(ejΩµ, n)

Cenv

Ŝr,u(e
jΩµ, n)

Fig. 4.18. Overview about the reconstruction of the unvoiced speech spectrum.

The unvoiced excitation subband signals Au(ejΩµ, n) can be generated with
a noise generator that produces uncorrelated white Gaussian noise for the real
and the imaginary part of the complex signals. The statistical properties of
the noise generator should be

E
{

Re
{
Au(ejΩµ, n)

}}
= E

{
Im
{
Au(ejΩµ, n)

}}
= 0 (4.68)

and

E
{

Re2
{
Au(ejΩµ, n)

}}
= E

{
Im2
{
Au(ejΩµ, n)

}}
=

1
2

. (4.69)

This results in zero-mean complex subband signals with unit variance. The
resulting unvoiced speech spectrum

Ŝu,r

(
ejΩµ, n

)
= Au

(
ejΩµ, n

)
E
(
ejΩµ, n

)
(4.70)

is only a good estimate for unvoiced speech periods. In voiced parts the spec-
trum is much too loud. This problem is addressed in Sec. 4.4.2.4 where it is
described how the voiced and the unvoiced spectra are combined.

4.4.2.3 Reconstruction of Voiced Signals

In the previous section a description was given of how unvoiced speech signal
parts are synthesized – this section deals with reconstruction of voiced speech



Model-Based Speech Enhancement 119

components. Short voiced speech signal blocks can approximately be consid-
ered as a periodic signal with a constant pitch frequency. In our approach
the voiced synthetic speech is generated based on the well-known source-filter
model for speech generation [2]. Individual pitch impulses are generated first
in the subband domain. Afterwards the individual pitch impulses are com-
bined in the time domain to form a periodic signal. Special care is taken when
placing the pitch impulses. An overview of synthesizing voiced speech signals
is shown in Fig. 4.19.

Estimation of the
spectral envelope

Pitch impulse
generation

Analysis
filterbank

Composition of the
pitch impulses

and time alignment

Feature
extraction

Y (ejΩµ, n)

INR(Ωµ, n)
E(ejΩµ, n)

Cenv

Ŝr,v(e
jΩµ, n)

y(n)

ŝr,v(n)fp(n), ..., tvu(n)

p̂m(n)

Fig. 4.19. Overview about the reconstruction of the voiced speech spectrum.

Once an estimate for the spectral envelope E
(
ejΩµ, n

)
is available, it is

utilized to generate a so-called pitch impulse spectrum. The principle idea of
computing a pitch impulse is depicted in Fig. 4.20.

According to the source-filter model first the extracted spectral enve-
lope E

(
ejΩµ, n

)
is multiplied by a spectrum of a short generic pitch impulse

P
(
ejΩµ

)
according to:

P̂m(ejΩµ, n) = E(ejΩµ, n)P (ejΩµ) . (4.71)

The so-called generic pitch impulse corresponds to a short predefined impulse
that was measured during a voiced section of a real speech signal, whereas
its spectral envelope had been removed. We refer to this impulse as the pitch
impulse prototype. The spectral envelope, as already mentioned, approximates
the behavior of the vocal tract. Due to the element-wise weighting in Eq. 4.71

Synthesis
filterbank

E(ejΩµ, n) p̂k(n)

P (ejΩµ)

P̂m(ejΩµ, n)

Fig. 4.20. Overview of generating pitch impulses.
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a modified pitch impulse prototype spectrum P̂m(ejΩµ, n) results. Thereby,
the power is adjusted to that of the input signal. In order to generate the
pitch impulse

p̂m(n) =
[
p̂m(0, n), ..., p̂m(M − 1, n)

]T
(4.72)

a synthesis filterbank or an IFFT is applied according to:

p̂m(k, n) =
1
M

M−1∑
µ=0

P̂m(ejΩµ, n) ej 2π
M µk . (4.73)

It is important to note that instead of using an excitation signal – as
it is commonly done for speech coding [24] – a predefined prototype pitch
impulse is employed. However, instead of using only a generic impulse one
could also use speaker- or pitch-specific impulses for further improvements.
For certain pitch-frequencies (e.g., 80 Hz, 90 Hz, ..., 300 Hz) a priori pitch
impulse prototypes may be specified. The desired prototype pitch impulse is
selected according to the current pitch estimate from the predefined pitch-
specific database.

The next step of the process is the generation of a synthetic voiced speech
signal segment. In order to constitute a clean speech signal the resulting modi-
fied pitch impulse from Eq. 4.73 is added to those obtained from the preceding
ones considering an appropriate time-shift. The time-shift is chosen according
to the current pitch period

τ̂p(n) =
fs

f̂p(n)
, (4.74)

whereas the quantity fs corresponds to the sampling frequency and f̂p(n)
denotes the estimated pitch frequency.

For the sake of clarity, an example is introduced in Fig. 4.21 that shows a
section of a synthetic speech signal over three sub-frames. A train of modified
pitch impulses is depicted which, as mentioned before, vary depending on the
current spectral envelope.

It has to be mentioned that for a successful speech synthesis an accurate
estimation of the pitch frequency even at highly disturbed speech signals is
needed. A method for pitch estimation has been proposed in Sec. 4.4.1.4 that
allows a reliable operation at low SNR scenarios even for very low fundamental
frequencies.

Furthermore, it should be ensured that no strong variations of the ex-
tracted spectral envelope and the estimated pitch frequency exist. In addition,
more features have to be extracted from the noisy input signal to achieve
a high-quality speech synthesis. Reasonable features are voiced/unvoiced-
classification tvu(n) and detection of speech presence by exploiting, e.g., the
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Modified pitch impulses

n − 3r n − 2r n − r n

ŝr,v(n) τ̂p(n−2r) τ̂p(n−r) τ̂p(n) τ̂p(n)

Fig. 4.21. Example of a synthesized speech signal over three sub-frames. Note that
in the last sub-frame two pitch impulses are inserted and therefore τ̂p(n) is used
twice.

INR(Ωµ, n) and the reliability information pf̂p
(n) of the estimated pitch fre-

quency. At transitions from voiced to unvoiced parts the amplitudes of the
modified pitch impulse p̂m(n) should be decreased slowly in order to avoid
artifacts. For the same reason the pitch period should be smoothed according
to:

τ̂p(n) =

⎧⎪⎨⎪⎩
fs

f̂p(n)
, if a reliable pitch estimation is possible ,

τ̂p(n − 1) + ∆p(n) , else ,
(4.75)

whereas ∆p(n) is updated during voiced speech segments only. It corresponds
to the difference between the current and the previous pitch period:

∆p(n) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1 − λ)∆p(n − 1) + λ

(
τ̂p(n) − τ̂p(n − 1)

)
,

during voiced speech segments ,

∆p(n − 1) ,

else .

(4.76)

For the smoothing factor a value of about λ = 0.3 is chosen at a sampling
frequency of fs = 11025 Hz.

Most often the reconstructed phase of the synthetic speech signal is dif-
ferent from the phase of the input signal. For this reason a time alignment is
applied before composition of the individual pitch impulses. It is performed
in such a way that at pitch onsets first a maximum search over the current
input signal y(n) and the pitch impulse p̂m(k, n) is accomplished:

ρy(n) = argmax
k

{
y(n − k)

}
, (4.77)

ρr(n) = argmax
k

{
p̂m(k, n)

}
, (4.78)
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with

k ∈ {0, ..., M − 1} . (4.79)

The corresponding phase difference: ρy(n) − ρr(n), is then used to align the
pitch impulse correctly in time. Whereas during voiced blocks a maximum
search is performed over y(n) in a selected range around the current pitch
period. The pitch impulse is then adjusted in time considering the current
pitch period and the difference between the maximal lags.

The synthesized signal vector s̃r,v(n) is subsequently multiplied by a win-
dow function, e.g. Hann or Hamming window [18],

ŝr,v(k, n) = s̃r,v(k, n)hk , (4.80)

for smoothing of signal parts at the edges of the current frame. In Fig. 4.22
a simulation example of a windowed input signal segment as well as the cor-
responding synthesized speech signal block before and after time alignment
are depicted. As can be seen within the graph after time alignment the phase
difference is almost compensated.

In oder to combine the synthetic voiced signal parts with the unvoiced
signal components in the frequency domain an analysis filterbank or an FFT
as a last processing unit is applied according to:

Ŝr,v(ejΩµ, n) =
M−1∑
k=0

ŝr,v(k, n) e−j 2π
M µk . (4.81)

4.4.2.4 Combining the Voiced and the Unvoiced Reconstructed
Signals

Combining the voiced and the unvoiced reconstructed signals can be per-
formed by adding weighted versions of both signals in the subband domain:

Ŝr

(
ejΩµ, n

)
= Hv

(
ejΩµ, n

)
Ŝr,v

(
ejΩµ, n

)
+ Hu

(
ejΩµ, n

)
Ŝr,u

(
ejΩµ, n

)
. (4.82)

The weights for the voiced part are denoted by Hv(ejΩµ, n), consequently
Hu(ejΩµ, n) are the unvoiced weighting factors. To obtain these factors first
preliminary desired weights are computed as:

H̃v

(
ejΩµ, n

)
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
H̃vu,min,

if
(
INRlow(n) < INR0

)
∧
(
INRhigh(n) < INR0

)
,

max
{
tvu(n), H̃vu,min

}
,

else,
(4.83)
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Fig. 4.22. Reconstruction without and with delay alignment.

and

H̃u

(
ejΩµ, n

)
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
H̃vu,min,

if
(
INRlow(n) < INR0

)
∧
(
INRhigh(n) < INR0

)
,

max
{
1 − tvu(n), H̃vu,min

}
,

else,
(4.84)

respectively. In case of speech pauses a lower bound for both weights of about
H̃vu,min = 0.1 ... 0.5 is applied. Those signal periods are determined if nei-
ther the input-to-noise ratio at lower nor at higher frequencies is above the
threshold INR0. This value can be chosen out of the interval

INR0 ∈ [2, 10]. (4.85)

If a large INR is achieved either in one of both frequency ranges or in both the
voiced/unvoiced classification tvu(n) – described in Sec. 4.4.1.3 – is utilized
to determine the voiced weights. Consequently its counterpart, 1 − tvu(n), is
used for the unvoiced weights. To prevent the mixing factors from getting
close to zero, the lower bound H̃vu,min is applied again. This helps to improve
the robustness against false decisions of the voiced/unvoiced classification. To
achieve a smooth transition from opening to closing periods IIR smoothing of
first order is employed to the preliminary weights:
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Hv

(
ejΩµ, n

)
= λvu Hv

(
ejΩµ, n − 1

)
+
(
1 − λvu

)
H̃v

(
ejΩµ, n

)
, (4.86)

Hu

(
ejΩµ, n

)
= λvu Hu

(
ejΩµ, n − 1

)
+
(
1 − λvu

)
H̃u

(
ejΩµ, n

)
. (4.87)

The smoothing constant λvu should be chosen out of the interval

λvu ∈ [0.5, 0.7] . (4.88)

If the reconstructed signal is required in its time-domain version ŝr(n), a
synthesis filterbank – as shown in Fig. 4.23 – should follow the mixing stage.
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Ŝr,u(e
jΩµ, n)
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Fig. 4.23. Mixing the voiced and the unvoiced components of the speech recon-
struction.

4.5 Combining the Reconstructed and the Noise
Suppressed Signal

In a last algorithmic part the output signals of the conventional noise sup-
pression and the speech reconstruction are combined in an adaptive manner.
We differentiate between two versions of this mixing process:

• If the entire reconstruction – consisting of a voiced and an unvoiced part, as
well as a combination of both as described in the last section – is computed
a combination with the noise suppressed signal can be performed for all
frequencies. Details about this type of mixing scheme are described in the
next section.

• For some applications, e.g. for speech enhancement in automotive environ-
ments, it is sufficient to reconstruct only the low frequency range. Since
low frequency speech consists mainly of voiced segments it is enough to
perform only the voiced part of the signal reconstruction. In this case a
different type of mixing weight computation should be applied. Details
about this kind of mixing are described in Sec. 4.5.2.
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4.5.1 Adding the Fully Reconstructed Signal

The basic structure of this mixing process is depicted in Fig. 4.24. Combining
both signals is performed in the subband domain – for that reason analysis
filterbanks for the input signals ŝs(n) and ŝr(n) and a synthesis filterbank for
the mixed signal ŝ(n) are depicted. Again, it should be mentioned that the
analysis filterbanks can be omitted if the input signals are available in the sub-
band domain. In this case vectors containing the subband signals Ŝs(ejΩµ, n)
and Ŝr(ejΩµ, n), respectively, can be passed to the adaptive mixing scheme
directly.

Analysis
filterbank

Synthesis
filterbank

Analysis
filterbank

Combination
of subbands

Computation of the
subband weights
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(
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)
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(
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)
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)

INR(Ωµ, n) INR(ν, n)

ŝs(n)

ŝr(n)

ŝ(n)

Hr

(
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)
Hs

(
ejΩµ, n

)

Fig. 4.24. Overview about the adaptive combination of the output signal of a
conventional noise suppression ŝs(n) and the reconstructed speech signal ŝr(n).

For the computation of the mixing weights Hs(ejΩµ, n) and Hr(ejΩµ, n),
respectively, the input-to-noise ratios of neighboring subbands are grouped
together on the basis of a Mel [25] scale:

INR(ν, n) =

M−1∑
µ=0

Fν

(
ejΩµ

)
INR(Ωµ, n)

M−1∑
µ=0

Fν (ejΩµ)
, (4.89)

with

ν ∈ {0, 1, . . . , Mmel − 1} . (4.90)

The quantity Fν(ejΩµ) denote the frequency response of the ν-th Mel filter.
Using a Mel based frequency resolution reduces the computational complex-
ity of the mixer weights, improves the robustness against outliers within the
INR estimation, and achieves a frequency resolution that is close to that of the



126 M. Krini, G. Schmidt

human auditory system. In contrast to standard Mel resolutions we have com-
bined the first two Mel bands to a common one. Further details about a Mel
based frequency scale can be found in [25]. For a sample rate fs = 11025 Hz
we have utilized

Mmel = 16 (4.91)

Mel bands. The frequency responses of the individual filters are depicted in
Fig. 4.25 (center diagram). For better visibility the Mel filters are depicted
alternatingly in black and gray.
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Fig. 4.25. Example for a frequency selective input-to-noise ratio INR(Ωµ, n) (top),
magnitude frequency responses Fν(ejΩµ) of the utilized Mel filters (center), and
resulting mixer weights for the conventional noise suppression output spectrum
Ŝs(e

jΩµ, n) without limitation (Hs,min(ejΩµ, n) = 0) and for the reconstructed speech

spectrum Ŝr(e
jΩµ, n) (bottom).
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By applying a binary characteristic to the Mel averaged input-to-noise
ratios the mixing weights are computed first in the Mel domain:

fmix

(
INR(ν, n)

)
=

{
1, falls INR(ν, n) > INR0 ,

0, else .
(4.92)

The threshold INR0 should be chosen out of the interval

4 < INR0 < 10 . (4.93)

Besides the binary characteristic described before also more advanced contin-
uous characteristics can be applied. With the usage of the Mel based mixer
weights and the frequency responses of the Mel filters preliminary subband
weights for the output of the noise suppression can be computed according to

H̃s

(
ejΩµ, n

)
=

Mmel−1∑
ν=0

fmix

(
INR(ν, n)

)
Fν

(
ejΩµ

)
. (4.94)

If a residual noise floor is desired the final mixing weights should be bounded
by a lower limit:

Hs

(
ejΩµ, n

)
= max

{
H̃s

(
ejΩµ, n

)
, Hs,min

(
ejΩµ, n

) }
. (4.95)

The floor parameter Hs,min(ejΩµ, n) should be chosen somewhere between
−4 dB and 0 dB in order to allow for slightly more noise suppression as ad-
justed via the maximum attenuation factors Gmin(ejΩµ, n) (see Eq. 4.8) in
the reconstructed subbands. The weights for the reconstructed spectrum are
calculated as:

Hr

(
ejΩµ, n

)
= 1 − H̃s

(
ejΩµ, n

)
. (4.96)

Finally, the output spectrum is computed according to

Ŝ
(
ejΩµ, n

)
= Hs

(
ejΩµ, n

)
Ŝs

(
ejΩµ, n

)
+ Hr

(
ejΩµ, n

)
Ŝr

(
ejΩµ, n

)
. (4.97)

To clarify the entire mixing process an input-to-noise ratio INR(Ωµ, n) is
depicted exemplarily in the upper diagram of Fig. 4.25. By utilizing the scheme
for computing the mixing weights described above the coefficients Hr(ejΩµ, n)
and Hs(ejΩµ, n), which are depicted in the lowest diagram of Fig. 4.25, result.
Note that in this example no limitation has been applied (Hs,min(ejΩµ, n) = 0)
for the reason of better visibility.

Finally, an example for the proposed algorithm is presented in Fig. 4.26.
A microphone signal measured in a car at a speed of about 90 km/h is used as
an input signal y(n). In the uppermost diagram of Fig. 4.26 a time-frequency
analysis of the input signal is depicted. The average SNR of this recording is
about 15 dB.
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Fig. 4.26. Time-frequency analyses of the noisy input signal y(n) (top), of the
output signal of a conventional noise suppression ŝs(n) (second diagram), of the
reconstructed signal ŝr(n) (third diagram), and of the adaptively mixed signal ŝ(n)
(bottom).

The output signal ŝs(n) of a conventional noise suppression scheme (respec-
tively its time-frequency analysis) is shown in the second diagram of Fig. 4.26.
A modified Wiener rule according to Eq. 4.8 with an adaptive overestimation

β
(
ejΩµ, n

)
= max

{
2,

1
G (ejΩµ, n − 1)

}
(4.98)
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according to [12] has been utilized. The maximum attenuation was adjusted
as

Gmin

(
ejΩµ, n

)
= 0.13 (4.99)

for all subbands which corresponds to −18 dB. In time-frequency areas with
low SNR the speech signal disappears within the noise components. With the
help of the speech reconstruction these signal parts can be recovered. The
output signal of the reconstruction ŝr(n) is depicted in the third diagram. By
mixing of the reconstructed and the conventionally noise suppressed signals
the output signal ŝ(n) is generated. Its time-frequency analysis is depicted in
the lowest diagram of Fig. 4.26.

4.5.2 Adding only the Voiced Part of the Reconstructed Signal

In some applications – such as hands-free telephony for cars – it is sufficient to
perform a signal reconstruction only for the low frequency range. Even if the
background noise in a car can get very strong at high speed in most cases a
sufficiently large SNR can be observed at frequencies above 500 Hz to 1000 Hz
due to the Lombard effect [6, 13]. However, the increase of the speaking level
is not large enough to compensate for the large noise power of engine noise at
low frequencies.

For these applications we suggest a slightly different approach compared
to the full range mixing scheme described in the last section. As a first step
we define a maximum reconstruction frequency Ωµr,max . Typically this value
is chosen to represent a frequency out of the interval

Ωµr,max ∈ 2π

fs

[
500Hz, 1000Hz

]
. (4.100)

For frequencies above that threshold only a conventional noise suppression is
performed, below an adaptive mixing of the noise suppressed and the recon-
structed signal is performed:

Ŝ
(
ejΩµ, n

)
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ŝs

(
ejΩµ, n

)
+ Hr

(
ejΩµ, n

)
Ŝr,v

(
ejΩµ, n

)
,

if µ ≤ µr,max ,

Ŝs

(
ejΩµ, n

)
,

else .

(4.101)

As mentioned at the beginning of Sec. 4.5 it is sufficient to utilize only the
voiced part of the reconstruction since most of the speech utterances are
completely voiced below Ωµr,max .

A car can be driven at different speeds which leads also to a very wide
range of signal-to-noise ratios. While the reconstruction should be switched
off completely during stand-still or at low speed it can improve the signal
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quality significantly in high noise conditions. To differentiate these scenarios
we propose to analyze the weights G(ejΩµ, n) of the conventional noise sup-
pression filter. In our setup this leads to slightly better results compared to
the scheme presented in the previous section. In Fig. 4.27 an overview about
the second mixing scheme is presented.
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Voice activity
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Ŝs(e
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Ŝr,v(e
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ŝr,v(n)

dact(n)

ŝ(n)
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G̃(ejΩµ, n)

Hr(e
jΩµ, n)

Fig. 4.27. Overview about the adaptive combination of the output signal of a
conventional noise suppression ŝs(n) and the reconstructed speech signal ŝr(n).

In order to reduce the dependance of the noise floor parameter of the noise
suppression rule we first subtract the maximum attenuations Gmin(ejΩµ, n)
from the noise reduction weights and second scale the resulting attenuation
range such that values between 0 and 1 are obtained:

G̃
(
ejΩµ, n

)
=

G
(
ejΩµ, n

)
− Gmin

(
ejΩµ, n

)
1 − Gmin (ejΩµ, n)

. (4.102)

In the next step speech activity is detected by computing the average normal-
ized weight of the noise suppression characteristic within a limited frequency
range Ωµ4 ≤ Ωµ ≤ Ωµ5 :

G̃avg(n) =
1

µ5 − µ4 + 1

µ5∑
µ=µ4

G̃
(
ejΩµ, n

)
. (4.103)

If the average normalized weight is larger than a threshold G0 voice activity
is detected:

dact(n) =
{

1 , if G̃avg(n) > G0 ,
0 , else .

(4.104)
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Threshold values of about G0 = 0.4 ... 0.6 have proven to be reasonable. The
frequency range of this detection should not start at very low frequencies,
since in very noisy scenarios the very low frequency weights mostly stay at
the maximum attenuation. In our setup we have chosen the lower and upper
frequency limit as

Ωµ4 ←→ 700Hz , (4.105)
Ωµ5 ←→ 3000Hz . (4.106)

During periods of detected voice activity the normalized filter weights are
smoothed slowly over time. An IIR filter of first order, e.g., with a smoothing
constant of about λG = 0.8 ... 0.99 can be utilized:

G̃ (ejΩµ, n) =

⎧⎨⎩λG G̃ (ejΩµ, n − 1) + (1 − λG) G̃
(
ejΩµ, n

)
, if dact(n) = 1 ,

G̃ (ejΩµ, n − 1) , else .

(4.107)

For those subbands that show permanently a large attenuation the recon-
struction is (preliminarily) activated. This can be accomplished by simply
comparing the smoothed weights with a threshold G̃0:

H̃r

(
ejΩµ, n

)
=

{
1 , if G̃ (ejΩµ, n) < G̃0 ,

0 , else .

Due to the normalization of the noise suppression factors a good choice for
the threshold is G̃0 = 0.5. Since the reconstruction should be applied in peri-
ods of voice activity the final filter weights are computed by multiplying the
preliminary ones with the voice activity detection flag:

Hr

(
ejΩµ, n

)
= H̃r

(
ejΩµ, n

)
dact(n) . (4.108)

As in the description of the mixing scheme for the entire frequency range we
will now show an example in terms of time-frequency analyses. Fig. 4.28 shows
in its upper diagram a spectrogram of a microphone signal recorded in a car at
a speed of about 160 km/h. The low SNR at low frequencies is clearly visible –
most of the time the lowest two pitch trajectories are not visible. Consequently,
a conventional noise suppression only inserts its maximum attenuation – which
was set to −10 dB in this example – in these subbands (see center diagram). By
applying the voiced speech reconstruction and the mixing scheme presented
in this section an output signal that is depicted in the lowest part of Fig. 4.28
is generated.

For the speech reconstruction an upper frequency limit Ωµr,max of about
1000 Hz was selected. Monitoring the weights of the conventional noise sup-
pression, however, adaptively reduces this threshold to about 800 Hz. When
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Fig. 4.28. Time-frequency analyses of the noisy input signal y(n) (top), of the out-
put signal of a conventional noise suppression ŝs(n) (center), and of the adaptively
mixed signal ŝ(n) (bottom).

activating the reconstruction part we have increased the maximum attenua-
tion of the noise suppression by 3 dB to −13 dB, since artifacts that appear
in standard noise suppression schemes are masked now mostly by the recon-
structed parts.

Comparing the time-frequency analyses of the conventionally noise sup-
pressed signal and the reconstructed signal shows clearly the recovery of the
lowest two pitch trajectories.
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4.6 Summary and Outlook

In this chapter an overview about a special type of model-based speech en-
hancement schemes – speech reconstruction – has been presented. Special
emphasis was put on partial speech reconstruction approaches, applied ei-
ther only in the computation of the frequency selective attenuation factors
of conventional noise suppression schemes or directly to the output signal.
For selected algorithms basic realizations as well as measured results were
presented.

Partial speech reconstruction starts where conventional noise suppression
approaches such as spectral subtraction, Wiener filtering, or decision-directed
approaches fail – in time-frequency areas of noisy speech signals with signal-
to-noise ratios lower than 0 dB. Thus, all ingredients of these new schemes,
such as voice-activity detection, pitch and spectral envelope estimation, need
to work reliably in these high noise conditions. Each detector or estimator
improvement directly improves also the quality of the reconstructed signal.

A fully reconstructed signal is free of noise but sounds with the current
approaches still some kind of robotic or metallic. However, if mixed prop-
erly with a conventionally noise suppressed signal significant quality improve-
ments can be achieved – especially when evaluating the speech quality after
coding/decoding schemes. The authors are convinced that this kind of model-
based speech enhancement will be a valuable add-on for standard speech en-
hancement approaches for high noise conditions.
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Bandwidth Extension of Telephony Speech

Bernd Iser and Gerhard Schmidt

Harman/Becker Automotive Systems, Ulm, Germany

In this chapter an introduction on bandwidth extension of telephony speech is
given. It is presented why current telephone networks apply a limiting band-
pass, what kind of bandpass is used, and what can be done to (re)increase
the bandwidth on the receiver side without changing the transmission sys-
tem. Therefore, several approaches – most of them based on the source-filter
model for speech generation – are discussed. The task of bandwidth extension
algorithms that make use of this model can be divided into two subtasks: exci-
tation signal extension and wideband envelope estimation. Different methods
like non-linear processing, the use of signal and noise generators, or modula-
tion approaches on the one hand and codebook approaches, linear mapping
schemes or neural networks on the other hand, are presented.

5.1 Introduction

Speech is the most natural and convenient way of human communication. This
is the reason for the big success of the telephone system since its invention in
the nineteenth century [2]. At that time costumers didn’t request high quality
speech. Nowadays, however, costumer are aften not satisfied with the quality
of service provided by the telephone system especially when compared to
other audio sources, such as radio or compact disc. The degradation of speech
quality using analog telephone systems is caused by the introduction of band
limiting filters within amplifiers that are required to maintain a certain signal
level in long local loops [26]. These filters exhibit a passband from approx.
300 Hz up to 3400 Hz (see Fig. 5.1 a) and are applied to reduce crosstalk
between different channels.

As we can see in Fig. 5.3 b the application of such a bandpass attenuates
large speech portions. Digital networks, such as Integrated Service Digital Net-
work (ISDN) and Global System for Mobile Communication (GSM), are able to
transmit speech in higher quality since additionally signal components below
300 Hz as well as components between 3.4 kHz and 4 kHz can be transmitted
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Fig. 5.1. (a): Telephone bandpass according to ITU recommendation G.151 [20]
(used in analog phone connections) and (b): highpass according to [11] (used in the
GSM cell phone network).

(see Fig. 5.1 b). However, this is only true if the entire call (in terms of its
routing) remains in those networks – when leaving into an analog telephone
network the speech signal is once again bandlimited. Furthermore, we still
have a band limitation of 4 kHz.

Thus, great efforts have been made to increase the quality of telephone
speech signals in recent years. Wideband codecs are able to increase the band-
width up to 7 kHz or even higher at only moderate complexity increase [21].
Nevertheless, applying these codecs would mean to modify current networks.
Another possibility is to increase the bandwidth after transmission by means
of bandwidth extension. The basic idea of these enhancements is to estimate
the speech signal components above 3400 Hz and below 300 Hz and to com-
plement the signal in the new frequency bands with this estimate. In this case
the telephone networks are left untouched. Fig. 5.2 shows the basic structure
of a telephone connection with a bandwidth extension (BWE) system inserted
in the receiving path of a telephone connection. The incoming signal s̃tel(n)
at the local terminal is first upsampled from 8 kHz to the desired sampling
rate, e.g. 11 or 16 kHz. The resulting signal stel(n) has now the desired rate
but contains no signal components above 4 kHz (assuming anti-imaging filters
of sufficient quality within the upsampling process). In the bandwidth exten-
sion unit the signal is analyzed within the telephone band and the missing
frequency components are generated and added to the original input signal.
The resulting signal is denoted as sext(n).

Additionally, three time-frequency analyses are presented in Fig. 5.3. The
first analysis depicts a wideband speech signal s(n) as it would be recorded
close to the mouth of the communication partner on the remote side. If we
assume not to have any kind of errors or distortions on the transmission a
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Fig. 5.2. Overall system for bandwidth extension.

bandlimited signal stel(n) as depicted in the center diagram would be received
at the local side. The truncation of the frequency range is clearly visible.
Without any additional processing the local communication partner would be
listening to this signal. If bandwidth extension is applied a signal sext(n) as
depicted in part (c) of Fig. 5.3 would be reconstructed. Even if the signal is
not exactly the same as the original one, it sounds more natural and – as a
variety of listening tests indicate – the speech quality in general is increased
as well [17].

Additionally, we have to note that the application of bandwidth extension
is not limited to the bandwidth of current telephone networks. If wideband
codecs such as [21] will be used BWE schemes can extend the frequency range
above 7 kHz. Early investigations show that in these scenarios the improve-
ment of speech quality is even better. However, in this chapter we will focus
on extending the bandwidth of 4 kHz telephone speech.

5.2 Organization of the Chapter

Since most of the recent schemes for bandwidth extension utilize the so-called
source-filter model of human speech generation [8] we will first introduce this
model and a few basics in Sec. 5.3. Early attempts of bandwidth extension,
however, do not rely on this model assumption. Thus, we will give a short
overview about non-model based schemes in Sec. 5.4. The main part of this
contribution is about model-based extension schemes, which are discussed in
Sec. 5.5. Finally, an outlook on the evaluation of bandwidth extension systems
for telephony speech is presented in Sec. 5.6.
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(a) Wideband speech.
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(b) Bandlimited speech.
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(c) Reconstructed speech.

Fig. 5.3. Spectrograms of (a): wideband speech (b): bandlimited speech (c): recon-
structed speech.

5.3 Basics

The basic idea of bandwidth extension algorithms is to extract information
on the missing components out of the available narrowband signal stel(n).
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For finding information that is suitable for this task most of the algorithms
employ the so-called source-filter model of speech generation [8, 13,38].

5.3.1 Human Speech Generation

This model is motivated by the anatomical analysis of the human speech
apparatus (see Fig. 5.4). By breathing, the lungs get filled with air. This
air being expelled through the trachea causes the tensed vocal cords within
the larynx tube to vibrate. The resulting air flow through the opening of the
vocal cords, the so-called glottis, gets chopped into periodic pulses by the
periodically opening and closing vocal cords. This is the case when voiced
sounds like [@], [æ], [A:], [E], [I], or [i:] are being produced.1 The inverse of the
corresponding time period is called fundamental frequency or pitch frequency
and ranges from about 80 Hz for male speakers up to 300 Hz for female
speakers or children. In the case of unvoiced sounds like the fricatives [S], [s],
[T], or [f] the vocal cords are loose causing a turbulent, noise-like air flow [38].

Nasal
cavity

Vocal cords

Lung
volume

Pharynx
cavity

Mouth
cavity

Muscle
force

Source
part

Filter
part

Fig. 5.4. Human speech apparatus.

In Fig. 5.5 the glottal sound pressure difference that could be observed
directly behind the vocal cords is depicted for a voiced and an unvoiced sound.
In the case of the voiced utterance the periodicity is clearly visible. The period
of 10 ms is corresponding to a pitch frequency of 100 Hz. The recording was
done with a male participant.

1 The notation of the phonetic symbols was made according to [19].
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Fig. 5.5. Glottal air flow respectively the sound pressure difference for (a) a voiced
sound and (b) an unvoiced sound.

After passing the vocal cords the air flow reaches several cavities namely
the pharynx cavity, the nasal cavity, and the mouth cavity which all together
form the so-called vocal tract. The cavities within the vocal tract can addi-
tionally be separated from each other and changed in size and shape by the
tongue, the velum, the jaw, the mouth, and the lips. In these cavities with
their special characteristics concerning resonance the final sounds are pro-
duced. The characteristic of distinct human voices is build up by the mixture
of a pitch frequency which varies around a working point and the characteris-
tics of the vocal tract [8,37,38]. In Fig. 5.6 the short-term spectra of a voiced
and unvoiced utterance are depicted. Since speech is a quasi-stationary pro-
cess the approach using these short-term spectra is feasible (in the following
these short-term spectra will mostly be called spectra for reasons of brevity).
One can see clearly the pitch structure in Fig. 5.6 (a) with its maxima ev-
ery 100 Hz. The local maxima of the envelope spectrum are called formants
and are denoted with F1 to F4. The terms pitch and envelope spectrum will
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become clearer in the next section when a model for the speech production
process is introduced.
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(b) Unvoiced speech.

Fig. 5.6. Short-term spectrum of voiced (a) and unvoiced (b) utterances.

5.3.2 Source-Filter Model

As explained in the previous section a flow of air coming from the lungs is
pressed through the vocal cords. At this point two scenarios can be distin-
guished:

• In the first scenario the vocal cords are loose causing a turbulent (noise-
like) air flow.

• In the second scenario the vocal cords are tense and closed. The pressure
of the air coming from the lungs increases until it causes the vocal cords
to open. Now the pressure decreases rapidly and the vocal cords close once
again. This scenario results in a periodic signal.
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Impulse
generator

Vocal tract
transfer function

Noise
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fpitch(n) g(n)

1 − g(n)

s(n)σ(n)

Fig. 5.7. Source-filter model for the process of human speech generation.

The signal that could be observed directly behind the vocal cords is called ex-
citation signal. This excitation signal has the property of being spectrally flat.
After passing the vocal cords the air flow goes through the cavities described
before.

The source-filter model tries to rebuild the two scenarios that are respon-
sible for the generation of the excitation signal by using two different signal
generators (see Fig. 5.7):

• a noise generator for rebuilding unvoiced (noise-like) utterances and
• a pulse train generator for rebuilding voiced (periodic) utterances.

The inverse of the pulse duration is called pitch frequency – in Fig. 5.7 denoted
as fpitch(n). These signal generators can be accessed either in a binary manner,

g(n) ∈ {0, 1} , (5.1)

or continuously,

0 ≤ g (n) ≤ 1 . (5.2)

For rebuilding the influence of the cavities a low-order all-pole filter with the
frequency response

H
(
ejΩ , n

)
=

σ(n)
A
(
ejΩ , n

) =
σ(n)

1 −
Npre∑
i=1

ãi(n) e−jΩi

(5.3)

is employed.2 The order Npre of the all-pole model is chosen usually in the
range of 10 to 20. Since the excitation signal is a spectrally flat signal, the
2 We have used the “tilde notation” for the coefficients ãi(n) in order to avoid a

conflict with the definitions of standard transformations such as Fourier or z-
transform. The Fourier transform is defined as A(ejΩ , n) =

∑∞
i=−∞ ai(n) e−jΩi.

By comparing the coefficients we get a0(n) = 1, ai(n) = −ãi(n) for 1 ≤ i ≤ Npre,
and ai(n) = 0 else.
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transfer function of this all-pole model represents the spectral envelope of the
speech signal. The parameters ãi(n) of the all-pole model can be computed
by solving the so-called Yule–Walker equation system⎡⎢⎢⎢⎣

rss,0(n) rss,1(n) . . . rss,Npre−1(n)
rss,1(n) rss,0(n) . . . rss,Npre−2(n)

...
...

. . .
...

rss,Npre−1(n) rss,Npre−2(n) . . . rss,0(0)

⎤⎥⎥⎥⎦
︸ ︷︷ ︸

Rss(n)

⎡⎢⎢⎢⎣
ã1(n)
ã2(n)

...
ãNpre(n)

⎤⎥⎥⎥⎦
︸ ︷︷ ︸

ã(n)

=

⎡⎢⎢⎢⎣
rss,1(n)
rss,2(n)

...
rss,Npre(n)

⎤⎥⎥⎥⎦
︸ ︷︷ ︸

rss(n)

.

(5.4)

The coefficients rss,i(n) represent the short-term autocorrelation at lag i es-
timated around the time index n. Finally, the gain parameter σ(n) in Eq. 5.3
is computed as the square root of the output power of a predictor error filter
with coefficients ãi(n):

σ(n) =

√√√√rss,0(n) −
Npre∑
i=1

ãi(n) rss,i(n)

=
√

rss,0(n) − ãT(n) rss(n) . (5.5)

Due to the special character of the matrix Rss(n) the equations 5.4 and 5.5
can be solved in an order-recursive manner by using, e.g., the Levinson-Durbin
recursion [10,30]. Since speech can be assumed to have a stationary character
only for short periods of time, the parameters of the model need to be esti-
mated periodically every 5 to 10 ms. By utilizing about 10 coefficients ai(n)
and the gain σ(n) one is able to estimate the spectral envelope of a speech
signal in a reliable manner.

5.3.3 Parametric Representations of the Spectral Envelope

Due to their compact representation of short-term spectral envelopes the pre-
diction parameters ai(n) (or ãi(n)) play a major role in speech coding and
bandwidth extension. However, if cost functions that take the human audi-
tory perception into account are applied the prediction parameters are often
transformed into so-called cepstral coefficients [33]:

ci(n) =
1
2π

π∫
−π

ln
{

H
(
ejΩ, n

)}
ejΩi dΩ . (5.6)

By applying the natural logarithm on the complex filter spectrum we have to
use its complex type which is defined as [3]

ln{z} = ln |z| + j arg{z} , (5.7)
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where arg{z} denotes the angle of z within the complex plain. As we will see
later on, the resulting cepstral coefficients ci(n) are real due to the special
symmetry properties of H

(
ejΩ, n

)
as well as due to the fact that H

(
ejΩ, n

)
represents a stable all-pole filter. Applying a Fourier transform on both sides
of Eq. 5.6 leads us to

∞∑
i=−∞

ci(n) e−jΩi = ln
{

H
(
ejΩ, n

)}
. (5.8)

The cepstral coefficients used in this chapter are so-called linear predictive
cepstral coefficients. As indicated by the name these coefficients are computed
on the basis of linear predictive coefficients. By exchanging the filter spectrum
H(ejΩ , n) by its representation using an all-pole model we obtain

∞∑
i=−∞

ci(n) z−i

∣∣∣∣
z=ejΩ

= ln
{

σ(n)
A(z, n)

} ∣∣∣∣
z=ejΩ

= ln
{
σ(n)

}
− ln

{
A(z, n)

}∣∣∣∣
z=ejΩ

. (5.9)

Let us now have a closer look at the last term ln {A(z, n)} in Eq. 5.9:

ln
{
A(z, n)

}
= ln

{
1 −

Npre∑
i=1

ãi(n) z−i

}

= ln

{
Npre∑
i=0

ai(n) z−i

}
. (5.10)

By representing this expression as a product of zeros with modified coefficients
bi(n) we can write

ln

{
Npre∑
i=0

ai(n) z−i

}
= ln

{
Npre∏
i=0

[
1 − bi(n) z−1

]}

=
Npre∑
i=0

ln
{

1 − bi(n) z−1
}

. (5.11)

By exploiting the following series expansion [3]

ln
{

1 − b z−1
}

= −
∞∑

k=1

bk

k
z−k, for |z| > |b| , (5.12)

that holds for factors that converge within the unit circle, which is the case
here since A(z, n) is analytic inside the unit circle [33], we can further rewrite
Eq. 5.11 (and thus also Eq. 5.10)
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ln
{

(A(z, n)
}

= −
Npre∑
i=0

∞∑
k=1

bk
i (n)
k

z−k

= −
∞∑

k=1

Npre∑
i=0

bk
i (n)
k

z−k . (5.13)

If we now compare Eq. 5.9 with Eq. 5.13 we observe that the two sums do
not have equal limits. This means that the ci(n) are equal to zero for i < 0.
For i > 0 we can set the ci(n) equal to the inner sum in Eq. 5.13. For i = 0
we have c0(n) = ln{σ(n)} from Eq. 5.9. In conclusion, we can state

ci(n) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Npre∑
m=0

bi
m(n)

i
, for i > 0 ,

ln
{
σ(n)

}
, for i = 0 ,

0 , for i < 0 .

(5.14)

This leads to the assertion

ln
{

σ(n)
A(z, n)

}
= ln

{
σ(n)

}
+

∞∑
i=1

ci(n) z−i. (5.15)

If the Npre predictor coefficients ai(n) (or ãi(n)) are known we can derive a
simple recursive computation of the linear predictive cepstral coefficients ci(n)
by differentiating both sides of Eq. 5.15 with respect to z and equating the
coefficients of alike powers of z:

− d

dz

[
ln
{

1 −
Npre∑
i=1

ai(n) z−i

}]
=

d

dz

[ ∞∑
i=1

ci(n) z−i

]
Npre∑
i=1

i ai(n) z−i−1

[
− 1 +

Npre∑
i=1

ai(n) z−i

]−1

= −
∞∑

i=1

i ci(n) z−i−1 . (5.16)

Multiplying both sides of Eq. 5.16 with
[
− 1 +

Npre∑
i=1

ai(n) z−i
]

leads to

Npre∑
i=1

i ai(n) z−i−1 =
∞∑

i=1

i ci(n) z−i−1 −
∞∑

k=1

Npre∑
i=1

k ck(n) ai(n) z−k−i−1. (5.17)

If we now consider the equation above for equal powers of z, we find that
starting from left, the first two terms only contribute a single term each up to
z−Npre−1. We will label the order with i. The last term in contrast produces
a number of terms that depend on i. Equating all terms that belong to the
same power of z results in
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i ai(n) = i ci(n) −
i−1∑
k=1

k ck(n)ai−k(n) , for i ∈ {1, ..., Npre} . (5.18)

Solving this equation for ci(n) results in

ci(n) = ai(n) +
1
i

i−1∑
k=1

k ck(n) ai−k(n) , for i ∈ {1, ..., Npre} . (5.19)

For i > Npre the first term on the right hand side still needs to be considered
in Eq. 5.17 whereas the term on the left hand side does not contribute to
powers of z larger than Npre − 1 and can therefore be omitted. Therefore, we
can solve Eq. 5.17 for i > Npre as

ci(n) =
1
i

i−1∑
k=1

k ck(n) ai−k(n) , for i > Npre. (5.20)

By summarizing all results we can formulate a recursive computation of cep-
stral coefficients from linear predictive coefficients as

ci(n) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 , for i < 0 ,

ln
{
σ(n)

}
, for i = 0 ,

ai(n) + 1
i

i−1∑
k=1

k ck(n) ai−k(n) , for 1 ≤ i ≤ Npre ,

1
i

i−1∑
k=1

k ck(n) ai−k(n) , for i > Npre .

(5.21)

This means that the average gain of the filter is represented by the coefficient
c0(n) while its shape is described by the coefficients c1(n), c2(n), etc. In most
cases the series ci(n) fades towards zero rather quickly. Thus, it is possible to
approximate all coefficients above a certain index by zero. We will compute
in the following only the coefficients from i = 0 to i = Ncep − 1, with

Ncep =
3
2
Npre , (5.22)

and assume all other coefficients to be zero. We have elaborated the relation
between cepstral and predictor coeffients since we will use a cost function
based on cepstral coefficents in most of the succeeding bandwidth extension
schemes – either directly or within a parameter training stage.

Furthermore, the model according to Eq. 5.3 represents an IIR filter. Thus,
after any modification of the coefficients ai(n) (or ãi(n), respectively) it needs
to be checked whether stability is still ensured. These tests can be avoided if
a transformation into so-called line spectral frequencies (LSFs) [23] is applied.
These parameters are the angles of the zeros of the polynomials P (z) and
Q(z) in the z-domain
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P (z, n) = A(z, n) + z−(Npre+1)A(z−1, n) , (5.23)

Q(z, n) = A(z, n) − z−(Npre+1)A(z−1, n) . (5.24)

where P(z) is a mirror polynomial and Q(z) an anti-mirror polynomial. The
mirror property is characterized by

P (z, n) = z−(Npre+1) P (z−1, n) , (5.25)
Q(z, n) = z−(Npre+1) Q(z−1, n) . (5.26)

As shown in [39] A(z, n) is guaranteed to be a minimum phase filter (and
therefore the synthesis filter H(z, n) = σ(n)/A(z, n) is guaranteed to be a
stable filter) if the zeros of P (z, n) = 0 and Q(z, n) = 0 lie on the unit circle
and if they are increasing monotonously and alternating. In fact P (z, n) has
a real zero at z = −1 and Q(z, n) at z = 1.

In Fig. 5.8 two versions of an original spectral envelope (also depicted)
quantized with 6 bits are depicted. Representations using LPC coefficients as
well as LSF coefficients have been used. It is obvious that LSF coefficients
are more robust against quantization than LPC coefficients [40]. However, the
benefit concerning robustness grained by the usage of line spectral frequencies
does not always justify the increased computational complexity that results
form the search for the zeroes.
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Fig. 5.8. Original spectral envelope and two quantized versions (6 bits).

5.3.4 Distance Measures

Distance measures play an important role in speech quality assessment, speech
coding, and – as we will see in the next sections – also in training and search
procedures in bandwidth extension schemes. Plenty of different distance mea-
sures for all kinds of applications exist [41]. Since we are dealing with band-
width extension and one major task is the extension of the spectral envelope,



148 B. Iser, G. Schmidt

we will focus here on distance measures that are appropriate to evaluate dis-
tances between parametric representations of spectral envelopes. Most of the
spectral distance measures are Lp-norm based measures

dp

(
H
(
ejΩ, n

)
, Ĥ
(
ejΩ, n

) )
=

[
1
2π

π∫
−π

∣∣∣H (ejΩ, n
)
− Ĥ

(
ejΩ, n

) ∣∣∣pdΩ

] 1
p

.

(5.27)

The most common choices for p are p = 1, p = 2, and p = ∞ resulting in
the so-called city block distance, Euclidean distance and Minkowski distance.
Since the representation of the magnitude spectrum in a logarithmic manner
is very popular, another well known distance measure has emerged from this
kind of representation. Furthermore, this distance measure can be computed
directly on the parametric representation of the spectral envelope. It is the
so-called cepstral distance, which is defined as

dcep

(
ci(n), ĉi(n)

)
=

∞∑
i=−∞

(
ci(n) − ĉi(n)

)2

, (5.28)

where the ci(n) and ĉi(n) denote linear predictive cepstral coefficients as de-
scribed before. An interesting property of this definition can be shown using
Parsevals theorem [38] (compare Eq. 5.6)

dcep

(
ci(n), ĉi(n)

)
=

1
2π

π∫
−π

∣∣∣∣ ln{H
(
ejΩ, n

)}
− ln

{
Ĥ
(
ejΩ, n

)}∣∣∣∣2 dΩ . (5.29)

For the tasks required in bandwidth extension schemes it is necessary to com-
pare only the shape of two spectral envelopes but not the gain. For this reason,
we start the summing index at i = 1 in Eq. 5.28. Furthermore, we assume –
as explained before – that the cepstral series does not show significant values
for large indices. Thus, we modify the original definition (Eq. 5.28) for our
purposes to

d̃cep

(
ci(n), ĉi(n)

)
=

Ncep∑
i=1

(
ci(n) − ĉi(n)

)2

. (5.30)

This represents an estimate for the average squared logarithmic difference in
the frequency domain of two gain normalized envelopes:

d̃cep

(
ci(n), ĉi(n)

)
≈ 1

2π

π∫
−π

∣∣∣∣∣ln
{

H
(
ejΩ, n

)
σ(n)

}
− ln

{
Ĥ
(
ejΩ, n

)
σ̂(n)

}∣∣∣∣∣
2

dΩ

=
1
2π

π∫
−π

∣∣∣∣ ln{A
(
ejΩ, n

)}
− ln

{
Â
(
ejΩ, n

) }∣∣∣∣2 dΩ .

(5.31)
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For the last modification in Eq. 5.31 it has been used that ln{1/A(ejΩ)} =
− ln{A(ejΩ)}. This distance measure will be utilized for most of the schemes
presented in the following sections of this chapter.

5.4 Non-Model-Based Algorithms for Bandwidth
Extension

The first approaches for bandwidth extension that have been documented do
neither make use of any particular model for the speech generation process
nor do they make use of any a priori knowledge concerning speech proper-
ties. These so-called non-model-based algorithms are the most simple methods
for increasing the bandwidth. As reported in [24] the first experiments have
been conducted in 1933 using a non-linear (quadratic) characteristic. Later
on the British Broadcasting Corporation (BBC) was interested in increas-
ing the bandwidth during telephone contributions [7]. Mainly three different
non-model based algorithms exist. In the following we will discuss these (his-
torical) methods in a succinct manner as some of these ideas will show up in
later sections once again.

5.4.1 Oversampling with Imaging

This method makes use of the spectral components that occur when upsam-
pling (inserting zeros) a signal either without any anti-imaging filter at all or
with a filter HAI(ejΩ) showing only some slow decay above half of the desired
sampling frequency (see Fig. 5.9). The upsampling process results in a spec-

Inserting
zeros

Slow decaying
anti-imaging filter

s̃tel(n) sext(n)
HAI

(
ejΩ
)

r

Fig. 5.9. Bandwidth extension based on oversampling and imaging.

trum that is mirrored at half of the original sampling frequency. This method
profits from the noise-like nature of the excitation signal concerning unvoiced
utterances. Unvoiced utterances result in a spectrum which has most of its
energy in the higher frequency regions and therefore exactly this portions are
mirrored. The temporal behavior of unvoiced components below the cut-off
frequency correlates strongly with them above the cut-off frequency which is
preserved applying this mirroring.

A drawback of this method concerning telephony speech is that the lower
frequency part of the spectrum is not extended at all. Furthermore if a sig-
nal that is bandlimited according to the frequency response of an analog
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telephone system with 8 kHz sampling rate is upsampled a spectral gap is
produced around 4 kHz. A rather costly alternative would be to first down-
sample the signal to a sampling rate that is equal to twice of the maximum
signal bandwidth (e.g. 2 · 3600 Hz) before upsampling once again. An exam-
ple is depicted in Fig. 5.10. The upper plot shows a time-frequency analysis
of the incoming bandlimited telephone signal s̃tel(n). After inserting zeros in
between neighboring samples of the input signal (upsampling with r = 2)
and filtering with an anti-imaging filter that has its 3 dB cut-off frequency at
about 7 kHz (instead of 4 kHz) a wideband signal sext(n) as depicted in the
lower diagram of Fig. 5.10 is generated.
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Fig. 5.10. Bandwidth extension using upsampling and low-quality anti-imaging
filters. A time-frequency analysis of the input signal s̃tel(n) is depicted in the upper
diagram. After upsamping with an upsampling ratio of r = 2 and filtering with an
anti-imaging filter having a cut-off frequency of about 7 kHz an output signal stel(n)
as depicted in the lower diagram is generated.

The results crucially depend on the effective bandwidth of the original
signal and the upsampling ratio. For increasing the bandwidth of signals that
are bandlimited to 8 kHz up to 12 kHz, for example, this method works
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surprisingly well, but in the case of telephony speech this method produces
poor results [6, 9].

5.4.2 Spectral Shifting

The basic idea behind spectral shifting approaches is to exploit the presence of
an existing harmonic (or noise-like) structure in the telephone band assuming
voiced (unvoiced) utterances and shifting a weighted copy of that part of the
short-term spectrum that belongs to the telephone band in different manners
into the extension regions. This is usually performed using the short-term
Fourier transform. If the desired output sampling rate is an integer multiple
of the input sampling rate, spectral shifting can easily be combined with the
upsampling process. After block extraction and appropriate windowing an
FFT of lower order (compared to the synthesis stage, e.g. ÑFFT = 256) is
performed. The resulting vector is denoted as

S̃tel(n) =
[
S̃tel

(
e

j 2π
ÑFFT

0
, n
)

, ... , S̃tel

(
e

j 2π
ÑFFT

(ÑFFT−1)
, n

)]T
. (5.32)

The FFT bin around π can be set to zero and the resulting spectral vector
can be extended by inserting zeros next to that bin (e.g. also 256 zeros for
doubling the sampling rate):

Stel(n)=

[
S̃tel

(
e

j 2π
ÑFFT

0
, n
)

, ..., S̃tel

(
e

j 2π
ÑFFT

(
ÑFFT

2 −1)
, n

)
, 0, 0, 0, ... 0,︸ ︷︷ ︸

NFFT−ÑFFT+1 zeros

S̃tel

(
e

j 2π
ÑFFT

(
ÑFFT

2 +1)
, n

)
, ..., S̃tel

(
e

j 2π
ÑFFT

(ÑFFT−1)
, n

)]T

.

(5.33)

Next the extended spectral vector Stel(n) can be modified according to one
of the methods that will be presented below. Afterwards an inverse FFT
of appropriate size (e.g. NFFT = 512) and again a window function (e.g. a
Hann window of order 512) is applied. The basic structure of this approach is
depicted in Fig. 5.11.

5.4.2.1 Fixed Spectral Shifting

Fixed spectral shifting indicates a shift with a fixed frequency offset. The start-
ing index of the copy for the upper and lower extension region can be chosen
independently. However, when choosing the starting indices (Ωlow, Ωhigh) for
the copy of the upper extension region one has to keep in mind not to exceed
the upper band limit given by the telephone bandpass, nor the Nyquist limit.
The so derived signal is then weighted in order to take care of the average
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Adaptive
control
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Ωlow(n)

Ωhigh(n)

W low(n)

W high(n)

Fig. 5.11. Structure of spectral shifting approaches that incorporate the upsampling
process.

spectral decay towards higher frequencies of most utterances and added to
the spectral vector that was extended with zeros before. The reason for per-
forming such a shift can easily be understood when we consider the processing
of voiced utterances. The periodic signal that is typical for voiced utterances
can be extended by these modulation techniques. As seen in Sec. 5.3.1 the
excitation signal of unvoiced utterances is noise-like and therefore no need to
take care of a specific structure exists. This means that we can also apply
this excitation extension method for unvoiced utterances but without hav-
ing to worry about discontinuing a structure. The possibility of continuing a
structure in an erroneous manner using a fixed shifting scheme in the case of
voiced utterances and the small noticeable artifacts affiliated, lead to a pitch-
adaptive implementation presented in the following. A disadvantage that has
to be mentioned is the fact that the phase information that is also copied into
the extension regions might not be correct and could therefore lead to audible
artifacts. These artifacts are much stronger for the low frequency extension
than for high frequency signal reconstruction.

5.4.2.2 Adaptive Spectral Shifting

Incorporating a pitch detection and estimation [16] one could perform an
adaptive shift and thereby maintain the right pitch structure even at the tran-
sition regions from the telephone bandpass to the extension regions, [12, 15].
This can be done choosing the starting index for the copy such that the gap
between the last harmonic component in the telephone band and the first
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one in the copy just equals the fundamental frequency that is known through
the pitch determination algorithm.

Experimentsusingapitchadaptivespectralshiftingshowedthattheresulting
speech quality critically depends on the quality of the pitch determination
algorithm. Jitter in the pitch detection results in audible artifacts – however,
only for the excitation of the lower frequency range. The improvement that
can be achieved by an adaptive shift concerning the upper extension region is
slightly smaller compared to the lower extension. Nonetheless, the extension of
the high frequency range is not very sensitive towards pitch estimation errors
(even in voiced periods).

Additionally, one can add an adaptive weighting of the extended frequency
ranges (W low(n), W high(n)). If on the one hand much lower short-term power
in the frequency range around 3 kHz compared to the range around 600 Hz is
detected (this is the case for several vowels), the high frequency range should
be extended only softly. If on the other hand a higher short-term power in
the upper frequency region compared to the lower one is detected (as it is the
case for fricatives), the lower extension should be attenuated and the higher
extension should be boosted.

5.4.3 Application of Non-Linear Characteristics

The application of non-linear characteristics to periodic signals produces har-
monics as we will see in more detail in section 5.5.1.2. This can be exploited for
increasing the bandwidth similar to the above described method. The com-
ponents generated out of the telephone band are usually attenuated by an
empirically determined filter. An advantage of this method compared to the
above presented one is that concerning telephony speech the lower frequency
part is extended as well. Also no spectral gap occurs within the higher fre-
quency part. A drawback might be the aliasing that can occur depending on
the effective bandwidth, the sampling rate, and the non-linear characteristic
that has been applied. In Sec. 5.5.1.2 a small selection of non-linear charac-
teristics and their properties is presented.

The results produced by this approach are similar to the results of the
method described in Sec. 5.4.1. Concerning telephony speech the results
achieved are not satisfying [7, 35].

5.5 Model-Based Algorithms for Bandwidth Extension

In contrast to the methods described before the following algorithms make use
of the already discussed source-filter model and thereby of a priori knowledge.
As already stated in Sec. 5.3 the task of bandwidth extension following the
source-filter model can be divided into two subtasks,

• namely the generation of a broadband excitation signal and
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• the estimation of the broadband spectral envelope.

In the next two sections we will discuss possibilities to accomplish these tasks.
In Fig. 5.12 a basic structure of a model-based bandwidth extension scheme
is depicted.

Spectral envelope
extraction

(telephone band)

Spectral envelope
estimation
(wideband)

Predictor
error filter

Generation of
the wideband

excitation signal

Inverse predictor
error filter

Source part of the model

Filter part of the model

Bandstop
filter

stel(n) sext(n)

ŝ(n)

enb(n) êbb(n)

anb(n) âbb(n)

Fig. 5.12. Basic structure of a model-based scheme for bandwidth extension.

We assume an input signal stel(n) that has already been upsampled to
the desired sample rate but with a conventional sampling rate conversion
(meaning that we do not have significant signal energy above 4 kHz). To
generate the estimated broadband excitation signal êbb(n) often the spectral
envelope of the input signal is first removed by means of a predictor error
filter:

enb(n) = stel(n) +
Npre, nb∑

i=1

anb,i(n) stel(n − i) . (5.34)

The coefficients anb,i(n) are computed on a block basis every 5 to 10 ms using
the methods described in Sec. 5.3.2. The index “nb” indicates that telephone
or narrow band quantities are addressed, while “bb” denotes extended or broad
band signals and parameters. The spectrally whitened input signal enb(n) is
used for the estimation of the broadband excitation signal êbb(n) while the
extracted spectral envelope, described by its predictor coefficient vector

anb(n) =
[
anb,1(n), anb,2(n) , ... anb,Npre,nb(n)

]T
, (5.35)
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is utilized for estimating the broadband spectral envelope. We will describe
the latter term also by a vector containing the coefficients of a prediction filter

âbb(n) =
[
âbb,1(n), âbb,2(n) , ... âbb,Npre,bb(n)

]T
. (5.36)

Usually, this vector consists of more coefficients than its narrowband equiva-
lent

Npre,bb ≥ Npre,nb . (5.37)

Finally, both model parts are combined using an inverse predictor error fil-
ter with coefficients âbb,i(n) that is excited with the estimated broadband
excitation signal êbb(n):

ŝ(n) = êbb(n) −
Npre,bb∑

i=1

ŝ(n − i) âbb,i(n) . (5.38)

In some implementations a power adjustment of this signal is necessary. Since
we want to reconstruct the signal only in those frequency ranges that are not
transmitted over the telephone line a bandstop filter is applied. Only those
frequencies should pass the filter that are not transmitted (e.g. frequencies be-
low 200 Hz and above 3.8 kHz). Finally the reconstructed and the upsampled
telephone signals are added (see Fig. 5.12).

5.5.1 Generation of the Excitation Signal

For the generation of the broadband excitation signal mainly three classes
of approaches exist. These classes include modulation techniques, non-linear
processing, and the application of function generators. We will describe them
briefly in the next sections.

5.5.1.1 Modulation Techniques

Modulation techniques is a term that implies the processing of the excitation
signal in the time domain by performing a multiplication with a modulation
function

êbb(n) = enb(n) · 2 cos(Ω0n). (5.39)

This multiplication with a cosine function in the time domain corresponds to
the convolution with two dirac impulses in the frequency domain:

Êbb

(
ejΩ
)

= Enb

(
ejΩ
)
∗
[
δ
(
Ω − Ω0

)
+ δ
(
Ω + Ω0

)]
= Enb

(
ej(Ω−Ω0)

)
+ Enb

(
ej(Ω+Ω0)

)
. (5.40)
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In Fig. 5.13 an example for a modulation approach is depicted. Part (a) shows
a time-frequency analysis of an input signal consisting of several harmonic sine
terms with a basic fundamental frequency that slowly increases over time. If we
multiply this signal with a 3800 Hz modulation function a signal as depicted
in part (b) of Fig. 5.13 is generated.

(a) Harmonic (bandlimited) signal enb(n).

(b) Harmonic (extended) signal êbb(n).

Fig. 5.13. The effect of a cosine modulation. The spectral gap around 3800 Hz in
the extended signal êbb(n) appears due to missing low frequency components within
the input signal enb(n).

DependingonthemodulationfrequencyΩ0 sometimesthetwoshiftedspectra
overlap. For that reason bandpass filtering before applying the modulation
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function might be necessary. Additionally the output signal might contain
signal components within the telephone band. This is the case in the example
that we have depicted in Fig. 5.13. In those cases also a filter can be applied
– this time the filter is applied to the output êbb(n) – that lets only those
frequencies pass that are desired. Additionally the original signal, respectively
its whitened version enb(n), can be used within the telephone band.

The reason for performing such a frequency shift can easily be understood
when we consider the processing of voiced utterances. The periodic signal that
is typical for voiced utterances can be extended by modulation techniques.
By incorporating a pitch detection one could even perform an adaptive shift
and thereby keep the pitch structure even at the transition regions from the
telephone band to the extension area. As seen in Sec. 5.3 the excitation signal
of unvoiced utterances is noise-like and therefore we do not have a structure
we have to take care of. This means that we also can apply this excitation
extension method for unvoiced utterances without having to worry about
continuing the signal structure along the frequency axis.

5.5.1.2 Non-Linear Processing

One major problem of the above discussed modulation techniques is the pitch
detection if the algorithm is designed (pitch-) adaptive. Especially in the low
frequency part bothersome artifacts occur if, concerning voiced utterances, the
harmonics of the pitch frequency are misplaced. This means the performance
of the algorithm crucially depends on the performance of the pitch detection.

Another possibility to extend the excitation signal is the application of
non-linear characteristics. Non-linearities have the property that they pro-
duce harmonics when applied to a periodic signal. This once again takes the
case of voiced utterances into account. There exist a variety of non-linear char-
acteristics which all have different properties. A quadratic characteristic on
one hand produces only even harmonics. A cubic characteristic on the other
hand produces only odd harmonics. The effect of the application of a non-
linear characteristic can be explained best for the quadratic characteristic.
The application of a quadratic characteristic in the time domain corresponds
to the convolution of the signal with itself in the frequency domain

êbb(n) = e2
nb(n) ◦−−• Enb

(
ejΩ
)
∗ Enb

(
ejΩ
)

= Êbb

(
ejΩ
)
. (5.41)

If we assume a line spectrum in the case of voiced sounds the effect becomes
clear. Every time the lines match during the shift within the convolution the
resulting signal will have a strong component. In contrast to the above pre-
sented method where we had the convolution with a dirac impulse at the
arbitrary frequency Ω0 (or a frequency determined by pitch estimation al-
gorithm) we convolve the signal with dirac impulses at proper harmonics of
Ω0. The effect of other non-linear characteristics can be explained by their
representation as a power series. Some possible characteristics are:
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• Half-way rectification: f(x) =

{
x, if x > 0 ,

0 else.

• Full-way rectification: f(x) = |x| .

• Saturation characteristic: f(x) =

⎧⎪⎨⎪⎩
a + (x − a) b, if x > a,

a − (x + a) b, if x < a,

x, else.

• Quadratic characteristic: f(x) = x2 or f(x) = x · |x| .

• Cubic characteristic: f(x) = x3 .

• Tanh characteristic: f(x) = tanh(µx) .

Here a, b and µ are arbitrary positive parameters. Another property is that
they (depending on the effective bandwidth, the sampling rate and the kind of
characteristic) produce components out of the Nyquist border. Therefore, the
signal has to be upsampled before applying the non-linear characteristic and
filtered by a lowpass with the cut-off frequency corresponding to half of the
desired sampling rate to avoid aliasing completely before downsampling. A
second property is that these non-linear characteristics produce strong com-
ponents around 0 Hz, which have to be removed. After the application of a
non-linear characteristic the extended excitation signal might have undergone
an additional coloration. This can be taken into account by applying a predic-
tion error filter (whitening filter). A disadvantage of non-linear characteristics
is that in the case of harmonic noise (e.g. engine noise in the car environment)
the harmonics of this noise signal are complemented as well. Furthermore, the
processed signals of quadratic and cubic characteristics show a wide dynamic
range and a power normalization is required. Fig. 5.14 shows the effect of a
half way rectification without any post processing (no predictor error filter).

5.5.1.3 Function Generators

The last class of algorithms for excitation signal extension are so called func-
tion generators. The simplest form of a function generator is a sine generator.
Similar to the use of adaptive modulation techniques this method needs a
pitch estimation. The sine generators are working in the time domain. The
parameters (amplitude, frequency) of the sine generators are obtained by em-
ploying the estimated broadband spectral envelope and the estimate for the
fundamental frequency and its harmonics respectively. The advantage of the
use of sine generators lies in the discrimination between actual and desired val-
ues for amplitude and frequency. The sine generators are designed to change
their actual parameters within a maximum allowed range of the parameters
towards the desired value. This prevents artifacts due to a step of amplitude or
frequency from one frame to another. Another advantage of these sine gener-
ators is that artifacts due to a step in phase of the low frequency components
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(a) Harmonic (bandlimited) signal enb(n).

(b) Harmonic (extended) signal êbb(n).

Fig. 5.14. The effect of non-linear characteristics (half way rectification).

do not appear due to the time domain processing. Furthermore, the sine gen-
erators do not need an estimated value for the fundamental frequency with
every sample or frame but for example only whenever such an estimate is very
reliable.

5.5.2 Vocal Tract Transfer Function Estimation

Besides the generation of the excitation signal êbb(n) the wideband spectral
envelope needs to be estimated. Several classes of estimation techniques have
been suggested:
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• One of the simplest approaches is linear mapping. In this case the feature
vector containing the parameters of the bandlimited envelope is multi-
plied with a matrix in order to estimate the wideband feature vector. The
advantage of the linear mapping approach is its simplicity in terms of
computational complexity and memory requirements. However, its perfor-
mance is – due to the unrealistic assumption of a linear relation between
bandlimited and wideband parameters – only very limited.

• Originating in the field of speech coding codebook approaches have been
proposed. In codebook based methods the spectral envelope in terms of low
order all-pole models of the current (bandlimited) frame is first mapped
on one of Ncb codebook entries according to a predefined distance mea-
sure [27]. The codebook is usually trained with a large corpus of pairs of
bandlimited and wideband speech sequences. Each entry of the codebook
for bandlimited envelopes has its wideband equivalent. This counterpart is
utilized as an estimate for the wideband spectral envelope of the current
frame.

• The third class of estimation techniques is based on the application of neu-
ral networks. In this case the assumption of a linear relationship between
the bandlimited parameter set and its wideband counterpart is dropped
and also a nonlinear relation can be modeled.

Furthermore, combinations of these estimation techniques can be realized.
Details about the above introduced approaches are described within the next
sections. Common to all approaches is that the parameters of each method are
trained using a large database of pairs of bandlimited and wideband speech
sequences. As known from speech and pattern recognition best results are
achieved when the training database is as close as possible to the final ap-
plication. Thus, boundary conditions such as recording devices and involved
coding schemes should be chosen carefully. Better results are achieved if the
training is performed speaker dependent. However, for most applications this
is not possible.

5.5.2.1 Generation and Preparation of Training Data

Before being able to train a codebook, neural network, or linear mapping ma-
trices, one important precondition is the availability of a sufficient amount
of training data that has to be processed carefully to extract the required
features. Starting point is a broadband speech corpus with at least the de-
sired target sampling rate and bandwidth, respectively. Such a speech corpus
should meet the requirements of the later application as closely as possible
concerning environmental noise level, the kind of utterances (read text or nat-
ural speech) and so on. Hence for the training of the approaches presented
here an additional speech corpus has been recorded. This speech corpus con-
sisted of recordings of 31 male and 16 female speakers including spontaneous
speech as well as read texts. Another requirement from the car environment
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was the recording of Lombard speech. Lombard speech determines the effect
that humans try to speak louder when the surrounding noise level is higher. Si-
multaneously the formants are shifted towards higher frequencies by speaking
at a higher volume. The effect of exiting car noise has been simulated by using
headphones playing a binaural recording of a car interior noise environment
when driving with a speed of 100 km/h at the appropriate sound pressure
level [4]. The recordings have been equalized for the microphone frequency
response of the respective headset. The method used for doing so is presented
in more detail later on.

(a) HATS in anechoic chamber. (b) Mobile phone attached to
HATS in side view.

Fig. 5.15. Setup using a head and torso simulator (HATS) and an anechoic chamber
for playing back the speech corpus and succeeding transmission via GSM.

This speech data can then be downsampled if needed. After removing the
speech pauses the speech corpus then has to be processed in an appropriate
manner to simulate a realistic band limiting transmission line. Another pos-
sibility is not to simulate such a behavior but to record the real transmitted
data. The speech corpus in this chapter has been played back using a head
and torso simulator (HATS) within an anechoic chamber (see Fig. 5.15). The
corpus has been equalized concerning the frequency response as well as the
sound pressure level so that the signal at the mouth reference point (MRP)
of the HATS equals the signal as it would have been recorded at the MRP
of each person. For this task a test sequence x(n) of white noise of sufficient
length has been generated and played back over the HATS. This signal has
been recorded by a calibrated measurement microphone in the MRP. If we
denote the recorded signal with y(n) we can estimate the frequency response
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of the HATS as

HHATS

(
ejΩ
)

=

√
Ŝyy(Ω)

Ŝxx(Ω)
, (5.42)

with Ŝyy(Ω) and Ŝxx(Ω) being estimations for the auto power spectral density
functions of the processes y(n) and x(n), respectively. The resulting frequency
response has been smoothed by applying an IIR-filter in frequency direction
in forward as well as in backward operation. After inverting the frequency
response we obtain the frequency response of an appropriate preemphasis
filter for equalizing the frequency response of the HATS.

A Nokia 6310i mobile phone has been attached at the HATS (see Fig. 5.15)
and the far-end signal has been recorded after transmission over the German
D1-network (GSM 900 MHz). As device on the far-end side a Siemens MC35i
GSM modem has been used which was accessible through a serial port and
an appropriate user interface.

After the band limitation the most crucial task concerning later quality
is to compensate for the delay introduced by the band limiting components.
The two data sets (narrowband and broadband) need to be synchronous. This
synchronization has been performed in this approach by filtering both, the
broadband signal as well as the narrowband signal, by an additional bandpass
with a passband that has to have the cut off frequencies within the passband
of the bandpass, the narrowband signal has been processed with. The filtering
has been performed in a forward and backward manner so that no additional
delay has been introduced. After the filtering, a blockwise crosscorrelation has
been computed between the narrowband and the former broadband signal.
The offset of the position of the maximum of the crosscorrelation to the index
0 then indicates the delay which has been introduced into the narrowband
signal by the processing done within the transmission. Additional variable
delay introduced by so-called clock drift between the sound card used for
playback and the one used for recording occurred but was negligible and has
therefore not been compensated.

After ensuring that the signals are synchronous and they correlate suf-
ficiently the features can be extracted. This has been done in a blockwise
manner. These features can comprise several parametric representations of
the spectral envelope or any other interesting features. If the transmission
was not simulated but real time, the correlation between the narrowband and
the broadband features may get destroyed by drop outs or comfort noise in-
jection during the transmission. Therefore signal blocks that did not correlate
sufficiently concerning a quadratic distance measure comparing the spectral
envelope representation within the passband, have been deleted. The remain-
ing speech corpus consisted of N = 4.7 · 106 features which equals an overall
length of the speech corpus of 116 minutes (as this does not look like a suffi-
cient amount of speech data we should keep in mind, that all speech pauses
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have been removed). The whole process of preparing the training data is de-
picted in Fig. 5.16.

Downsampling to
sampling rate used

for the extended signal

Remove
speech pauses

Playback
using head
and torso
simulator

GSM
transmission

Upsampling to
sampling rate
used for the

extended signal

Synchronization

Blockwise
feature extraction

Broadband
speech
corpus

Reference
training

data

Broadband
features

Bandlimited
features

Bandlimited
training
data

Fig. 5.16. Work flow of the appropriate preparation of training data.

5.5.2.2 Linear Mapping

If the parameter set containing the bandlimited envelope information is de-
scribed by a vector

x(n) =
[
x0(n), x1(n), ..., xNx

(n)
]T (5.43)

and its wideband counterpart by a vector

y(n) =
[
y0(n), y1(n), ..., yNy

(n)
]T

, (5.44)

then a linear estimation scheme can be realized by a simple linear operation

ŷ(n) = W
(
x(n) − mx

)
+ my . (5.45)
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In general, the entries of the vector x(n) and y(n) could be predictor co-
efficients, cepstral coefficients, line spectral frequencies, or any other set of
features that describes the spectral envelope. However, since we will use a
quadratic cost function cepstral coefficients are a good choice. The multipli-
cation of the bandlimited feature vector x(n) with the Ny × Nx matrix W
can be interpreted as a set of Ny FIR filter operations. Each row of W cor-
responds to an impulse response which is convolved with the signal vector
x(n) resulting in one element of the wideband feature vector yi(n). As com-
mon in linear estimation theory the mean values of the feature vectors mx

and my are estimated within a preprocessing stage. For obtaining the matrix
W a cost function has to be specified. A very simple approach would be the
minimization of the sum of the squared errors over a large database:

F (W ) =
N−1∑
n=0

∥∥∥y(n) − ŷ(n)
∥∥∥2

→ min . (5.46)

In case of cepstral coefficients this results in the distance measure described in
Sec. 5.3.4 (see Eqs. 5.30 and 5.31). If we define the entire data base consisting
of N zero-mean feature vectors by two matrices

X =
[
x(0) − mx, x(1) − mx, ..., x(N − 1) − mx

]
, (5.47)

Y =
[
y(0) − my, y(1) − my, ..., y(N − 1) − my

]
, (5.48)

the optimal solution [32] is given by

W opt = Y XT
(
X XT

)−1

. (5.49)

Since the sum of the squared differences of cepstral coefficients is a well-
accepted distance measure in speech processing often cepstral coefficients are
utilized as feature vectors. Even if the assumption of the existence of a single
matrix W which transforms all kinds of bandlimited spectral envelopes into
their broadband counterparts is quite unrealistic, this simple approach results
in astonishing good results. However, the basic single matrix scheme can be
enhanced by using several matrices, where each matrix was optimized for a
certain type of feature class. In a two matrices scenario one matrix W v can be
optimized for voiced sounds and the other matrix W u for non-voiced sounds.
In this case it is first checked to which class the current feature vector x(n)
belongs. In a second stage the corresponding matrix is applied to generate the
estimated wideband feature vector3

ŷ(n) =

⎧⎨⎩W v

(
x(n) − mx,v

)
+ my,v ,

if the classification indicates
a voiced frame,

W u

(
x(n) − mx,u

)
+ my,u , else.

(5.50)

3 Besides two different matrices W v and W u also different mean vectors mx,v and
mx,u, respectively my,v and my,u, are applied for voiced and unvoiced frames.
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The classification of the type of sound can be performed by analyzes such as
the zero-crossing rate [8] or the gradient index [24, 36]. Fig. 5.17 shows the
structure of the linear mapping approach using cepstral coefficients.

Spectral envelope
extraction

Stability check
and correction

Transformation into
cepstral coefficients

Transformation into
predictor coefficients

Voiced / unvoiced
classification

Voiced Unvoiced

stel(n) anb(n) cnb(n)

mx,v mx,u

W v W u

my,v my,u

ĉbb(n)ãbb(n)âbb(n)

Fig. 5.17. Structure of the linear mapping approach for estimating the broadband
spectral envelope (using different parameter sets for voiced and unvoiced utterances).

Since the first analysis stage results in predictor coefficients a feature vec-
tor transformation according to Eq. 5.21 is applied, resulting in a vector cnb(n)
containing the narrowband linear predictive cepstral coefficients. After nar-
rowband mean value subtraction, application of the mapping matrices, and
broadband mean value addition the resulting broadband cepstral vectors are
transformed back into predictor coefficients. This can be achieved also in a
recursive manner according to

ãbb,i(n) = ĉbb,i(n) − 1
i

i−1∑
k=1

k ĉbb,k(n) ãbb,i − k(n) , (5.51)

for i ∈ {1, ..., Nbb,pre} .

Nbb,pre denotes the length of the broadband predictor coefficients vector. Since
stability of the resulting IIR filter cannot be guaranteed any more, a stability
check needs to be performed. If poles outside the unit circle are detected, one
can use, e.g., the last valid coefficient vector or use one of the broadband mean
vectors my,v or my,u instead. Additionally, one can compute the location of
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each pole and mirror the ones outside the unit circle into the unit circle.
This approach, however, is quite costly since the computation of the pole
locations is computationally much more demanding than just the detection of
instability.

Linear mapping can be applied as a postprocessing stage of codebook
approaches. In this case the nonlinear mapping between bandlimited and
wideband feature vectors is modeled as a piecewise linear mapping. We will
describe this approach in more detail in Sec. 5.5.2.5.

5.5.2.3 Neural Network Approaches

The type of neural network that is most often applied for the estimation of
the vocal tract transfer function is the multi-layer perceptron (MLP) in feed
forward operation with three layers. As in the case of linear mapping neural
networks are often excited with cepstral coefficients, since the sum of squared
differences between two sets of cepstral coefficients is a common distance mea-
sure in speech processing (see Sec. 5.3.4). Furthermore, such a cost function is
a simple least square approach and standard training algorithms such as the
well-known back propagation algorithm can be applied to obtain the network
parameters.

Before the cepstral coefficients are utilized to excite a neural network a
normalization is applied. Usually the input features are normalized to the
range [−1, 1]. To achieve this – at least approximately – the mean value of
each cepstral coefficients is subtracted and the resulting value is divided by
three times its standard derivation. If we assume a Gaussian distribution more
than 99.7 percent of the values are within the desired interval. In Fig. 5.18
the structure of a vocal tract transfer function estimation with a feed forward
multi-layer perceptron is depicted.

Within the input layer the nodes do not perform any processing. The
output aλ,0(n) of the input neurons equals the input. Processing is only done
within the nodes of the hidden layer and the output layer. The amount of
nodes λ ∈ {0, ... Nν} within one layer ν is independent of the amount of
nodes within the preceding or succeeding layer. The amount of inputs and
outputs equals the amount of coefficients used for the narrowband spectral
envelope representation and broadband one, respectively. The function that
is implemented in each node λ within the hidden layer or within the output
layer ν producing the output is

aλ,ν(n) = fact

⎛⎝θλ,ν +
Nν−1−1∑

µ=0

aµ,ν−1(n)wµ,ν−1,λ

⎞⎠ , (5.52)

for

ν ∈ {1, 2}, λ ∈ {0, ..., Nν − 1},
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Fig. 5.18. Structure of the vocal tract transfer function estimation using a neural
network.

where aλ,ν(n) denotes the output of the node with index λ in layer ν. Nν is
representing the amount of nodes in layer ν. The quantities wµ,ν−1,λ denote
the weights that are applied to the output of node µ of the preceding layer
ν − 1, which serves then after weighting as input of node λ of the current
layer in process ν. The parameter θλ,ν denotes the bias of each node. As an
activation function a sigmoid function has been used

fact(x) =
1

1 + e−x
. (5.53)

Since the feature vectors of the desired output (the cepstral coefficients of the
broadband envelope) that have been used for training the neural network are
normalized too, an inverse normalization has to be applied to the network
output (as depicted in Fig. 5.18). As in the linear mapping approach it is not
guaranteed that the resulting predictor coefficients belong to a stable all-pole
filter. For this reason a stability check has to be applied, too.

In its very basic version the estimation of the vocal tract transfer function
does not take any memory into account. This means that any correlation
among succeeding frames is not exploited yet. This can be achieved if not
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only the normalized feature vector of the current frame is fed into the network
but also the feature vectors of a few preceding and a few subsequent frames.
For the latter case the network output can be computed only with a certain
delay. That makes the usage of non-causal features not appropriate for several
applications. However, if more than the current feature vector is fed into the
network, the network parameters do not only model a direct mapping from the
bandlimited to the broadband envelope. Also the temporal transition model
between adjacent frames is learned.

The training of the neural networks is accomplished similar to the com-
putation of the mapping matrices of the last section by providing pairs of
bandlimited and broadband data. The training itself then has to be performed
very carefully to avoid overtraining. Overtraining denotes the optimization on
the training set only without further generalization. This can be observed by
using a validation data set to control if the network still is generalizing its
task or beginning to learn the training data set by heart. Fig. 5.19 shows such
a typical behavior.
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Fig. 5.19. Typical progression of the distance between actual output and desired
output of the artificial neural network during the training phase.

The optimum iteration to stop the training is marked in Fig. 5.19. This
optimum is characterized by the minimum overall distance between the actual
and the desired output of the artificial neural network produced using the
validation data set as input.

When it comes to the operation mode of the artificial neural network, after
the training phase has been completed, there are two major characteristics of
such a network that have to be mentioned. The first one is the low computa-
tional complexity needed by such an artificial neural network if not too many
layers or nodes are used respectively. Such networks are able to learn complex
tasks using comparatively few layers and neurons. This is an advantage over
codebook approaches as described in the next section since the computational
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effort used to evaluate a distance measure for each codebook entry is omitted
using artificial neural networks. On the other hand artificial neural networks
do not offer possibilities to interfere manually the way codebook approaches
do. For example by observing the distance between the narrowband spectral
envelope of the input signal and the narrowband codebook entry producing
minimum distance one is able to predict if the bandwidth extension runs out
of the rudder completely and therefore switch off such a system.

5.5.2.4 Codebook Approaches

A third approach for estimating the vocal tract transfer function is based on
the application of codebooks [5]. A codebook contains a representative set of
either only broadband or both bandlimited and broadband vocal tract trans-
fer functions. Typical codebook sizes range from Ncb = 32 up to Ncb = 1024.
The spectral envelope of the current frame is computed, e.g. in terms of
Npre,nb = 10 predictor coefficients, and compared to all entries of the code-
book. In case of codebook pairs the narrowband entry that is closest according
to a distance measure to the current envelope is determined and its broadband
counterpart is selected as the estimated broadband spectral envelope. If only
one codebook is utilized the search is performed directly on the broadband
entries. In this case the distance measure should weight the non-excited fre-
quencies much smaller than the excited frequency range from, e.g., 200 Hz to
3600 Hz. The basic structure of a codebook approach utilizing a bandlimited
and a broadband codebook is depicted in Fig. 5.20. In the depicted structure
a mixed codebook approach, consisting of a narrowband cepstral codebook
and a broadband predictor codebook, is used.

As in the neural network approach the predictor coefficients can be trans-
formed into another feature space, such as line spectral frequencies or cepstral
coefficients (as depicted in Fig. 5.20), which might be more suitable for ap-
plying a cost function. However, also for predictor coefficients well-suited cost
functions exist. The likelihood ratio distance measure, that is defined as

dlhr(n, i) =
1
2π

π∫
−π

( ∣∣Âi,nb(ejΩ)
∣∣2∣∣Anb(ejΩ, n)
∣∣2 − 1

)
dΩ , (5.54)

is sometimes applied for this application. The quantities Anb(ejΩ, n) and
Âi,nb(ejΩ) denote the narrowband spectral envelopes of the current frame
and of the ith codebook entry, respectively. The integration of the difference
between the ratio of the two spectral envelopes and the optimal ratio∣∣∣Âi,nb

(
ejΩ
) ∣∣∣2∣∣∣Anb (ejΩ, n)
∣∣∣2
∣∣∣∣∣∣∣
opt

= 1 (5.55)
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Fig. 5.20. Basic structure of the vocal tract transfer function estimation based on
codebook approaches.

can be computed very efficient by using only the predictor coefficients and the
autocorrelations matrix of the current frame:

dlhr(n, i) =
âT

i,nb Rss(n) âi,nb

aT
nb(n)Rss(n)anb(n)

− 1 . (5.56)

Since only the index i = iopt(n) corresponding to the minimum of all distances
(and not the minimum distance itself) is needed, it is sufficient to evaluate

iopt(n) = argmin
i

{
d̃lhr(n, i)

}
= argmin

i

{
âT

i,nb Rss(n) âi,nb

}
. (5.57)

Note that Eq. 5.57 can be computed very efficiently since the autocorrelation
matrix Rss(n) has Toeplitz structure. Beside the cost function according to
Eq. 5.54, which weights the difference between the squared transfer function
in a linear manner, a variety of others can be applied [14]. Most of them
apply a spectral weighting function within the integration over the normalized
frequency Ω. Furthermore, the difference between the spectral envelopes is
often weighted in a logarithmic manner (instead of a linear or quadratic).
The logarithmic approach takes the human loudness perception in a better
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way into account. In the approaches discussed in this chapter, we have again
used a cepstral distance measure according to Eq. 5.30.

For obtaining the codebook entries iterative procedures such as the method
of Linde, Buzo, and Gray (LBG algorithm [31]) can be applied. The LBG-
algorithm is an efficient and intuitive algorithm for vector quantizer design
based on a long training sequence of data. Various modifications exit (see [29]
and [34] for example). In our approach the LBG algorithm is used for the
generation of a codebook containing the spectral envelopes that are most
representative in the sense of a cepstral distortion measure for a given set
of training data. For the generation of this codebook the following iterative
procedure is applied to the training data:

1. Initializing:
Compute the centroid for the whole training data. The centroid is defined
as the vector with minimum distance in the sense of a distortion measure
to the complete training data.

2. Splitting:
Each centroid is split into two near vectors by the application of a per-
turbance.

3. Quantization:
The whole training data is assigned to the centroids by the application
of a certain distance measure and afterwards the centroids are calculated
again. Step 3 is executed again and again until the result does not show
any significant changes. Is the desired codebook size reached ⇒ abort.
Otherwise continue with step 2.

Fig. 5.21 shows the functional principle of the LBG algorithm by apply-
ing the algorithm to a training data consisting of two clustering points (see
Fig. 5.21 (a)). Only one iteration is depicted. Starting with step 1 the centroid
over the entire training data is calculated which is depicted in Fig. 5.21 (b).
In step 2 this centroid is split into two near initial centroids by the appli-
cation of a perturbance as can be seen in Fig. 5.21(c). Afterwards in step 3
the training data is quantized to the new centroids and after quantization
the new centroids are calculated. This procedure is repeated until a prede-
fined overall distortion is reached or a maximum amount of iterations or no
significant changes occur. This final state of the first iteration is depicted in
Fig. 5.21(d). Using the LBG algorithm this way, it is only possible to obtain
codebooks with an amount of entries equal to a power of two. This could be
circumvented by either splitting in more than just two new initial centroids
or by starting with an initial guess of the desired n centroids or codebook
entries, respectively.

Within these methods the summed distances between the optimum code-
book entry and the feature vector of the current frame are minimized for a
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Fig. 5.21. Example for the vector quantization of a training data with two clustering
points following the LBG-algorithm.

large training data base with Nfeat feature sets:4

D =
Nfeat−1∑

n=0

min
i

{
d(n, i)

}
−→ min . (5.58)

Since the codebook entries should be determined by minimizing Eq. 5.58 on
one hand but are also required to find the minimum distance for each data
set on the other hand, iterative solutions, such as the LBG algorithm, suggest
themselves.
4 The term d(n, i) denotes an arbitrary (non-negative) cost function between the

codebook entry with codebook index i and the current input feature vector with
frame index n.



Bandwidth Extension of Telephony Speech 173

During the generation of the codebook it can be assured that all codebook
entries are valid feature vectors. As in the examples before, the term valid
means that the corresponding all-pole filter consists only of poles within the
unit circle in the z-domain. For this reason computational expensive stability
checks – as required in neural network and linear mapping approaches – can be
omitted. Furthermore, the transformation from, e.g. cepstral coefficients into
predictor coefficients, can be performed at the end of the training process.
For that reason also the feature transformation that was necessary in linear
mapping and neural network approaches can be omitted.

Another advantage of codebook based estimation schemes is the inherent
discretization of the spectral envelopes. Due to this discretization (broadband
spectral envelope is one of Ncb prototypes postprocessing schemes that take
also the temporal properties of human speech generation into account can be
applied. Examples for such postprocessing approaches are

• the application of a hidden Markov model [25] for modeling the temporal
transition between the broadband prototype envelopes or

• the consideration of the codebook entry that has been selected during the
codebook search of the previous frame for obtaining the current codebook
entry [27]. In this case transitions between two rather different broadband
envelopes are punished even if each of the succeeding codebook entries are
optimum according to a distance measure without memory.

5.5.2.5 Combined Approaches

Prosecuting consequently the idea presented at the end of Sec. 5.5.2.2 of clas-
sifying the current frame of speech signal first and then providing specific
matrices leads to the awareness that linear mapping can be applied as a post-
processing stage of codebook approaches. In this case the nonlinear mapping
between bandlimited and wideband feature vectors is modeled as a piecewise
linear mapping. Fig. 5.22 shows such a design.

First the narrowband codebook is searched for the narrowband entry or its
index iopt(n), respectively, producing minimum distance to the actual input
feature vector considering a specific distance measure

iopt(n) = argmin
i

{
d(n, i)

}
. (5.59)

Here the cepstral distance measure as defined in Eq. 5.30

d(n, i) = dceps(n, i) =
∥∥cnb(n) − ĉi,nb

∥∥2 (5.60)

has been used. An initial estimated broadband spectral envelope is gen-
erated by multiplying the matrix W iopt(n) with the cepstral representa-
tion of the mean value compensated input narrowband spectral envelope
cnb(n) − miopt(n),nb. Afterwards the broadband mean value miopt(n),bb is
added, resulting in
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âi,bb

iopt(n)

mi,nb

W i

mi,bb
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Fig. 5.22. Combined approach using codebook preclassification and linear mapping.

ĉbb(n) = W iopt(n)

(
cnb(n) − miopt(n),nb

)
+ miopt(n),bb . (5.61)

After transformation of the vector containing the cepstral coefficients into a
corresponding all-pole filter coefficients vector ãbb(n) stability needs to be
checked. Depending on the result either the result of the linear mapping
operation or the corresponding entry of the broadband predictor codebook
âiopt(n),bb serves as output âbb(n):

âbb(n) =

{
âiopt(n),bb , if instability was detected,

ãbb(n) , else.
(5.62)

Note that stability of the broadband predictor codebook entries can be ensured
during the training stage of the codebook.

The training of this combined approach can be split into two separate
training stages. The training of the codebook is independent of the succeed-
ing linear mapping vectors and matrices and can be conducted as described in
the previous section. Then the entire training data is grouped into Ni,cb sets
containing all feature vectors classified to the specific codebook entries ĉi,nb.
Now for each subset of the entire training material a single mapping matrix
and two mean vectors (narrowband and wideband) are trained according to
the method described in Sec. 5.5.2.2. In Fig. 5.23 the function principle of the
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(a) True mapping function.

(b) Codebook only approach.

(c) Combined approach using codebooks and linear mapping.

Fig. 5.23. Illustration of the function of an approach using codebook classification
and succeeding linear mapping.
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combined approach using a preclassification by a codebook and afterwards
doing an individual linear mapping corresponding to each codebook entry is
illustrated as an example. The little dots at the floor of each diagram repre-
sent data points in the two-dimensional input feature space (for this example
we limit ourselves to a two-dimensional space). The big dot represents the
centroid which is the euclidean mean over all input vectors. The surface in
Fig. 5.23 (a) represents the mapping of the input vectors to one feature of
the output vectors – this would be the desired function for the extrapolation
task. In pure codebook approaches we map the output feature of all vectors
that fall into one cell (see part (b) of Fig. 5.23). If we now combine a code-
book classification with linear mapping as illustrated in part (c) a plane is
placed according to the data points within each cell with minimum overall
distance to the original surface resulting in a smaller error when processing
an input vector which is close to a cell border. When comparing the approxi-
mations of part (b) and (c) with the true mapping as depicted in part (a) the
improvement due to the linear postprocessing stage is clearly visible.

Beside a postprocessing with linear mapping also individually trained neu-
ral networks can be utilized. Again, an improved performance can be achieved.
Even if the computational complexity does not increase that much the mem-
ory requirements of combined approaches are significantly larger compared to
single approaches.

5.5.2.6 Concluding Remarks

We have mentioned only the very basic approaches in this section and we do
not claim for completeness. Several important approaches, such as Gaussian
mixture models (GMMs) or mapping matrixes that operate directly on DFT-
based input vectors, have not been treated. For these approaches we refer to
books and PhD theses such as [18] or [24,28].

5.6 Evaluation of Bandwidth Extension Algorithms

In many situations and particularly in the context of developing and improving
bandwidth extension algorithms, performance measures are needed to evaluate
whether one algorithm or one algorithmic version is in some sense superior to
another algorithm or to its preceding version. Bandwidth extension systems
are often evaluated utilizing objective measures, such as distance measures
[14,17] between the original broadband and the extended signal. These mea-

sures can be quantified in straightforward objective terms. We will describe
a few of them in the next section. However, due to the complexity of current
algorithms these methods deliver only a general sense of the speech quality.

A better – but also more expensive – way to evaluate the speech quality are
subjective listening tests. These tests are the most reliable tool available for
the evaluation of bandwidth extension algorithms. The challenge of these tests
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is to design them in such a way that the quality of the extension system can
be measured in a reliable and repeatable manner. A variety of listening test
have been published, each of them optimized for a special purpose. For further
details about listening tests the interested reader is referred to Chaps. 9 and
10 of this book. We will focus here only on comparison mean opinion scores
(CMOS). For this kind of subjective test standards have been published by
the International Telecommunication Union (ITU) [22].5

5.6.1 Objective Distance Measures

Some well known objective distance measures are L2-norm based logarithmic
spectral distortion measures [14], such as

dEu,log(n) =
1
2π

π∫
−π

∣∣∣∣∣10 log10

{ ∣∣Sext(ejΩ , n)
∣∣2∣∣Sbb(ejΩ , n)

∣∣2 + ε

}∣∣∣∣∣
2

dΩ . (5.63)

Here Sext(ejΩ , n) denotes the short-term spectrum of the bandwidth extended
signal, Sbb(ejΩ , n) is the original broadband spectrum and ε is a small positive
constant to avoid divisions by zero. In order to achieve a reliable measurement,
the distances dEu,log(n) between the original and the estimated broadband en-
velope are computed for all frames of the large database and averaged finally:

DEu,log =
1
N

N−1∑
n=0

dEu,log(n) . (5.64)

The distance measure presented above is applied usually only on the spectral
envelopes of the original and the estimated signal, meaning that we can set

Sext

(
ejΩ , n

)
= Âbb

(
ejΩ , n

)
, (5.65)

Sbb

(
ejΩ , n

)
= Abb

(
ejΩ , n

)
. (5.66)

For this reason they are an adequate measure for evaluating the vocal tract
transfer function estimation. If the entire bandwidth extension should be eval-
uated distance measures which take the spectral fine structure as well as the
characteristic of the human auditory system into account need to be applied.6

5 Note, that the reason why we focus here only on the speech quality and not on
the speech intelligibility using, e.g., diagnostic rhyme tests [1,42] is because of the
nature of bandwidth extension algorithms. Even if a bandwidth extension system
increases the bandwidth and makes the speech sound better it does not add any
new information to the signal.

6 If the logarithmic Euclidean distance is applied directly on the short-term spectra
no reliable estimate is possible. For example, a zero at one frequency supporting
point in one of the short-term spectra and a small but nonzero value in the other
would result in a large distance even if no or nearly no difference would be audible.
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For deriving such a distance measure we first define the difference between the
squared absolute values of the estimated and the original broadband spectra
of the current frame as

∆
(
ejΩ , n

)
= 20 log10

⎧⎨⎩
∣∣∣Sext

(
ejΩ , n

) ∣∣∣∣∣∣Sbb (ejΩ , n)
∣∣∣+ ε

⎫⎬⎭ , (5.67)

One basic characteristic of human perception is that with increasing frequency
the perception resolution decreases. We can take this fact into account by
adding an exponentially decaying weighting factor for increasing frequency.
Another basic characteristic is, that if the magnitude of the estimated spec-
trum is above the magnitude of the original one, there will occur bothersome
artifacts. In the other case the estimated spectrum has less magnitude than
the original one. This leads to artifacts that are less bothersome. This char-
acteristic implies the use of a non-symmetric distortion measure which we
simply call spectral distortion measure (SDM)

dSDM(n) =
1
2π

π∫
−π

ξ
(
ejΩ , n

)
dΩ. (5.68)

Where ξ
(
ejΩ , n

)
is defined as

ξ
(
ejΩ , n

)
=

⎧⎨⎩∆
(
ejΩ , n

)
· eα∆(ejΩ ,n)−βΩ , if ∆

(
ejΩ , n

)
≤ 0 ,

ln
(
−∆

(
ejΩ , n

)
+ 1
)
· e−βΩ , else.

(5.69)

Fig. 5.24 shows the behavior of this distortion measure for different normal-
ized frequencies Ω. It is clearly visible that positive errors (indicating that
the enhanced signal is louder than the original one) leading to a larger distor-
tion than negative ones. Furthermore, errors at lower frequencies are leading
also to a larger distortion than errors at high frequencies. For computing the
spectral distortion measure the integral in Eq. 5.68 is replaced by a sum over
a significantly large number of FFT bins (e.g., NFFT = 256).

To evaluate the quality of some of the approaches presented in Sec. 5.5.2 for
the estimation of the broadband spectral envelope, the distance between the
original broadband spectral envelope and the spectral envelope of the extended
output signal has been measured. This has been done using an evaluation set
that has not been part of the training data set. As distance measures the
spectral distortion measure described above averaged over the evaluation data
set has been employed:

dSDM =
1

Neval

Neval−1∑
n=0

dSDM(n) . (5.70)
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Fig. 5.24. Branches of the spectral distortion measure for α = 0.1 and β ≈ 0.0005.

The evaluation has been performed for the pure codebook approach as well
as for the combined approach consisting of a preclassification using a code-
book approach and a postprocessing stage using a linear mapping model. For
both schemes the same method for generating the excitation signal was used.
Tab. 5.1 shows the results for different codebook sizes.

Table 5.1. Average spectral distortions (dSDM).

Codebook size Codebook only Codebook and
linear mapping

2 38.47 15.36
4 23.66 11.54
8 17.12 9.21

16 14.64 8.71
32 13.30 8.10
64 12.44 7.64

128 11.89 7.38
256 11.41 7.23

An interesting aspect of the results in Tab. 5.1 is the fact that using a
codebook with four entries and subsequent linear mapping produces the same
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quality as using a codebook consisting of 256 entries. This means that we
can either increase quality and maintain the computational complexity or
maintain the quality and decrease the computational complexity drastically.

Subjective tests as described in the next section showed that this measure
exhibits a better correlation with human quality evaluations than standard
distance measures. However, a variety of other distance measures that take
not only the spectral envelope into account might be applied for objective
evaluations, too.

5.6.2 Subjective Measures

In order to evaluate the subjective quality of the extended signals subjective
tests such as mean-opinion-score (MOS) tests should be executed. As indicated
at the beginning of this section we will focus here on the evaluation of the
progress during the design of a bandwidth extension algorithm. Thus, we will
compare not only the enhanced and the original (bandlimited) signals but also
signals that have been enhanced by two different algorithmic versions.

If untrained listeners perform the test it is most reliable to perform com-
parison ratings (CMOS tests). Usually about 10 to 30 people of different age
and gender participate in a CMOS test. In a seven-level CMOS test the sub-
jects are asked to compare the quality of two signals (pairs of bandlimited
and extended signals) by choosing one of the statements listed in Tab. 5.2.

Table 5.2. Conditions of a 7-level CMOS test.

Score Statement

-3 A is much worse than B
-2 A is worse than B
-1 A is slightly worse than B
0 A and B are about the same
1 A is slightly better than B
2 A is better than B
3 A is much better than B

This is done for both versions of the bandwidth extension system. Further-
more, all participants were asked whether they prefer version A or version B of
the bandwidth extension. For the latter question no “equal-quality” statement
should be offered to the subjects since in this case the statistical significance
would be reduced drastically if the subjective differences between the two
versions are only small.

As an example for such a subjective evaluation we will present a compari-
son between two bandwidth extension schemes which differ only in the method
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utilized for estimating the vocal tract transfer function. For the first version a
neural network as described in Sec. 5.5.2.3 has been implemented, the second
method is based on a codebook approach as presented in Sec. 5.5.2.4. Two
questions were of main interest:

• Do the extension schemes enhance the speech quality?
• Which of both methods produces the better results?

Before we present the results of the evaluation some general comments are
made. An interesting fact is that both the codebook as well as the neural
network are not representing the higher frequencies appropriately where the
behavior of the neural network is even worse. At least the power of the higher
frequencies produced by the neural network and the codebook is mostly less
than the power of the original signal so that bothersome artifacts do not
attract attention to a certain degree. Further results are presented in [17].

The participants rated the signals of the network approach with an average
mark of 0.53 (between equal and slightly better than the bandlimited signals)
and the signals resulting from the codebook scheme with 1.51 (between slightly
better and better than the bandlimited signals). So the first question can be
answered positively for both approaches. When choosing which approach pro-
duces better results around 80 percent voted for the codebook based scheme.
Fig. 5.25 shows the results of the CMOS test. Note, that these results do not
indicate that codebook approaches are generally better than neural networks.
The results depend strongly on the specific implementation.

5.7 Conclusions

In this contribution a basic introduction into bandwidth extension algorithms
for the enhancement of telephony speech is presented. Since nearly all band-
width extension approaches can be split into one part that is generating the
required excitation signal and another part that estimates the wideband vo-
cal tract transfer function, we have described both tasks in detail in the main
body of this chapter.

Even if the resulting quality is not as good as wideband coded speech,
significant improvement (compared to narrowband transmission over the net-
work) is possible. However, wideband coding and bandwidth extension are not
competitors, since the latter one is also able to extend even wideband coded
speech (e.g. from 7 kHz bandwidth in case of a transmission according to the
ITU standard G.722 [21] to 12 or 16 kHz). Due to the ability of bandwidth
extension schemes to enhance the speech quality of the incoming signal with-
out modifying the network, research as well as product development in this
topic will continue with increasing expense.
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Codebook approach

CB is much worse than ref.
CB is worse than ref.
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Neural network approach

NN is much worse than ref.
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NN is much better than ref.
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Codebook versus neural network
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Fig. 5.25. Results of the CMOS test (NN abbreviates neural network, CB stands
for codebook, and ref. is denoting the bandlimited signal).
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Suppression in Noisy Environments∗
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Hands-free devices, such as mobile phones, are often used in noisy and rever-
berant environments. Therefore, the received microphone signal contains not
only the desired speech (commonly called near-end speech) signal, but also
interferences such as reverberations of the desired source, background noise,
and a far-end echo signal that results from a sound that is produced by the
loudspeaker. These interferences degrade the fidelity and intelligibility of the
near-end speech and decrease the performance of automatic speech recognition
systems.

Acoustic echo cancellers are widely used to cancel the far-end echo. Post-
processors, employed in conjunction with acoustic echo cancellers, further en-
hance the near-end speech. Most post-processors that are described in the
literature only suppress background noise and residual echo, i.e., echo which
is not suppressed by the acoustic echo canceller. The intelligibility of the near-
end speech also depends on the amount of reverberation. Dereverberation
techniques have been developed to cancel or suppress reverberation. Recently,
practically feasible spectral enhancement techniques to suppress reverberation
have emerged that can be incorporated into the post-processor.

After a short introduction, the problems encountered in a hands-free device
are formulated. A general purpose post-filter is developed, which can be used
to suppress non-stationary, as well as stationary, interferences. The problem
of dereverberation of noisy speech signals is addressed by using the general
purpose post-filter employed to suppress reverberation and background noise.
Next, suppression of residual echo is discussed. Finally, a post-processor is
developed for the joint suppression of reverberation, residual echo, and back-
ground noise. An experimental study demonstrates the beneficial use of the
proposed post-processor for jointly reducing reverberation, residual echo, and
background noise.

∗ This research was partly supported by the Israel Science Foundation (grant no.
1085/05) and by the Technology Foundation STW, applied science division of
NWO and the technology programme of the Dutch Ministry of Economic Affairs.
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6.1 Introduction

Conventional and mobile telephones are often used in noisy and reverberant
environments. When such a device is used in hands-free mode, a loudspeaker
is used to reproduce the sound of the far-end speaker. In addition, the dis-
tance between the desired speaker and the microphone is usually larger than
the distance encountered in handset mode. Therefore, the microphone sig-
nal contains not only the desired speech signal (commonly called near-end
speech signal), but also interfering signals. These interferences, that distort
the near-end speech signal, result from the

i) echoes from sounds that are produced by the loudspeaker,
ii) background noise, and
iii) reverberation caused by the desired source.

These distortions degrade the fidelity and intelligibility of the near-end speech
that is perceived by the listener at the far-end side.

Acoustic echo cancellation is the most important and well-known technique
to cancel the acoustic echo. This technique enables one to conveniently use a
hands-free device while maintaining a high user satisfaction in terms of low
speech distortion, high speech intelligibility, and acoustic echo attenuation.
Furthermore, in driving cars the hands-free functionality is often required by
law. The acoustic echo cancellation problem is usually solved by using an
adaptive filter in parallel to the acoustic echo path [8,32,34,54]. The adaptive
filter is used to generate a signal that is a replica of the acoustic echo signal.
An estimate of the near-end speech signal is then obtained by subtracting
the estimated acoustic echo signal, i.e., the output of the adaptive filter, from
the microphone signal. Sophisticated control mechanisms have been proposed
for fast and robust adaptation of the adaptive filter coefficients in realistic
acoustic environments [34,45]. In practice, residual echo, i.e., echo that is not
suppressed by the echo canceller, always exists. The residual echo is caused
by the

i) deficient length of the adaptive filter,
ii) mismatch between the true and the estimated echo path, and
iii) non-linear system components.

It is widely accepted that echo cancellers alone do not provide sufficient
echo attenuation [32,34,45]. Turbin et al. compared three post-filtering tech-
niques to reduce the residual echo and concluded that the spectral subtrac-
tion technique, which is commonly used for noise suppression, was the most
efficient [60]. In a reverberant environment there can be a large amount of so-
called late residual echo due the deficient length of the adaptive filter. In [18]
Enzner proposed a recursive estimator for the short-term power spectral den-
sity (PSD) of the late residual echo signal. The late residual echo was sup-
pressed by a spectral enhancement technique using the estimated short-term
PSD of the late residual echo signal.
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In some applications, like hands-free terminal devices, noise reduction be-
comes necessary due to the relative large distance between the microphone and
the speaker. The first attempts to develop a combined echo and noise reduction
system can be attributed to Grenier et al. [24,63] and to Yasukawa [64]. Both
employ more than one microphone. A survey of these systems can be found
in [7,34]. Gustafsson et al. [28] proposed two post-filters for residual echo and
noise reduction. The first post-filter was based on the log spectral amplitude
(LSA) estimator [19] and was extended to attenuate multiple interferences.
The second post-filter was psychoacoustically motivated.

In case the hands-free device is used in a noisy reverberant environment,
the acoustic path becomes longer, and the microphone signal contains reflec-
tions of the near-end speech signal as well as noise. Martin and Vary proposed
a system for joint acoustic echo cancellation, dereverberation and noise reduc-
tion using two microphones [42]. A similar system was developed by Dörbecker
and Ernst in [17]. In both papers, dereverberation was performed by exploit-
ing the coherence between the two microphones as proposed by Allen et al.
in [3]. Bloom [6] found that this dereverberation approach had no statistically
significant effect on intelligibility, even though the measured average reverber-
ation time, which is defined as the time for the reverberation level to decay to
60 dB below the initial level, and the perceived reverberation time were con-
siderably reduced by the processing. A major drawback of these approaches
is that they require two microphones, whereas current hands-free devices are
commonly equipped with a single microphone.

Recently, practically feasible single microphone speech dereverberation
techniques have emerged. Lebart proposed a single microphone dereverbera-
tion method based on spectral subtraction of late reverberant energy [41]. The
late reverberant energy is estimated using a statistical model of the acoustic
impulse response (AIR). This method was extended to multiple microphones
by Habets [29]. Recently, Wen et al. [62] presented experimental results from
listening tests using the algorithm developed by Habets. These results showed
that the algorithm in [29] can significantly increase the subjective speech
quality. The methods in [41] and [29] do not require an estimate of the AIR.
However, they do require an estimate of the reverberation time of the room
which might be difficult to estimate blindly. Furthermore, both methods do
not consider any interferences. Since this is the case in many hands-free ap-
plications the latter problem needs to be addressed.

In Sec. 6.2 of this chapter the general problem of suppressing residual echo,
reverberation, and background noise is formulated. An optimally-modified log
spectral amplitude (OM-LSA) estimator that can be used to estimate a desired
signal in the presence of one non-stationary interference (e.g., residual echo or
reverberation) and one stationary interference (e.g., background noise) is de-
veloped in Sec. 6.3. In the following sections it is shown that this estimator can
be used for different applications. In Sec. 6.4 a short introduction to speech
dereverberation is presented, and a recently developed spectral enhancement
technique for dereverberation of noisy speech is described. In Sec. 6.5 a
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Fig. 6.1. Conventional acoustic echo canceller with post-processor.

residual echo suppression technique which focusses on the suppression of late
residual echo is developed. Finally, in Sec. 6.6, a post-processor is developed
that is able to jointly suppress reverberation, residual echo, and background
noise. In Sec. 6.7, experimental results are presented that demonstrate the
beneficial use of post-processors in Secs. 6.5-6.6. This chapter is concluded
with a summary of the developed post-processor and future developments in
Sec. 6.8.

6.2 Problem Formulation

A loudspeaker enclosure microphone (LEM) system, a conventional acous-
tic echo canceller (AEC), and a post-processor are depicted in Fig. 6.1. The
microphone signal is denoted by y(n) and consists of a reverberant speech
component z(n), an acoustic echo d(n), and a noise component vs(n), i.e.,

y(n) = z(n) + d(n) + vs(n), (6.1)

where n denotes the discrete time index.
The reverberant near-end speech component z(n) is given by

z(n) =
Na−1∑
j=0

a(n, j)s(n − j), (6.2)

where a(n, j) denotes the jth coefficient of the AIR between the near-end
source and the microphone at time n, Na is the length of the AIR, and s(n)
denotes the anechoic speech signal. The reverberant speech signal z(n) can be
divided into two components:
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i) the early speech component ze(n), which consists of a direct sound and
early reverberation that is caused by early reflections, and

ii) the late reverberant speech component zr(n), which consists of late re-
verberation that is caused by the reflections that arrive after the early
reflections.

Independent research [2,5,62] has shown that the speech quality and intelligi-
bly are most affected by late reverberation. In addition it has been shown that
the first reflections that arrive shortly after the direct path usually contribute
to the intelligibility of speech. In Sec. 6.4 we focus on the estimation of the
early speech component in the presence of a stationary interference.

The acoustic echo given by

d(n) =
Nh−1∑
j=0

h(n, j)x(n − j), (6.3)

where h(n, j) denotes the jth coefficient of the acoustic echo path at time
n, Nh is the length of the acoustic echo path, and x(n) denotes the far-end
speech signal. The acoustic echo path

h(n) = [h(n, 0), h(n, 1), . . . , h(n,Nh − 1)]T (6.4)

can approximately be modelled using T60 fs coefficients, where fs denotes the
sample frequency. However, an adaptive filter of length Ne (Ne < Nh) is
commonly used to cancel the acoustic echo signal d(n) [8, 32, 34, 54]. In this
chapter a standard normalized least mean square (NLMS) algorithm is used
to estimate part of the acoustic echo path h(n). The update equation for the
NLMS algorithm is given by

ĥe(n + 1) = ĥe(n) + µ(n)
x(n) e(n)

xT(n)x(n) + ρNLMS
, (6.5)

where
ĥe(n) =

[
ĥe(n, 0), ĥe(n, 1), . . . , ĥe(n,Ne − 1)

]T
, (6.6)

is the estimated impulse response vector, µ(n) (0 < µ(n) < 2) denotes the
step-size, ρNLMS (ρNLMS > 0) a regularization factor, and

x(n) =
[
x(n), . . . , x(n − Ne + 1)

]T (6.7)

denotes the far-end speech signal state-vector. It should be noted that other,
more advanced, algorithms can be used, e.g., recursive least squares (RLS)
or affine projection (AP), see for example [34] and the references therein.
These advanced adaptive algorithms are beyond the scope of this chapter.
The estimated echo signal d̂(n) is obtained by

d̂(n) =
Ne−1∑
j=0

ĥe(n, j)x(n − j). (6.8)
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The error signal e(n) of the AEC is given by

e(n) = y(n) − d̂(n)

= z(n) + d(n) + vs(n) − d̂(n)
= z(n) + er(n) + vs(n), (6.9)

where er(n) = d(n) − d̂(n) denotes the residual echo signal. In general the
residual echo signal er(n) will not be zero [34,45] since:

1) Due to practical reasons, e.g., complexity, slow convergence of long adap-
tive filters, and robustness, the length of the estimate ĥe(n) has to be
limited to a certain length, Ne. This length is shorter than the length
of the acoustic echo path. Thus, the amount of echo resulting from the
unmodelled part of the echo path cannot be removed by the AEC.

2) The adaptation is not ideal, i.e., the system mismatch vector,

h∆(n) = h′(n) − ĥe(n), (6.10)

where h′(n) = [h(n, 0), . . . , h(n,Ne − 1)]T is a truncated version of h(n),
is not zero.

3) The echo may contain some components, that are non-linear with respect
to x(n). Since the model is linear, these components cannot be handled
correctly. This non-linearity has a twofold influence. First, it contributes
to the residual echo. Second, it influences the convergence of the adaptive
filter, which may lead to even larger residual echo components.

In Sec. 6.5 we focus on the residual echo that is caused by the deficient length
of the adaptive filter ĥe(n).

Double-talk occurs during periods when the far-end speaker and the near-
end speaker are talking simultaneously and can seriously affect the conver-
gence and tracking ability of the adaptive filter. Double-talk detectors and
optimal step-size control methods have been presented to alleviate this prob-
lem [22,33,34,45]. These methods are beyond the scope of this chapter. In this
chapter it is assumed that the filter is adapted in those periods where only the
far-end speech signal is active, which have been chosen manually. Therefore,
the step-size µ(n) is chosen as follows,

µ(n) =

{
0, during double-talk,

µ, otherwise.
(6.11)

While the AEC estimates and subtracts the far-end echo signal a post-
processor is used to enhance the near-end speech signal. Most post-processors
are designed to estimate the reverberant speech signal z(n) or the noisy re-
verberant speech signal z(n) + vs(n). Since the speech intelligibility of the
reverberant speech signal z(n) is mainly determined by the amount of late re-
verberation, we focus on the estimation of the early speech component ze(n).
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6.3 OM-LSA Estimator for Multiple Interferences

In many practical situations the desired signal is degraded by stationary and
non-stationary interferences. For example, in the previous section it was shown
that the near-end speech signal is degraded by two non-stationary interfer-
ences, i.e., reverberation and acoustic echo, and a stationary interference, i.e.,
background noise. While part of the acoustic echo can be cancelled by the
AEC, the remaining residual echo needs to be estimated and suppressed by a
post-processor. While the spectral properties of stationary interferences can
be estimated using so-called minimum statistics approaches [9,11,43], the esti-
mation of the spectral properties of non-stationary interferences is often very
difficult. However, in the application that is considered in this chapter it is
possible to obtain an estimate of the spectral properties of the non-stationary
interferences (see Sec. 6.4 and Sec. 6.5). In this section a spectral amplitude
estimator is developed that can be used to estimate the spectral component
in the presence of multiple (stationary and non-stationary) interferences.

Let us define a signal y(n) which contains a desired signal z(n), a non-
stationary interference vns(n), and a stationary interference vs(n), i.e.,

y(n) = z(n) + vns(n) + vs(n). (6.12)

In the short-time Fourier transform (STFT) domain we have

Y (l, k) = Z(l, k) + Vns(l, k) + Vs(l, k), (6.13)

where l denotes the time frame index, and k denotes the frequency index.

6.3.1 OM-LSA Estimator

In this section a modified version of the OM-LSA estimator is developed to
obtain an estimate of the desired spectral component Z(l, k) in the presence
of a non-stationary and stationary interference.

The Log Spectral Amplitude (LSA) estimator proposed by Ephraim and
Malah [19] minimizes

E
{(

loge

{
A(l, k)

}
− loge

{
Â(l, k)

})2
}

, (6.14)

where A(l, k) = |Z(l, k)| denotes the spectral speech amplitude, and Â(l, k)
is its optimal estimator. Assuming conditionally independent spectral coeffi-
cients, given their variances [12], the optimal estimator is defined as

Â(l, k) = exp
{

E
{

loge

{
A(l, k)

}∣∣Y (l, k)
}}

, (6.15)

with exp{x} = ex. The LSA gain function depends on the a posteriori and a
priori signal-to-interference ratio (SIR), which are given by
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γ(l, k) =

∣∣Y (l, k)
∣∣2

λvns(l, k) + λvs(l, k)
, (6.16)

and

ξ(l, k) =
λz(l, k)

λvns(l, k) + λvs(l, k)
, (6.17)

respectively. Here λz(l, k), λvns(l, k) and λvs(l, k) denote the spectral variances
of the desired signal component, the non-stationary interference, and the sta-
tionary interference, respectively. It should be noted that the spectral variance
λz(l, k) of the desired signal in (6.17) is unobservable. The estimation of the
a priori SIR is treated in Sec. 6.3.2.

The LSA gain function is given by [19]

GLSA(l, k) =
ξ(l, k)

1 + ξ(l, k)
exp

⎧⎪⎨⎪⎩1
2

∞∫
ζ(l,k)

e−t

t
dt

⎫⎪⎬⎪⎭ , (6.18)

where

ζ(l, k) =
ξ(l, k)

1 + ξ(l, k)
γ(l, k). (6.19)

The OM-LSA spectral gain function, which minimizes the mean-square
error of the log-spectra, is obtained as a weighted geometric mean of the hypo-
thetical gains associated with the speech presence uncertainty [10]. Given two
hypotheses, H0(l, k) and H1(l, k), which indicate speech absence and speech
presence, respectively, we have

H0(l, k) : Y (l, k) = Vns(l, k) + Vs(l, k),
H1(l, k) : Y (l, k) = Z(l, k) + Vns(l, k) + Vs(l, k).

Based on a Gaussian statistical model, the a posteriori speech presence prob-
ability is given by

p(l, k) =
[
1 +

q(l, k)
1 − q(l, k)

(
1 + ξ(l, k)

)
exp
{
− ζ(l, k)

}]−1

, (6.20)

where q(l, k) is the a priori signal absence probability [10].
The OM-LSA gain function is given by,

GOM-LSA(l, k) =
[
GH1(l, k)

]p(l,k) [
GH0(l, k)

]1−p(l,k)
, (6.21)

with GH1(l, k) = GLSA(l, k) and GH0(l, k) = Gmin. The lower-bound for the
gain when the signal is absent is denoted by Gmin, and specifies the maximum
amount of suppression in those frames.

An estimate of the desired spectral speech component Z(l, k) can now be
obtained using
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Ẑ(l, k) = GOM-LSA(l, k) Y (l, k). (6.22)

To avoid speech distortions Gmin is usually set between -12 and -18 dB.
However, in practice the non-stationary interference needs to be reduced more
than 12-18 dB. Due to the constant lower-bound the non-stationary interfer-
ence will still be audible in some time-frequency frames [30]. To be able to
suppress the non-stationary interference down to the residual level of the sta-
tionary interference we have to modify GH0(l, k). In case GH0(l, k) is applied to
those time-frequency frames where the desired signal is assumed to be absent,
i.e., the hypothesis H0(l, k) is assumed to be true, we obtain

Ẑ(l, k) = GH0(l, k)
(
Vns(l, k) + Vs(l, k)

)
. (6.23)

The desired solution for Ẑ(l, k) is

Ẑ(l, k) = Gmin Vs(l, k). (6.24)

Hence, the desired gain function GH0(l, k) can be obtained by minimizing

E
{∣∣∣GH0(l, k)

(
Vns(l, k) + Vs(l, k)

)
− Gmin Vs(l, k)

∣∣∣2}. (6.25)

Under the assumption that the interferences are uncorrelated we obtain

GH0(l, k) = Gmin
λ̂vs(l, k)

λ̂vns(l, k) + λ̂vs(l, k)
. (6.26)

In case λ̂vns(l, k) = 0 the standard gain function GH0(l, k) = Gmin is obtained.
However, when λ̂vns(l, k) > 0 the time and frequency dependent lower bound
GH0(l, k) minimizes Eq. 6.25 in such a that a stationary residual noise level is
obtained. The results of an informal listening test showed that the residual in-
terference was more pleasant than the residual interference that was obtained
using GH0(l, k) = Gmin.

6.3.2 A priori SIR Estimator

The a priori SIR in (6.17) can be written as

1
ξ(l, k)

=
1

ξvns(l, k)
+

1
ξvs(l, k)

, (6.27)

with

ξϑ(l, k) =
λz(l, k)
λϑ(l, k)

, (6.28)

where ϑ ∈ {vns, vs}. Hence, the total a priori SIR can be calculated using the
a priori SIRs of each interference separately [27, 28, 30]. By doing this, one
gains control over
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i) the trade-off between the interference reduction and the distortion of the
desired signal, and

ii) the a priori SIR estimation approach of each interference.

Note that in some cases it might be desirable to reduce one of the interferences
at the cost of larger speech distortion, while other interferences are reduced
less to avoid distortion.

In case the desired signal and the non-stationary interference are very
small, the a priori SIRs ξvns(l, k) may be unreliable since λz(l, k) and λvns(l, k)
are close to zero. In the following we assume that there is always a certain
amount of stationary interference, i.e., λvs(l, k) > 0. We propose to calculate
ξ(l, k) using only the most important and reliable a priori SIRs as follows

ξ(l, k) =

⎧⎪⎨⎪⎩
ξvs(l, k), if 10 log10

{
λvs (l,k)
λvns (l,k)

}
> βdB,

ξvns(l, k)ξvs(l, k)
ξvns(l, k) + ξvs(l, k)

, otherwise,
(6.29)

where the threshold βdB specifies the level difference between λvs(l, k) and
λvns(l, k) in dB. In case the noise level is βdB higher than the level of the
non-stationary interference, the total a priori SIR, ξ(l, k), will be equal to
ξvs(l, k). Otherwise ξ(l, k) will depend on both ξvs(l, k) and ξvns(l, k).

A well-known a priori SIR estimator is the decision-directed estimator,
proposed by Ephraim and Malah [19]. We now show how this estimator can
be used to estimate the individual a priori SIRs. It should be noted that
each a priori SIR could be estimated using a different approach, e.g., the
non-causal a priori SIR estimator presented by Cohen in [12].

The decision-directed a priori SIR estimator is given by

ξ̂(l, k) = max

{
η

Ã2(l − 1, k)
λvns(l, k) + λvs(l, k)

+ (1 − η)ψ(l, k), ξmin

}
, (6.30)

where Ã(l, k) = |GH1(l, k)Y (l, k)|, ψ(l, k) = γ(l, k) − 1 is the instantaneous
SIR, γ(l, k) is the a posteriori SIR as defined in Eq. 6.16, and ξmin is a lower-
bound on the a priori SIR. The weighting factor η (0 ≤ η ≤ 1) controls the
tradeoff between the amount of noise reduction and distortion. To estimate
ξϑ(l, k) we use the following expression

ξ̂ϑ(l, k) = max

{
ηϑ

Ã2(l − 1, k)
λϑ(l − 1, k)

+ (1 − ηϑ)ψϑ(l, k), ξmin,ϑ

}
, (6.31)

where

ψϑ(l, k) =
λvns(l, k) + λvs(l, k)

λϑ(l, k)
ψ(l, k)

=

∣∣Y (l, k)
∣∣2 − (λvns(l, k) + λvs(l, k)

)
λϑ(l, k)

, (6.32)

and ξmin,ϑ is the lower-bound on the a priori SIR ξϑ(l, k).
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6.4 Dereverberation of Noisy Speech Signals

In this section the dereverberation of noisy speech signals is addressed. Fur-
thermore, a post-processor that suppresses late reverberation and background
noise is developed.

In Sec. 6.4.1 a short introduction to speech dereverberation is presented.
The speech dereverberation problem is formulated in Sec. 6.4.2. In Sec. 6.4.3
a statistical reverberation model is described. This model is used in Sec. 6.4.4
in the development of a spectral variance estimator for the late reverberant
signal component. The post-processing algorithm is summarized in Sec. 6.4.5.

6.4.1 Short Introduction to Speech Dereverberation

Speech signals that are received by a microphone at a distance from the speech
source usually contain reverberation. Reverberation is the process of multi-
path propagation of an acoustic signal from its source to a microphone. The re-
ceived signal generally consists of a direct sound, reflections that arrive shortly
after the direct sound (commonly called early reverberation), and reflections
that arrive after the early reverberation (commonly called late reverberation).
The combination of the direct sound and early reverberation is sometimes
referred to as the early speech component. Early reverberation changes the
short-term temporal characteristics of the anechoic signal and contributes to
spectral coloration, while late reverberation changes the waveform’s tempo-
ral envelope as exponentially decaying tails are added at sound offsets [47].
The coloration can be characterized by the spectral deviation σ which is de-
fined as the standard deviation of the log-amplitude frequency response of the
AIR [38]. Reverberation can degrade the fidelity and intelligibility of speech
and the recognition performance of automatic speech recognition systems.

The detrimental effects of reverberation on speech intelligibility have been
attributed to two types of masking. Nábělek et al. [46] found evidence of
overlap-masking , whereby a preceding phoneme and its reflections mask a
subsequent phoneme, and of self-masking , which refers to the time and fre-
quency alterations of an individual phoneme. In 1982 Allen [5] reported a
formula to predict the subjective preference of reverberant speech. His main
result is given by the equation

P = Pmax − σT60, (6.33)

where P is the subjective preference in some arbitrary units, Pmax is the
maximum possible preference, σ is the spectral deviation in decibels, and T60

is the reverberation time in seconds. According to this formula, decreasing
either the spectral deviation σ or the reverberation time T60 results in an
increased reverberant speech quality.

Reverberation reduction processes can be divided into many categories.
They may, for example, be divided into single- or multi-microphone methods
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and into those primarily affecting coloration or those affecting late rever-
beration. We categorized the reverberation reduction processes depending on
whether or not the AIR needs to be estimated. We then obtain two main
categories, i.e., reverberation cancellation and reverberation suppression.

The first category, i.e., reverberation cancellation, consists of methods
known as blind deconvolution. Much research has been undertaken on the
topic of blind deconvolution, cf. [35] and the references therein. Multi-channel
methods appear particularly interesting because theoretically perfect inverse-
filtering can be achieved if the AIRs could be obtained a priori, and they do
not have any common-zeros in the z-plane [44]. To achieve dereverberation
without a priori knowledge of the room acoustics, i.e., blind dereverberation,
many traditional methods assume that the target signal is independent and
identically-distributed (i.i.d.). However, the i.i.d. hypothesis does not hold for
speech-like signals. When applying such traditional deconvolution methods to
speech, the speech generating process is somehow deconvolved and the target
speech signal is excessively whitened. A method which explores the null-space
of the spatial correlation matrix, calculated from the received signals, was
developed by Gürelli and Nikias [26]. It was shown that the null space of the
correlation matrix of the received signals contains information on the acoustic
transfer functions. This method, although originally aimed at solving commu-
nication problems, has also potential in the speech processing framework and
was extended by Gannot and Moonen [21]. Hopgood used a realistic source
signal model and Baysian parameter estimation techniques to estimate the
unknown parameters [36]. The speech signal is modelled using a block sta-
tionary auto-regressive process while the room acoustics are modelled using
an all-pole model. Other methods in this category try to estimate the equal-
ization filter directly [15,59]. The methods in this category suffer from several
limitations

i) they have been shown to be little robust to small changes in the AIR [51],
ii) channels can not be identified uniquely when they contain common zeros,
iii) observation noise causes severe problems, and
iv) some methods require knowledge of the order of the unknown system [37].

Methods in the second category, i.e., reverberation suppression, do not
require an estimate of the AIR and explicitly exploit the characteristics of
speech, the effect of reverberation on speech, or the characteristics of the
AIR. Methods based on processing of the linear prediction (LP) residual be-
long to this category [23,25,65]. The residual signal following the LP analysis
has been observed to contain the effects of reverberation. The peaks in the
residual signal correspond to excitation events in voiced speech together with
additional peaks due to the reverberation. Other, so-called, spatial processing
methods, use multiple microphones placed at different locations. They often
use a limited amount of a priori knowledge of the AIR, such as the direction of
arrival of the desired speech source. The multiple input signals can be manip-
ulated to enhance or attenuate signals emanating from particular directions.
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Some spatial processing methods are inspired by the mechanisms of audition
in the hearing system of animals and humans. The well-known delay and sum
beamformer is a good example of such a method and belongs to the rever-
beration suppression category. In [41] a single-channel speech dereverberation
method based on spectral subtraction was introduced to reduce the effect of
overlap-masking. The described method estimates the short-term PSD of late
reverberation based on a statistical reverberation model. This model exploits
the exponential decay of the AIR, and depends on a single parameter which
is related to the reverberation time of the room. In [29] Habets showed that
the estimated short-term PSD of late reverberation can be improved using
multiple microphones. Additionally, the fine-structure of the speech signal is
partially restored by means of spatial averaging of the received power spectra.

6.4.2 Problem Formulation

The reverberant signal results from the convolution of the anechoic speech
signal s(n) and the causal AIR a(n). In this section we assume that the AIR
is time-invariant, i.e., a(n, j) = a(j) ∀ n, and that the length of the AIR is
infinite. To simplify the notation we assume (without loss of generality) that
the direct sound arrives at n = 0. We can now write Eq. 6.2 as

z(n) =
∞∑

j=0

a(j) s(n − j)

=
n∑

j=−∞
s(j) a(n − j). (6.34)

Since our goal is to suppress late reverberation we split the AIR into two
components (see Fig. 6.2) such that

a(j) =

⎧⎪⎨⎪⎩
ae(j), for 0 ≤ j < Nr,

ar(j), for Nr ≤ j ≤ ∞,

0, otherwise,
(6.35)

where Nr is chosen such that ae consists of the direct path and a few early
reflections, and ar consists of all later reflections. The fraction Nr/fs usually
ranges from 40 to 80 ms.

Using (6.35) we can write the microphone signal y(n) as

y(n) =
n∑

j=n−Nr+1

s(j)ae(n − j)︸ ︷︷ ︸
ze(n)

+
n−Nr∑
j=−∞

s(j) ar(n − j)︸ ︷︷ ︸
zr(n)

+ vs(n), (6.36)

where ze(n) is the early speech component, and zr(n) denotes the late re-
verberant speech component. Note that ze(n) is affected only by the early
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ar(n)

a
(n

)

Nr

j (coefficient index)

ae(n)

0

Fig. 6.2. Schematic representation of the acoustic impulse response a(n).

reflections. Suppression of the late reverberant speech component zr(n) will
partially dereverberate the speech signal, and reduce the effective reverbera-
tion time. According to Eq. 6.33 this treatment will increase the subjective
preference of the processed speech. Since the response of the first part of the
AIR, i.e., ze(n), remains unaltered we do not reduce the colorations caused
by the early reflections.

The post-processor is depicted in Fig. 6.3. The noisy and reverberant
speech signal is denoted by y(n), and is first transformed to the STFT do-
main. The resulting spectral component Y (l, k) is used to estimate the spectral
variance λvs(l, k) of the background noise, and to estimate the spectral vari-
ance λvns(l, k) of the non-stationary interference which is equal to the spectral
variance λzr(l, k) of the late reverberant signal component zr(n). The spectral
variance λvs(l, k) is estimated used the improved minima controlled recursive
averaging (IMCRA) approach [11]. An estimator for the spectral variance
of zr(n) is derived in Sec. 6.4.4. The post-filter introduced in Sec. 6.3 can
then be used to estimate the early speech component Ze(l, k). The partially

y(n)

Late Reverberant
Estimator

λ̂vns(l, k)

λ̂vs(l, k)

Y (l, k) Ẑe(l, k) ẑe(n)

λ̂vs(l, k)

Transform

STFT

Transform

STFT

Inverse

Post-Filter

IMCRA

Fig. 6.3. Post-processor for dereverberation of a noisy speech signal.
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dereverberated speech signal ẑe(n) can then be obtained using the inverse
STFT and the weighted overlap-add method [14].

6.4.3 Statistical Reverberation Model

Since the acoustic behaviour in real rooms is too complex to model explicitly
we make use of statistical room acoustics (SRA). SRA provides a statistical
description of the transfer function of the system between the source and the
receiver in terms of a few key quantities, e.g., source-receiver distance, room
volume, and reverberation time. The crucial assumption of SRA is that the
distribution of amplitudes and phases of individual plane waves, which sum up
to produce sound pressure at some point in a room, is so close to random that
the sound field is fairly uniformly distributed throughout the room volume.
The validity of this description is subjected to a set of conditions that must
be satisfied to ensure the accuracy of calculations. Our analysis therefore
implicitly assumes that the following conditions hold [40,51,58]:

1. The dimensions of the room are relatively large compared to the longest
wavelength of the sound of interest.

2. The average spacing of the resonance frequencies of the room must be
smaller than one third of their bandwidth. In a room with volume V
(measured in m3), and reverberation time T60 (in seconds), this condition
is fulfilled for frequencies that exceed the Schroeder frequency:

fg = 2000Hz

√
T60

V

m3

s
. (6.37)

3. The source and the microphone are located in the interior of the room, at
least a half-wavelength away from the walls.

Sabine’s [53] major contribution was the introduction of statistical meth-
ods to calculate the reverberation time of an enclosed space without con-
sidering the details of the space geometry. Schroeder has extended Sabine’s
fundamental work [55, 56] and derived a frequency domain model, and a
set of statistical properties about the frequency response of the random im-
pulse response. Polack [49] developed a time-domain model complementing
Schroeder’s frequency domain model. In this model, an AIR is described as a
realization of a non-stationary stochastic process. This model is defined as

a(j) =

{
b(j) e−ρj , for j ≥ 0;
0, otherwise,

(6.38)

where b(j) is a white zero–mean Gaussian stationary noise and ρ is linked to
the reverberation time T60 through

ρ � 3 loge(10)
T60fs

. (6.39)
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In contrast to the model described in Eq. 6.38 the reverberation time is
frequency dependent due to frequency dependent reflection coefficients of
walls and other objects and the frequency dependent absorption coefficient
of air [40]. This dependency can be taken into account by using a different
model in each sub-band. This extension is rather straightforward because pro-
cessing is performed in the time-frequency domain.

In the early nineties, Polack [50] proved that the most interesting prop-
erties of room acoustics are statistical when the number of “simultaneous”
arriving reflections reaches a limit of about 10. In this case the so-called echo
density (as defined in [40]) is high enough, such that the space can be con-
sidered to be in a fully diffused or mixed state. The essential requirement is
ergodicity, which requires that any given reflection trajectory in the space will
eventually reach all points. The ergodicity assumption is determined by the
shape of the enclosure and the surface reflection properties. It should be noted
that non-ergodic shapes will exhibit much longer mixing times and may not
even have an exponential decay. Nevertheless, while it may not be true that
all acoustic environments can be modelled using this stochastic model, it is
sufficiently accurate for most spaces. Kuttruff [40] concluded that the model
is valid in case the distance between the source and the measurement point is
greater than the critical distance. The critical distance indicates the distance
at which the steady-state reverberant energy equals the direct sound energy.
For an omnidirectional source it can be shown [40] that the critical distance
is defined as

rc = 0.1m
√

V

πT60

s
m3

. (6.40)

This implies that Polack’s statistical model is valid whenever the source-
microphone distance is larger than the critical distance.

The energy envelope of the AIR can be expressed as

Ea

{
a2(j)

}
= σ2 e−2ρj , (6.41)

where σ2 denotes the variance of b(j) and Ea{·} denotes ensemble averaging
over a, i.e., over different realizations of the stochastic process in Eq. 6.38.
Under the assumption that our space is ergodic we may evaluate the ensemble
average in Eq. 6.41 by spatial averaging so that different realizations of this
stochastic process are obtained by varying either the position of the receiver
or the source [39]. Note that the same stochastic process will be observed, for
all allowable positions (in terms of the third SRA condition), provided that
the time origin be defined with respect to the signal emitted by the source,
and not with respect to the arrival time of the direct sound at the receiver.

6.4.4 Late Reverberant Spectral Variance Estimator

Before the spectral variance λzr(l, k) can be estimated we need to obtain
an estimate of the spectral variance of the reverberant spectral component
Z(l, k), i.e., λz(l, k). The spectral variance λz(l, k) is estimated by minimizing
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E
{(∣∣Z(l, k)

∣∣2 − ∣∣Ẑ(l, k)
∣∣2)2

}
, (6.42)

where Ẑ(l, k) = GSP(l, k)Y (l, k).
As shown in [1] this leads to the following spectral gain function

GSP(l, k) =

√
ξSP(l, k)

1 + ξSP(l, k)

(
1

γSP(l, k)
+

ξSP(l, k)
1 + ξSP(l, k)

)
(6.43)

where

ξSP(l, k) =
λz(l, k)
λvs(l, k)

, (6.44)

and

γSP(l, k) =

∣∣Y (l, k)
∣∣2

λvs(l, k)
, (6.45)

denote the a priori and a posteriori SIRs, respectively. The a priori SIR is
estimated using the decision-directed estimator [19]. Estimates of the spectral
variance λvs(l, k) of the noise in the received signal y(n) are obtained using the
IMCRA approach [11]. An estimate of the spectral variance of the reverberant
signal z(n) is then obtained by:

λ̂z(l, k) =
(
GSP(l, k)

)2 ∣∣Y (l, k)
∣∣2. (6.46)

In order to derive an estimator for the spectral variance of the late re-
verberant signal component zr(n) we start by analysing the auto-correlation
of the reverberant signal z(n). The auto-correlation of the reverberant signal
z(n) at discrete time n and lag τ for a fixed source-receiver configuration is
defined as

rzz(n, n + τ) = Ez

{
z(n)z(n + τ)

}
, (6.47)

where Ez{·} denotes ensemble averaging with respect to z. Using Eq. 6.34 we
have for one realization of a(j)

rzz(n, n + τ, a) =
n∑

j=−∞

n+τ∑
j′=−∞

Es

{
s(j) s(j′)

}
a(n − j) a(n + τ − j′), (6.48)

where Es{·} denotes ensemble averaging with respect to s(n). The spatially
averaged auto-correlation results in

rzz(n, n + τ) = Ea

{
rzz(n, n + τ, a)

}
=

n∑
j=−∞

n+τ∑
j′=−∞

Es

{
s(j) s(j′)

}
Ea

{
a(n − j) a(n + τ − j′)

}
.

(6.49)
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Note that the stochastic processes a(j) and s(n) are independent, and there-
fore can be separated. Using Eq. 6.38 and the fact that b(j) consists of a
zero-mean white Gaussian noise sequence, it follows that

Ea

{
a(n − j) a(n + τ − j′)

}
= σ2 e−2ρn eρ(j+j′−τ) δ(j − j′ + τ), (6.50)

where δ(·) denotes the Kronecker delta function. Eq. 6.49 leads to

rzz(n, n + τ) = e−2ρn
n∑

j=−∞
Es

{
s(j) s(j + τ)

}
σ2 e2ρj . (6.51)

The auto-correlation at time n can be divided into two terms. The first term
depends on the early speech component between time n − Nr + 1 and n,
whereas the second depends on the late reverberant speech component and is
responsible for overlap-masking, i.e.,

rzz(n, n + τ) = e−2ρn
n∑

j=n−Nr+1

Es

{
s(j) s(j + τ)

}
σ2 e2ρj

+e−2ρn
n−Nr∑
j=−∞

Es

{
s(j) s(j + τ)

}
σ2 e2ρj . (6.52)

Let us now consider the spatially averaged auto-correlation at time n − Nr

rzz(n − Nr, n − Nr + τ) = e−2ρ(n−Nr)
n−Nr∑
j=−∞

Es

{
s(j) s(j + τ)

}
σ2 e2ρj . (6.53)

We can now see that the auto-correlation at time n can be expressed as

rzz(n, n + τ) = rzeze(n, n + τ) + rzrzr(n, n + τ), (6.54)

with

rzeze(n, n + τ) = e−2ρn
n∑

j=n−Nr+1

Es

{
s(j) s(j + τ)

}
σ2 e2ρj , (6.55)

rzrzr(n, n + τ) = e−2ρNr rzz(n − Nr, n − Nr + τ). (6.56)

In practice the signals can be considered as stationary over periods of
time that are short compared to the reverberation time T60. This is justified
by the fact that the exponential decay is very slow, and that speech is quasi-
stationary. We consider that Nr � T60fs and that Nr/fs is larger than the
time span over which the speech signal can be considered stationary, which is
usually around 20-40 ms [16]. Under these assumptions, the counterparts of
Eqs. 6.54 and 6.56 in terms of the spectral variances are:
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λz(l, k) = λze(l, k) + λzr(l, k), (6.57)

λzr(l, k) = e−2ρ(k)Nrλz(l − Nr/R, k), (6.58)

where R denotes the time shift (in samples) between two subsequent STFT
frames. Note that the value Nr should be chosen such that Nr/R is an integer
value, and that the decay-rate ρ is now frequency dependent. We can now
estimate the spectral variance of the early speech signal λze(l, k) by using the
late reverberant spectral variance λzr(l, k).

6.4.5 Summary and Discussion

In the previous subsection we have developed a spectral variance estimator
for the late reverberant signal component. The spectral variance estimator
depends on the spectral variance of the reverberant speech signal z(n) and
the reverberation time T60 of the room.

Partially blind methods to estimate the reverberation time have been de-
veloped in which the characteristics of the room are estimated using neural
network approaches [13]. Another method uses a segmentation procedure for
detecting gaps in the signal, and tracks the sound decay curve [41]. Recently, a
blind method was proposed by Ratnam et al. based on a maximum-likelihood
estimation procedure [52]. Most of these methods can also be applied to sub-
band signals in order to estimate the frequency dependent reverberation time.
For some applications, e.g, audio or video-conferencing where a fix setup is
used the reverberation time could also be obtained using a calibration pro-
cess. Currently, the performance of blind estimation methods for speech that
is degraded by background noise is still limited, and therefore its application
can be problematic in some situations. However, in some applications the re-
verberation time can be estimated in a non-blind way, as will be shown in
Sec. 6.5.

The complete algorithm for the post-processor depicted in Fig. 6.3 is sum-
marized in Tab. 6.1.

6.5 Residual Echo Suppression

As explained in Sec. 6.2 the residual echo signal er(n) is usually not zero.
In this section a post-processor is developed that can be used in conjunction
with an AEC. The post-processor suppresses the residual echo and background
noise, and therefore enhances the near-end speech signal.

In Sec. 6.5.1 the problem of residual echo and noise suppression is for-
mulated. In Sec. 6.5.2 an estimator for the spectral variance of the so-called
late residual echo signal is derived. The developed spectral variance estimator
requires two parameters. The estimators for these parameters are developed
in Sec. 6.5.3. Finally, the algorithm for the developed post-processer is sum-
marized in Sec. 6.5.4.
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Table 6.1. Summary of the post-processor that suppresses late reverberation and
background noise.

Number Algorithmic part

1) STFT:

Calculate the STFT of the noisy and reverberant input signal y(n).

2) Estimate background noise:

Estimate λvs(l, k) using [11].

3) Estimate the reverberation time:

The reverberation time needs to be estimated online, e.g., using
[13,41,52].

4) Estimate late reverberant energy:

Calculate GSP(l, k) using Eqs. 6.43-6.45. Estimate λz(l, k) using

Eq. 6.46, and calculate λ̂vns(l, k) = λ̂zr(l, k) using Eq. 6.58.

5) Post-filter:

• Calculate the a-posteriori SIR using Eq. 6.16 and the individual
a priori SIRs using Eqs. 6.31-6.32 with ϑ ∈ {vns, vs}, the total
a priori SIR can then be calculated using Eq. 6.29.

• Calculate the speech presence probability using (6.20).

• Calculate the gain function GOM-LSA(l, k) using Eqs. 6.18, 6.26,
6.20, and 6.21.

• Calculate Ẑe(l, k) using Eq. 6.22.

6) Inverse STFT:

Calculate the output ẑe(n) by applying the inverse STFT to Ẑe(l, k).

6.5.1 Problem Formulation

In a reverberant room the length of the acoustic echo path Nh is approximately
given by fs T60 [8]. At a sampling frequency of 8 kHz, the length of the acoustic
echo path in an office with a reverberation time of 0.5 seconds would be
approximately 4000 coefficients. Due to practical reasons, e.g., complexity and
required convergence rate, the length of the adaptive filter is smaller than the
length of the acoustic echo path, i.e., Ne < Nh. Furthermore, movements in
the room can have a large influence on the acoustic echo path. These changes
will result in an increase in residual echo. The tail part of the acoustic echo
path has a very specific structure. In this section we show that this structure
can be exploited to estimate the spectral variance of the late residual echo
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Fig. 6.4. Typical acoustic impulse response and related energy decay curve.

which is related to the part of the acoustic echo path that is not modelled by
the adaptive filter.

In Fig. 6.4 a typical AIR and its energy decay curve (EDC) are depicted.
The EDC is obtained by backward integration of the squared AIR [57], and
is normalized with respect to the total energy of the AIR. In Fig. 6.4 we can
see that the tail of the AIR exhibits an exponential decay, and the tail of the
EDC exhibits a linear decay.

In the sequel we assume that the acoustic echo path is time-invariant and
that it exhibits an infinite length, i.e., Nh = ∞. The late residual echo er(n)
can then be expressed as

er(n) =
∞∑

j=0

hr(j)xr(n − j), (6.59)

where xr(n) = x(n − Ne).
Enzner [18] proposed a recursive estimator for the short-term PSD of the

late residual echo which is related to hr =
[
h(Ne), h(Ne+1), . . . , h(Nh−1)

]T.
The recursive estimator exploits the fact that the exponential decay rate of
the AIR is directly related to the reverberation time of the room, which can
be estimated using the estimated echo path ĥe. Additionally, the recursive
estimator requires a second parameter that specifies the initial power of the
late residual echo. In Sec. 6.5.2 an essentially equivalent recursive estimator
is derived, starting in the time-domain rather than directly in the frequency
domain as in [18].
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suppression.

In Fig. 6.5 it is shown how the developed spectral variance estimator for
the late residual echo can be used in the post-processor. First the error signal
e(n) is calculated by subtracting the estimated echo signal d̂(n) from the
microphone signal y(n). The error signal is first transformed to the STFT
domain. The spectral component E(l, k) is then used to estimate the spectral
variance λvs(l, k) of the stationary interference using the IMCRA approach
[11]. The spectral variance of the non-stationary interference λvns(l, k) is equal
to the spectral variance of the late residual echo signal λer

(l, k). The OM-
LSA estimator presented in Sec. 6.3 can then be used to estimate the near-
end spectral speech component Z(l, k). The estimated near-end speech signal
ẑ(n) is then obtained using the inverse STFT and the weighted overlap-add
method [14].

6.5.2 Late Residual Echo Spectral Variance Estimator

Using the statistical reverberation model introduced in Sec. 6.4.3 the spectral
variance of the late residual echo can be estimated. The spectral variance of
er(n) is defined as

λer(l, k) � E
{∣∣Er(l, k)

∣∣2}. (6.60)

In the STFT domain we can approximate Er(l, k) by
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Er(l, k) ≈
∞∑

i=0

Hr(i, k) X (l − i − Ne/R, k) , (6.61)

where Hr(i, k) is related to the STFT of hr, and i denotes the frame coefficient
index. Note that Ne should be chosen such that Ne/R is an integer value.

Using Eqs. 6.60, 6.61, and the assumption that

E
{
Hr(i, k)Hr(i + τ, k)

}
= 0 ∀ τ 	= 0, (6.62)

we can express λer(l, k) as

λer(l, k) ≈ E

{ ∞∑
i=0

∣∣Hr(i, k)
∣∣2 ∣∣X(l − i − Ne/R, k)

∣∣2}

≈
∞∑

i=0

E
{∣∣Hr(i, k)

∣∣2} E
{∣∣X(l − i − Ne/R, k)

∣∣2} . (6.63)

Using Polack’s statistical reverberation model [49] the energy envelope of
Hr(i, k) can be expressed as

E
{∣∣Hr(i, k)

∣∣2} = c(k) αi(k), (6.64)

where R denotes the time shift (in samples) between two subsequent STFT
frames, c(k) denotes the initial power of Hr(0, k) in the kth sub-band3,

α(k) � e−2ρ(k)R (0 ≤ α(k) < 1), (6.65)

where ρ(k) denotes the exponential decay rate. The decay rate ρ(k) is related
to the frequency dependent reverberation time T60(k) through Eq. 6.39.

Using Eq. 6.64, and the fact that λx(l, k) = E{|X(l, k)|2}, Eq. 6.63 can be
rewritten as

λer(l, k) ≈
∞∑

i=0

c(k) αi(k) λx (l − i − Ne/R, k) . (6.66)

In practice λx(l, k) can be estimated using

λ̂x(l, k) = ηx λ̂x(l − 1, k) + (1 − ηx)
∣∣X(l, k)

∣∣2, (6.67)

where ηx (0 ≤ ηx < 1) denotes the smoothing parameter. We can now derive
a recursive expression for λer(l, k) for which only the spectral variance λx(l−
Ne/R, k) is required, i.e.,

λer(l, k) ≈
l∑

i′=−∞
c(k) αl−i′(k) λx (i′ − Ne/R, k)

≈ α(k)λer(l − 1, k) + c(k) λx (l − Ne/R, k) . (6.68)
3 Since we will estimate the quantity c(k) later on by using information from the

echo cancellation filter, it will be replaced by its time-variant smoothed estimate
soon.
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6.5.3 Parameter Estimation

In order to estimate the spectral variance λer
(l, k) we need to estimate α(k),

which depends on the reverberation time T60 and the number of samples R
between two subsequent STFT frames, and the initial power c(k). In this
section it is shown how both parameters can be estimated.

Reverberation Time

A well known technique to estimate the reverberation time was proposed by
Schroeder in [57]. First the EDC of ĥe(n) is calculated. Secondly, a straight
line is fitted to a selected part of the EDC values to obtain the slope of the
EDC. In our case, the last EDC values are not useful due to the finite length
of ĥe(n) and due to the final misalignment of the adaptive filter coefficients.
Therefore, we use only a dynamic range of 20 dB4 to determine the slope of
the EDC. Finally, the reverberation time is updated using an adaptive scheme.
A detailed description of this algorithm can be found in Tab. 6.2.

In general, the reverberation time T60 is frequency dependent due to fre-
quency dependent reflection coefficients of walls and other objects and the
frequency dependent absorption coefficient of air [40]. Instead of applying the
above procedure to ĥe(n), we can apply the above procedure to a band-pass
filtered version of ĥe(n). We used 1-octave band filters to acquire a higher
frequency resolution. First, the reverberation time is estimated for each band-
pass filtered version of ĥe(n). Secondly, the subband reverberation time values
are interpolated and extrapolated to obtain an estimate of T̂60(k) for each fre-
quency bin k.

To reduce the complexity of the estimator we can estimate the reverbera-
tion time at regular intervals, i.e., for n = uREDC, where u = 1, 2, . . ..

Using the estimated reverberation time T̂60(k) we can compute the decay-
rate ρ(k) using Eq. 6.39. The parameter α(k) can then be computed directly
using its definition given in Eq. 6.65.

Initial Power

The estimated initial power ĉ(l, k) can be calculated using the following ex-
pression

ĉ(l, k) =

∣∣∣∣∣∣
Nw−1∑
j=0

ĥr(lR, j) e
−ι 2πk

NDFT
j

∣∣∣∣∣∣
2

for k = {0, . . . , NDFT − 1}, (6.69)

4 It might be necessary to decrease the dynamic range when Ne is small or the
reverberation time is short.
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Table 6.2. Estimation of the reverberation time using ĥe(n).

Number Algorithmic part

1) Energy decay curve estimation:

Calculate the energy decay curve of ĥe(n), where n equals u REDC

(u = 1, 2, . . .) and REDC denotes the estimation rate, using

EDC(u, m) = 20 log10

{
Ne−1∑
j=m

ĥ2
e(uREDC, j)

}
for 0 ≤ m ≤ Ne − 1.

2) Straight line fit:

A straight line is fitted to part of the EDC data points, using a least
squares approach. The line at time u is described by p(u) + q(u) m,
where p(u) and q(u) denotes the offset and the regression coefficient
of the line, respectively. The regression coefficient q(u), of the line is
obtained by minimizing the following cost function:

J
(
p(u), q(u)

)
=

me∑
m=ms

(
EDC(u, m) −

(
p(u) + q(u) m

))2

,

where ms (0 ≤ ms < Ne − 1) and me (ms < me ≤ Ne − 1) denote the
start-time and end-time of EDC values that are used, respectively. A
good choice for ms and me is given by

ms = argmin
m

∣∣∣∣EDC(u, m)

EDC(u, 0)
+ 5

∣∣∣∣
and

me = argmin
m

∣∣∣∣EDC(u, m)

EDC(u, 0)
+ 25

∣∣∣∣,
respectively.

3) Reverberation time:

The reverberation time T̂60(u) can now be calculated using

T̂60(u) = T̂60(u − 1) + µT60

(
60

q(u)fs
− T̂60(u − 1)

)
,

where µT60 denotes the adaptation step-size.

where ι =
√
−1, NDFT denotes the length of the discrete Fourier transform

(DFT), and Nw is the length of the analysis window. Since ĥr(n) is not avail-
able, we use the last Nw coefficients of ĥe(n) and extrapolate the energy using
the estimated decay. We then obtain an estimate of c(l, k) by
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ĉ(l, k) = α
Nw
R (k)

∣∣∣∣∣∣
Nw−1∑
j=0

ĥe(lR,Ne − Nw + j) e
−ι 2πk

NDFT
j

∣∣∣∣∣∣
2

for k = {0, . . . , NDFT − 1}. (6.70)

The estimated initial power might contain some spectral zeros which will
result in a zero spectral variance for these frequencies. The spectral zeros can
easily be removed by smoothing ĉ(l, k) along the frequency axis using

c̃(l, k) =
w∑

i=−w

bi ĉ(l, k + i), (6.71)

where b is a normalized window function with
w∑

i=−w

bi = 1, (6.72)

that determines the frequency smoothing. To reduce the complexity of the
late residual echo estimator, the initial power c̃(l, k) can be updated at a
lower rate.

6.5.4 Summary

In the previous subsections a spectral variance estimator for the late residual
echo signal has been developed, together with two estimators for the required
parameters. The estimated spectral variance can be used by the post-filter
described in Sec. 6.3 to suppress the residual echo. The complete algorithm
for the post-processor is summarized in Tab. 6.3.

6.6 Joint Suppression of Reverberation, Residual Echo,
and Noise

In Sec. 6.4 and Sec. 6.5 it has been shown how the spectral variance of the late
residual echo and late reverberation can be obtained by exploiting a statistical
reverberation model. Although the dereverberation technique described in
Sec. 6.4 is very appealing it requires an estimate of the reverberation time
of the room. A major advantage of the hands-free application is that due to
the existence of the acoustic echo the reverberation time can be estimated in
a non-blind way (as described in Sec. 6.5.3). Since, it is commonly expected
that the reverberation time in the enclosure is spatially invariant we propose
to use the estimate T60 for the estimation of the late reverberant spectral
variance.

In the joint system (see Fig. 6.6), the echo signal d(n), the spectral vari-
ance λer

(l, k) of the late residual echo, and the spectral variance λvs(l, k) of
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Table 6.3. Summary of the post-processor that suppresses late residual echo and
background noise.

Number Algorithmic part

1) Acoustic Echo Cancellation:

Update the adaptive filter ĥe(n) and calculate d̂(n).

2) STFT:

Calculate the STFT of e(n) = y(n) − d̂(n), and x(n).

3) Estimate Background Noise:

Estimate λvs(l, k) using [11].

4) Estimate Reverberation Time:

Estimate T60 using the scheme presented in Tab. 6.2.

5) Estimate Late Residual Echo:

Calculate α(k) using Eq. 6.65, c̃(l, k) using Eq. 6.71,

and λ̂vns(l, k) = λ̂er (l, k) using Eq. 6.68.

6) Post-Filter:

Since the post-filter is applied to the output of the AEC we should
replace Y (l, k) by E(l, k) in the hereafter mentioned equations.

• Calculate the a-posteriori SIR using Eq. 6.16 and the individual
a priori SIRs using Eqs. 6.31-6.32 with ϑ ∈ {vns, vs}, the total
a priori SIR can then be calculated using Eq. 6.29.

• Calculate the speech presence probability using Eq. 6.20.

• Calculate the gain function GOM-LSA(l, k) using Eqs. 6.18, 6.26,
6.20, and 6.21.

• Calculate Ẑ(l, k) using Eq. 6.22.

7) Inverse STFT:

Calculate the output ẑ(n) by applying the inverse STFT to Ẑ(l, k).

the background noise are estimated first. In case the late reverberant spectral
variance estimator is used in the hands-free application, it should be noted
that the received microphone signal also contains the acoustic echo signal.
Therefore, the estimated echo signal d̂(n) is first subtracted from the micro-
phone signal y(n). In case the error signal e(n) would have been used directly
to estimate the spectral variance λzr

(l, k), the spectral variance will be biased
due to the residual echo and the background noise. In Sec. 6.4 it has been
shown how to cope with the background noise. To reduce the bias in the late
reverberant spectral variance estimator, the spectral variance λer

(l, k) of the
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Fig. 6.6. Post-processor for the suppression of late reverberation, late residual echo
and background noise.

late residual echo is included in Eqs. 6.44 and 6.45, such that

ξSP(l, k) =
λz(l, k)

λvs(l, k) + λer
(l, k)

, (6.73)

and

γSP(l, k) =

∣∣E(l, k)
∣∣2

λvs(l, k) + λer
(l, k)

. (6.74)

When λer
(l, k) and λzr(l, k) are estimated, the estimate of the spectral vari-

ance λvns(l, k) of the non-stationary interference can be obtained by

λvns(l, k) = λer
(l, k) + λzr(l, k) (6.75)

Now the post-filter described in Sec. 6.3 can be used to obtain an estimate
of the partially dereverberated near-end speech signal Ẑe(l, k). The near-end
speech signal ẑe(n) can then be obtained using the inverse STFT and the
weighted overlap-add method [14]. The complete algorithm for the joint sup-
pression of reverberation, residual echo, and noise is summarized in Tab. 6.4.

6.7 Experimental Results

In this section, experimental results that demonstrate the beneficial use of
the proposed spectral variance estimators and post-filter are presented. The
experimental setup is described in Sec. 6.7.1. In Sec. 6.7.2 the dereverber-
ation and noise suppression performance of the post-processor developed in
Sec. 6.4 are evaluated. In Sec. 6.7.3 the late residual echo and noise suppres-
sion performance of the post-processor developed in Sec. 6.5 are analyzed. In
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Table 6.4. Summary of the acoustic echo canceller and the developed post-processor
for the suppression of late reverberation, late residual echo, and background noise.

Number Algorithmic part

1) Acoustic Echo Cancellation:

Update the adaptive filter ĥe(n) and calculate d̂(n).

2) STFT:

Calculate the STFT of e(n) = y(n) − d̂(n), and x(n).

3) Estimate Background Noise:

Estimate λvs(l, k) using [11].

4) Estimate Reverberation Time:

Estimate T60 using the scheme presented in Tab. 6.2.

5) Estimate Late Residual Echo:

Calculate α(k) using Eq. 6.65, c̃(l, k) using Eq. 6.71,

and λ̂er (l, k) using Eq. 6.68.

6) Estimate Late Reverberant Energy:

Calculate GSP(l, k) using Eq. 6.43 and Eqs. 6.73-6.74. Calculate

λ̂z(l, k) =
(
GSP(l, k)

)2 ∣∣E(l, k)
∣∣2, and calculate λ̂zr(l, k) using Eq. 6.58.

7) Post-Filter:

Since the post-filter is applied to the output of the AEC we should
replace Y (l, k) by E(l, k) in the hereafter mentioned equations.

• Calculate the spectral variance of the non-stationary interference
vns(n) = er(n) + zr(n) using Eq. 6.75.

• Calculate the a-posteriori SIR using Eq. 6.16 and the individual
a priori SIRs using Eqs. 6.31 – 6.32 with ϑ ∈ {vns, vs}, the total
a priori SIR can then be calculated using Eq. 6.29.

• Calculate the speech presence probability using Eq. 6.20.

• Calculate the gain function GOM-LSA(l, k) using Eqs. 6.18, 6.26,
6.20, and 6.21.

• Calculate Ẑe(l, k) using Eq. 6.22.

8) Inverse STFT:

Calculate the output ẑe(n) by applying the inverse STFT to Ẑe(l, k).

addition, the robustness with respect to changes in the tail of the acoustic
echo path is evaluated. In Sec. 6.7.4, the performance of the entire system,
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Fig. 6.7. Experimental setup.

as described in Sec. 6.6, is evaluated in case all interferences are present, i.e.,
during double-talk.

6.7.1 Experimental Setup

The experimental setup is depicted in Fig. 6.7. The room dimensions are
5 m × 4 m × 3 m (length × width × height). The distance between the
near-end speaker and the microphone (rs) is 1.5 m, the distance between the
loudspeaker and microphone (rl) is 0.25 m. All AIRs were generated using
Allen and Berkley’s image method [4,48]. The wall absorption coefficients were
chosen such that the reverberation time is approximately 500 milliseconds.
The microphone signal y(n) was generated using Eq. 6.1. The analysis window
w(n) of the STFT is a 256 point Hamming window, i.e., Nw = 256, and the
overlap between two successive frames is set to 75%, i.e., R = 0.25 Nw. The
remaining parameter settings are shown in Tab. 6.5. The additive noise v(n)
is speech-like noise, taken from the NOISEX-92 database [61].

6.7.2 Joint Suppression of Reverberation and Noise

The dereverberation performance is evaluated using the segmental SIR and
the log spectral distance (LSD). The reverberation time is obtained using the
AIR [57].

The instantaneous SIR of the lth frame is defined as

SIR(l) = 10 log10

⎧⎪⎪⎪⎨⎪⎪⎪⎩
lR′+L′−1∑

n=lR′
z2
e (n)

lR′+L′−1∑
n=lR′

(
ze(n) − υ(n)

)2
⎫⎪⎪⎪⎬⎪⎪⎪⎭ dB, (6.76)
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where υ(n) ∈ {y(n), ẑe(n)}, L′ = 256, and R′ = L′/4. The segmental SIR
is defined as the average instantaneous SIR over the set of frames where the
desired speech is active.

The LSD between ze(n) and the dereverberated signal is used as a measure
of distortion. The distance in the lth frame is calculated using

LSD(l) =
1
K

K−1∑
k=0

∣∣∣∣∣∣10 log10

⎧⎨⎩C
{∣∣Ze(l, k)

∣∣2}
C
{∣∣Υ (l, k)

∣∣2}
⎫⎬⎭
∣∣∣∣∣∣ dB, (6.77)

where Υ (l, k) ∈ {Y (l, k), Ẑe(l, k)}, K denotes the number of frequency bins,
and C{|A(l, k)|2} � max{|A(l, k)|2, δ} denotes a clipping operator which con-
fines the log-spectrum dynamic range to about 50 dB, i.e., δ = 10−50/10·
maxl,k{|A(l, k)|2}. Finally, the LSD is defined as the average distance over all
frames.

The dereverberation performance is tested under various segmental signal
to noise ratios (SNRs) conditions. The segmental SNR value is determined by
averaging the instantaneous SNR of those frames where the speech is active.
Since the late reverberation is suppressed down to the residual background
noise level the post-filter will always include the noise suppression. To show
the improvement related to the dereverberation process the segmental SIR
and LSD measures are evaluated for the unprocessed signal, the processed
signal (noise suppression (NS) only), and the processed signal (noise and re-
verberation suppression (NS+RS)). The results, presented in Tab. 6.6, show
that compared to the unprocessed signal the segmental SIR and LSD are
improved in all cases.

The instantaneous SIR and LSD results obtained with a segmental SNR
of 25 dB together with the anechoic, reverberant and processed signals are
presented in Fig. 6.8. Since the SNR is relatively high, the instantaneous SIR
mainly relates to the amount of reverberation, such that the SIR improvement
is related to the reverberation suppression. The instantaneous SIR and LSD

Table 6.5. Parameters used for experiments.

Parameter Value

fs 8000 Hz

Ne 0.128 fs

Nr 0.032 fs

GdB
min 18 dB

βdB 3 dB

w 3
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Table 6.6. Segmental SIR and LSD for different segmental signal to noise ratios.

Type of Measured quantity
processing SNRseg SIRseg LSD

5 dB -4.89 dB 10.54 dB
Unprocessed 10 dB -1.97 dB 7.90 dB

25 dB 0.72 dB 4.88 dB

5 dB 0.20 dB 5.34 dB
Processed (NS) 10 dB 0.68 dB 4.75 dB

25 dB 1.00 dB 4.40 dB

5 dB 2.01 dB 5.12 dB
Processed (RS+NS) 10 dB 3.36 dB 4.33 dB

25 dB 4.45 dB 3.46 dB

are, respectively, increased and decreased, especially in those areas where the
SIR of the unprocessed signal is low.

The spectrograms and waveforms of the speech signals y(n), ze(n) and
the processed signal ẑe(n) are shown in Fig. 6.9. From these plots it can be
seen that the smearing in time due to the reverberation has been reduced
significantly.

6.7.3 Suppression of Residual Echo

To be able to suppress late residual echo an estimate of the spectral variance
of the interference is required. The estimation of the spectral variance of the
late residual echo signal er(n) is therefore very important. In Sec. 6.5.2 such
estimator has been derived. In Fig. 6.10 the spectrogram of the late resid-
ual echo er(n) (as defined in Eq. 6.59) and the estimated spectral variance
λ̂er

(l, k) are depicted. The estimator is computational efficient and only re-
quires two parameters, i.e., the initial power c̃(l, k) and the, possibly frequency
dependent, reverberation time T60. Here, the two parameters were obtained
using the method described in Sec. 6.5.3. The close resemblance between the
two spectrograms demonstrates the effectiveness of the developed estimator.

The echo cancellation performance, and more specifically the improvement
due to the post-filter, was evaluated using the ERLE. To be able to measure
the ERLE this experiment was conducted without noise. For this experiment
the gain function GH0(l, k) was equal to Gmin = 10−60/20, i.e., the maximum
suppression was set to 60 dB. The ERLE achieved by the adaptive filter was
calculated using
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(d) LSD of the unprocessed and processed speech signal.

Fig. 6.8. Reverberation suppression performance of the post-processor described in
Tab. 6.1 on page 204 (T60 ≈ 0.5 s).

ERLE(l) = 10 log10

⎧⎪⎪⎪⎨⎪⎪⎪⎩
lR′+L′−1∑

n=lR′
d2(n)

lR′+L′−1∑
n=lR′

(
d(n) − d̂(n)

)2
⎫⎪⎪⎪⎬⎪⎪⎪⎭dB, (6.78)
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(a) Microphone signal y(n).
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(b) Early speech component ze(n).
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(c) Estimated early speech component ẑe(n).

Fig. 6.9. Spectrogram and waveform of (a) the microphone signal y(n), (b) the
speech signal ze(n), and (c) the dereverberated speech signal ẑe(n) (segmental SNR
= 25 dB, T60 ≈ 0.5 s).
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(a) The spectrogram of the late residual echo signal er(n) as defined in Eq. 6.59.
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Fig. 6.10. Spectrograms of the true and estimated late residual echo signals. The
spectral variance was estimated using the estimator developed in Sec. 6.5.2.

where L′ = 0.032fs is the frame length and R′ = L′/4 denotes the number of
samples between two subsequent frames. To evaluate the total echo suppres-
sion, i.e., with post-filter, we calculated the ERLE using (6.78) and replaced
(d(n) − d̂(n)) by the residual echo at the output of the post-filter which is
given by (ẑ(n)− z(n)). Note that by subtracting z(n) from the output of the
post-filter ẑ(n), we avoid any bias in the ERLE due to the near-end speech sig-
nal. The final misalignment of the NLMS adaptive filter was -24 dB. It should
be noted that the residual echo which is caused by the system mismatch of
the adaptive filter cannot be compensated by the post-filter. The microphone
signal y(n), the error signal e(n), and the ERLE with and without post-filter
are shown in Fig. 6.11. We can see that the ERLE is significantly increased
when the post-filter is used.

We evaluate the robustness of the developed late residual echo suppressor
with respect to changes in the tail of the acoustic echo path when the far-end
speech signal was active. Let us assume that the AEC is working perfectly at
all times, i.e., the ĥe(n) = he(n) ∀ n. We have compared three systems:

i) the (perfect) AEC
ii) the AEC followed by an NLMS adaptive filter of length 1024 which com-

pensates for the late residual echo, and
iii) the AEC followed by the developed post-filter.
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(c) Echo return loss enhancement of e(n) and ẑ(n).

Fig. 6.11. Echo suppression performance of the AEC and the post-processor de-
scribed in Sec. 6.5.

It should be noted that the total length of the linear time invariant filter that is
used to cancel the echo in system ii is still shorter than the acoustic echo path.
The output of system ii is denoted by e′(n). At 4 seconds the acoustic echo
path was changed by changing the position of the loudspeaker. Since our main
objective is to study the robustness with respect to changes in the tail of the
acoustic echo path we shifted the loudspeaker by 30 degrees (clockwise) with
respect to the position of the microphone such that the direct path remains
constant. The microphone signal y(n), the error signal e(n) of the standard
AEC, the signals e′(n) and ẑ(n), and the ERLEs are shown in Fig. 6.12. The
time at which the position of the loudspeaker changes is marked with a dash-
dotted line. From the results we can see that the ERLEs of e′(n) and ẑ(n) are
improved compared to the ERLE of e(n). The late residual echo estimator is
mainly based on the exponential decaying envelope of the AIR, which does
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(c) Echo Return Loss Enhancement of e(n), e′(n), and ẑ(n).

Fig. 6.12. Echo suppression performance with respect to echo path changes.

not change over time. Hence, the estimator does not suffer from the change in
the tail of the acoustic echo path. In addition, the estimator does not require
any convergence time. Furthermore, in practice the adaptive filter might not
even be able to converge due to the echo to near-end speech plus noise ratio
of the microphone signal y(n).

6.7.4 Joint Suppression of Reverberation, Residual Echo,
and Noise

We now evaluate the performance of the post-processor described in Tab. 6.4
during double-talk. The reverberation time T̂60 was obtained using the proce-
dure described in Sec. 6.5.3. After convergence of the adaptive filters T60 was
493 ms. The performance is evaluated at three different segmental SNR values
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Table 6.7. Segmental SIR and LSD for different segmental signal to noise ratios
during double-talk.

Type of Measured quantity
processing SNRseg SIRseg LSD

5 dB -10.65 dB 13.53 dB
Unprocessed 10 dB -9.73 dB 11.93 dB

25 dB -9.17 dB 10.38 dB

5 dB -5.96 dB 11.14 dB
AEC 10 dB -3.12 dB 8.21 dB

25 dB -0.52 dB 4.27 dB

5 dB -1.56 dB 5.00 dB
AEC + Post-Filter (NS) 10 dB -0.37 dB 3.80 dB

25 dB 0.20 dB 3.17 dB

5 dB -1.34 dB 4.71 dB
AEC + Post-Filter (NS+RES) 10 dB -0.20 dB 3.57 dB

25 dB 0.57 dB 2.87 dB

5 dB 0.11 dB 4.59 dB
AEC + Post-Filter (NS+RES+RS) 10 dB 2.08 dB 2.36 dB

25 dB 3.68 dB 2.27 dB

using the segmental SIR and the LSD. Since all non-stationary interferences
are reduced down to the residual background noise level, the background noise
is suppressed first. The intermediate results that were obtained using

i) the AEC,
ii) the AEC and post-filter (noise suppression (NS)),
iii) the AEC and post-filter (noise and residual echo suppression(NS+RES)),

and
iv) the AEC and post-filter (noise, residual echo, and reverberation suppres-

sion (NS+RES+RS))

are presented in Tab. 6.7. These results show a consistent and significant
improvement in terms of segmental SIR and LSD.

The spectrograms of the microphone signal, near-end speech signal and the
estimated signal ẑe(n) for a segmental SNR of 25 dB, are shown in Fig. 6.13.
The spectrograms demonstrate how well the interferences are suppressed dur-
ing double-talk.
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Fig. 6.13. Spectrograms of (a) the microphone signal y(n), (b) the near-end speech
signal ze(n), (c) the reverberant near-end speech signal z(n), and (d) the estimated
signal ẑe(n), during double-talk (segmental SNR = 25 dB, T60 ≈ 0.5 s).

6.8 Summary and Outlook

We have described a general purpose post-filter that is suitable for suppres-
sion of stationary and non-stationary interferences. The post-filter requires an
estimate of the spectral variance of these interferences. Spectral variance esti-
mators for two important non-stationary interferences, i.e., late reverberation
and late residual echo, have been developed. Both estimators exploit the ex-
ponentially decaying structure of the AIR by using a statistical reverberation
model. The decay rate of the AIR is directly related to the reverberation time
of the room, and is the most important model parameter. A major advantage
of the acoustic echo cancellation application is that due to the existence of
the echo an estimate of the reverberation time can be obtained in a non-blind
way. A post-processor has been developed which can effectively and efficiently
suppress late reverberation, late residual echo, and background noise. Experi-
mental results demonstrate the performance of the developed post-processor,
and its robustness to small position changes in the room.
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Polack’s statistical reverberation model that is used in this chapter is only
valid when the source-receiver distance is larger than the critical distance.
When the source-receiver distance is smaller than the critical distance the
energy of the direct path is larger than the energy of all reflections. In this
case the described spectral variance estimator will be biased. In many hands-
free applications the source-receiver distance can be smaller than the critical
distance. Recently, a generalized statistical model was developed [31], which
includes the contribution of the direct path. The estimator which is based on
this model can be used in case the source-receiver distance is smaller than
the critical distance. The generalized model requires an additional parameter
which is related to the direct to reverberation ratio. Blind estimation of this
parameter is a topic for future research.

Extending the developed post-processor to the case where a microphone
array is available, rather than a single microphone, is another topic for future
research. The ability to combine temporal-spatial and spectral techniques may
further enhance the ability to reduce coherent and diffuse background noise
and reverberation.
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34. E. Hänsler, G. Schmidt: Acoustic Echo and Noise Control: A Practical Approach,
Hoboken, NJ, USA: Wiley-IEEE Press, 2004.

35. S. Haykin: Blind Deconvolution, fourth ed., Englewood Cliffs, NJ, USA:
Prentice-Hall, 1994.

36. J. Hopgood: Nonstationary Signal Processing with Application to Reverberation
Cancellation in Acoustic Environments, Ph.D. thesis, Cambridge University,
2001.

37. Y. Huang, J. Benesty: A class of frequency-domain adaptive approaches to blind
multichannel identification, IEEE Trans. Signal Processing, 51(1), 11–24, Jan.
2003.

38. J. J. Jetzt: Critical distance measurement of rooms from the sound energy spec-
tral response, JASA,65(5), 1204–1211, 1979.

39. J.-M. Jot, L. Cerveau, O. Warusfel: Analysis and synthesis of room reverberation
based on a statistical time-frequency model, Audio Engineering Society, 103th
Convention, Aug. 1997.

40. H. Kuttruff: Room Acoustics, fourth ed., London, GB: Spon Press, 2000.
41. K. Lebart, J. M. Boucher, P. N. Denbigh: A new method based on spectral

subtraction for speech dereverberation, Acta Acoustica, 87(3), 359–366, 2001.
42. R. Martin, P. Vary: Combined acoustic echo cancellation, dereverberation and

noise reduction: a two microphone approach, Annales des Telecommunications,
49(7-8), 429–438, 1994.

43. R. Martin: Noise power spectral density estimation based on optimal smoothing
and minimum statistics, IEEE Trans. Speech Audio Processing, 9(5), 504–512,
2001.

44. M. Miyoshi, Y. Kaneda: Inverse filtering of room acoustics, IEEE Trans. Speech
Audio Processing, 36(2), 145–152, 1988.
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51. B. D. Radlović, R. Williamson, R. Kennedy: Equalization in an acoustic rever-

berant environment: robustness results, IEEE Trans. Speech Audio Processing,
8(3), 311–319, 2000.



Dereverberation and Residual Echo Suppression in Noisy Environments 227

52. R. Ratnam, D. L. Jones, B. C. Wheeler, W. D. O’Brien Jr., C. R. Lansing, A. S.
Feng: Blind estimation of reverberation time, JASA, 114(5), 2877–2892, Nov.
2003.

53. W. C. Sabine: Collected Papers on Acoustics (Originally 1921), Los Altos, CA,
USA: Peninsula Publishing, 1993.

54. G. Schmidt: Applications of acoustic echo control - an overview, Proc. EU-
SIPCO ’04, Vienna, Austria, 2004.

55. M. R. Schroeder: Statistical parameters of the frequency response curves of large
rooms, Journal of the Audio Engineering Society, 35, 299–306, 1954.

56. M. R. Schroeder: Frequency correlation functions of frequency responses in
rooms, JASA, 34(12), 1819–1823, 1962.

57. M. R. Schroeder: Integrated-impulse method measuring sound decay without
using impulses, JASA, 66(2), 497–500, 1979.

58. F. Talantzis, D. B. Ward: Robustness of multichannel equalization in an acoustic
reverberant environment, JASA, 114(2), 833–841, 2003.

59. M. Triki, D. T. M. Slock: Delay and predict equalization for blind speech dere-
verberation, Proc. ICASSP ’06, 5, 97–100, Toulouse, France, May 2006.

60. V. Turbin, A. Gilloire, P. Scalart: Comparison of three post-filtering algorithms
for residual acoustic echo reduction, Proc. ICASSP ’97, 1, 307–310, 1997.

61. A. Varga, H. J. M. Steeneken: Assessment for automatic speech recognition: II.
NOISEX-92: a database and an experiment to study the effect of additive noise
on speech recognition systems, Speech Communication, 12, 247–251, July 1993.

62. J. Y. C. Wen, N. D. Gaubitch, E. A. P. Habets, T. Myatt, P. A. Naylor: Evalu-
ation of speech dereverberation algorithms using the MARDY database, Proc.
IWAENC ’06, 1–4, Paris, France, Sept. 2006.

63. M. Xu, Y.Grenier: Acoustic echo cancellation by adaptive antenna, Proc.
IWAENC ’89, Berlin, Germany, Sept. 1989.

64. H. Yasukawa: An acoustic echo canceller with sub-band noise cancelling, IE-
ICE Trans. on Fundamentals of Electronics, Communications and Computer
Sciences, E75-A(11), 1516–1523, 1992.

65. B. Yegnanarayana, P. S. Murthy: Enhancement of reverberant speech using LP
residual signal, IEEE Trans. Speech Audio Processing, 8(3), 267–281, 2000.



 

 

 

 

 



7

Low Distortion Noise Cancellers – Revival
of a Classical Technique

Akihiko Sugiyama

NEC Corporation, Japan

This chapter presents low-distortion noise cancellers with their applications
to communications and speech recognition. This classical technique, originally
proposed by Widrow et al. in mid 70’s, is first reviewed from a view point of
output-signal distortion to show that interference and crosstalk are the pri-
mary reasons. As a solution to the interference problem, a paired filter (PF)
structure introduces an auxiliary adaptive filter for estimating a signal-to-
noise ratio (SNR) that is used to control the coefficient-adaptation stepsize
in the main adaptive filter. A small stepsize for high SNRs, when the desired
signal seriously interferes the misadjustment, provides steady and accurate
change of coefficients, leading to low-distortion. This PF structure is extended
to more general cases in which crosstalk from the desired-signal source to the
auxiliary microphone is not negligible. A cross-coupled paired filter (CCPF)
structure and its generalized version are solutions that employ another set of
paired filters. The generalized CCPF (GCCPF) is applied to speech recog-
nition in a human-robot communication scenario where improvement in dis-
tortion is successfully demonstrated by evaluations in the real environment.
This robot had been demonstrated for six months at 2005 World Exposition
in Aichi, Japan.

7.1 Introduction

Adaptive noise cancellers (ANCs) were first proposed by Widrow et al. for two-
microphone speech enhancement [22]. Widrow’s ANC has two microphones.
The primary microphone captures a mixture of a desired signal and noise. A
secondary (or reference) microphone is placed sufficiently close to the noise
source to pick up a reference noise. The reference noise drives an adaptive
filter to generate a noise replica at the primary microphone. By subtracting
the noise replica from the primary microphone signal, an enhanced speech
is obtained as the output. The output contains residual noise and is used
for coefficient adaptation. Due to the auxiliary information by the reference
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microphone, Widrow’s ANC is a more effective technique, especially in low
SNR environments, than single-microphone noise suppressors based on, for
example, spectral subtraction (SS) [2] and minimum mean squared error short
time spectral amplitude (MMSE STSA) estimation [6]. However, the quality
of the output speech may be degraded for two reasons, namely, interference
and crosstalk.

Interference to coefficient adaptation is caused by the desired signal. Coef-
ficients should be updated by the residual noise that is the difference between
the noise at the primary microphone and the noise replica. However, the resid-
ual noise cannot be obtained separately from the desired signal. It serves as
an interference when the error, which is composed of the residual noise and
the desired signal, is used for coefficient adaptation of the ANC. As a result,
the performance of the ANC is limited [22] with insufficient noise cancellation
and distortion in the desired signal.

Crosstalk happens at the reference microphone. In Widrow’s ANC, it is
assumed that the reference microphone is placed sufficiently close to the noise
source. It is necessary for the reference microphone to pick up only the noise.
However, this assumption is often violated in reality. There are desired-signal
components that leak into the reference microphone. Such a leak-in signal
is called crosstalk. Crosstalk contaminates the reference noise that is the
adaptive-filter input in Widrow’s ANC. The adaptive-filter output is no longer
a good replica of the noise and the ANC output may be distorted.

This chapter presents low-distortion noise cancellers as solutions to the
interference and the crosstalk problems. In Sec. 7.2, interference and crosstalk
are investigated from a viewpoint of distortion in the output signal. A solution
to the interference problem is presented in Sec. 7.3. Some ANCs are described
in Sec. 7.4 in search of a good structure for the crosstalk problem. Finally,
Secs. 7.5 and 7.6 are devoted to more advanced ANC structures for successful
applications.

7.2 Distortions in Widrow’s Adaptive Noise Canceller

7.2.1 Distortion by Interference

Fig. 7.1 shows a block diagram of Widrow’s ANC. s(n), n(n) and n1(n) are
the signal, the noise, and the noise component in the primary-microphone
signal, all with a time index n. h(n) represents the impulse response of the
noise path from the noise source to the primary microphone. The primary
signal xP(n) and the reference signal xR(n) can be written as

xP(n) = s(n) + n1(n), (7.1)
xR(n) = n(n). (7.2)

The output e1(n) of the ANC is given by
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Fig. 7.1. Widrow’s adaptive noise canceller.

e1(n) = s(n) + n1(n) − y1(n), (7.3)
n1(n) = hT(n)n(n), (7.4)
y1(n) = wT(n)xR(n) = wT(n)n(n), (7.5)

where n1(n) and y1(n) are the noise component in xP(n) and the output of
the adaptive filter. w(n) is the coefficient vector of the adaptive filter, and
h(n) is the impulse-response vector of the noise path. xR(n) and n(n) are
the reference signal and the noise vectors with a size of N . These vectors are
defined by

hT(n) =
[
h0(n), h1(n), · · · , hN−1(n)

]
, (7.6)

wT(n) =
[
w0(n), w1(n), · · · , wN−1(n)

]
, (7.7)

nT(n) =
[
n(n), n(n − 1), · · · , n(n − N + 1)

]
, (7.8)

xT
R(n) =

[
xR(n), xR(n − 1), · · · , xR(n − N + 1)

]
= nT(n). (7.9)

Eqs. 7.3 – 7.5 reduce to

e1(n) = s(n) +
[
h(n) − w(n)

]T
n(n). (7.10)

Assuming that the noise path h(n) is estimated with the NLMS algo-
rithm [9], the update of w(n) is performed by

w(n + 1) = w(n) +
µ e1(n)xR(n)∥∥xR(n)

∥∥2 = w(n) +
µ e1(n)n(n)∥∥n(n)

∥∥2 , (7.11)

where µ is a stepsize. From Eqs. 7.3 and 7.10, it can be seen that e1(n) is close
to s(n) when y1(n) ≈ n1(n) or equivalently, h(n) ≈ w(n) near convergence.
Because e1(n) is the output, the desired signal s(n) is obtained at the output
after convergence. However, the misadjustment y1(n)−n1(n) which is needed
for coefficient adaptation is severely contaminated by the desired signal s(n),
resulting in signal-distortion such as reverberation [3]. This distortion can
be removed if the coefficient update is performed only in the absence of the
desired signal s(n). However, it requires an accurate speech detector.
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Fig. 7.2. Widrow’s adaptive noise canceller with crosstalk.

7.2.2 Distortion by Crosstalk

When there is crosstalk, Eq. 7.2 does not hold anymore because a crosstalk
term s1(n) should be considered as depicted in Fig. 7.2. In the presence of
crosstalk, xR(n) is expressed by

xR(n) = n(n) + s1(n), (7.12)

where

s1(n) = gT(n) s(n), (7.13)
gT(n) =

[
g0(n), g1(n), · · · , gN−1(n)

]
. (7.14)

In reference to Eqs. 7.2, 7.12, and 7.5, the output y1(n) with crosstalk is given
by

y1(n) = wT(n)xR(n) + wT(n) s1(n),
= wT(n)

[
n(n) + s1(n)

]
, (7.15)

sT
1 (n) =

[
s1(n), s1(n − 1), · · · , s1(n − N + 1)

]
. (7.16)

Eqs. 7.3, 7.4, and 7.15 result in

e1(n) = s(n) +
[
h(n) − w(n)

]T
n(n) − wT(n) s1(n). (7.17)

When w(n) perfectly identifies h(n), i.e. w(n) = h(n), Eq. 7.17 reduces to

e1(n) = s(n) − hT(n) s1(n), (7.18)

which is not equal to the desired signal. In addition, Eqs. 7.16 and 7.18 suggest
that past activities of s(n) affect the output e1(n). Therefore, the output e1(n)
is not equal to the desired signal s(n), resulting in distortion, unless h(n) or
s1(n) is a zero vector.

For the environment with crosstalk, multi-stage ANCs [5,8,13] have been
developed as extensions of Widrow’s ANC. They all try to perform coefficient



Low Distortion Noise Cancellers – Revival of a Classical Technique 233

Power average

SNR estimation

MF

SF

Noise-cancelled
speech

s(n)

n(n)

xP(n)

xR(n)

e1(n)

e2(n)

y1(n)

y2(n)

z−L

z−L

PS(n)

PN(n)

µSF

SNRP(n)

fP(.)
µMF(n)

Fig. 7.3. ANC with a paired filter (PF) structure.

adaptation during absence of the desired signal so that the undesirable effect
of the crosstalk does not appear neither in the input signal nor in the error that
is used for coefficient adaptation. Eq. 7.2 holds in this case. It implies that a
sufficiently accurate signal detector for s(n) is essential, which is not available
in reality. In addition, this strategy does not work in the presence of s(n). The
output is still expressed by Eq. 7.18. Therefore, multi-stage ANCs [5,8,13] are
not effective for the crosstalk problem.

7.3 Paired Filter (PF) Structure

A paired filter (PF) structure [11] has been developed as a solution to the
interference problem. Fig. 7.3 shows an ANC with a paired filter structure,
which consists of two adaptive filters, namely, a main filter (MF) and a subfil-
ter (SF). They operate in parallel to generate noise replicas. The SF is used for
estimating the signal-to-noise ratio (SNR) of the primary input. The stepsize
for the MF is controlled based on the estimated SNR.

7.3.1 Algorithm

7.3.1.1 SNR Estimation by Subfilters

The SF works in the same way as Widrow’s ANC. Filter coefficients are up-
dated by the NLMS algorithm [9]. The stepsize, µSF, is set large and fixed for
fast convergence and rapid tracking of the noise-path change. A small value of
µSF results in more precise estimation. For the estimation of SNR, an average
power of the noise replica, PN(n), and the power of the error signal, PS(n),
are calculated by
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PN(n) =
M−1∑
j=0

y2
2(n − j), (7.19)

PS(n) =
M−1∑
j=0

(
xP(n − j) − y2(n − j)

)2
,

=
M−1∑
j=0

e2
2(n − j), (7.20)

where y2(n) is the SF output. M is the number of samples used for calculating
PN(n) and PS(n). From PS(n) and PN(n), an estimated signal-to-noise ratio,
SNRP(n), of the primary signal is calculated by

SNRP(n) = 10 log10

{
PS(n)
PN(n)

}
dB. (7.21)

7.3.1.2 Stepsize Control for the Main Filter

The stepsize for the MF is controlled by the estimated signal-to-noise ratio,
SNRP(n). If SNRP(n) is low, the stepsize is set large for fast convergence
because low SNRP(n) means small interference for the coefficient adapta-
tion. Otherwise, the stepsize is set small for smaller signal-distortion in the
ANC output. The following equation shows a function which determines the
stepsize, µMF(n), based on SNRP(n):

µMF(n) =

⎧⎪⎪⎨⎪⎪⎩
µMmin , if SNRP(n) > SNRPmax ,

µMmax , if SNRP(n) < SNRPmin ,

fP

(
SNRP(n)

)
, otherwise,

(7.22)

where µMmax , µMmin and fP(·) are the maximum and the minimum stepsizes
and a function of SNRP(n), respectively. It is natural that fP(·) is a decreasing
function since a small stepsize is suitable for a large SNR. For simplicity, let
us assume that fP(·) is a first-order function of SNRP(n). Then, it may be
given by

fP

(
SNRP(n)

)
= A · SNRP(n) + B, (7.23)

where A (A < 0) and B are constants. µMmin determines the signal distor-
tion in the utterance. If µMmin is set to zero, the adaptation is skipped when
SNRP(n) is higher than SNRPmax . In this case, this algorithm works as the
adaptation-stop method [10] with a speech detector.

7.3.1.3 Delay Compensation for the Main Filter

The estimated SNR, SNRP(n), is given with a time delay, which depends on
the number of samples M used for calculation of PN(n) and PS(n). This time



Low Distortion Noise Cancellers – Revival of a Classical Technique 235

delay directly raises the signal distortion in the processed speech because the
stepsize remains large in the beginning of the utterance. To compensate for
this delay, the delay unit z−L is incorporated only for the MF. L is set to
M/2 since the time delay is M/2.

7.3.2 Evaluations

The performance of the ANC with a paired filter structure was evaluated in
comparison with that of a variable stepsize algorithm [18] assuming a commu-
nication scenario in a military tank. The tank operators wear headsets with a
reference microphone on the earpiece. A diesel-engine noise recorded in a tank
was used as a noise source. Shown in Fig. 7.4 at the top is a noise-path impulse
response measured in a room with a dimension of 3.05 m (width) × 2.85 m
(depth) × 1.80 m (height). In order to evaluate the tracking capability, the po-
larity of the noise path was inverted at 12.5 sec.1 The noise component, which
was generated by convolution of the noise source with the noise-path, was
added to the speech source to obtain the noise-corrupted signal. This signal
contains the uncorrelated noise component which should exist in the recording
environment. The sampling frequency was 8 kHz and other parameter values
are shown in Tab. 7.1. Parameters for the variable stepsize algorithm were
adjusted such that fast convergence and the final misadjustment equivalent
to that of the ANC with the PF structure are obtained.

Table 7.1. Parameters and corresponding values.

Parameter Value

N 64

M 128

L 64

µSF 0.4

µMmax 0.4

µMmin 2−6

SNRPmax −10 dB

SNRPmin −50 dB

A −0.01

B 0.4

1 This is nothing more than an example. An abrupt polarity change was imposed
as an extreme example. Path changes in the real environment are slower and less
significant, thus, easier to track.
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7.3.2.1 Objective Evaluations

Fig. 7.5 illustrates the desired signal, the primary signal and the output signal.
The SNR in the primary signal was around 0 dB in the utterance. The ANC
with the PF structure successfully cancels the noise and tracks the noise-path
change at 12.5 sec.
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output speech signal (black, lower diagram).
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The original SNR and the SNR estimated by the SF are compared in part
(a) and (b) of Fig. 7.6. Since the peaks of the estimated SNR approximate
those of the original SNR in a good manner, it is considered reliable. Part (c)
of Fig. 7.6 exhibits the stepsize behaviors of the ANC with the PF structure
and that of the variable stepsize algorithm. The stepsize of the ANC with the
PF structure remains small in the utterance, while the other becomes larger
in the beginning of the utterance.

(a) Original SNR.
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Fig. 7.6. Original (a) and estimated SNR (b), as well as the stepsize behavior (c).
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Fig. 7.7 shows a normalized output ε(n) defined by

ε(n) = 10 log10

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Mε−1∑
j=0

e2
1(n − j)

Mε−1∑
j=0

x2
P(n − j)

⎫⎪⎪⎪⎬⎪⎪⎪⎭ dB, (7.24)

where Mε is the number of samples for average and was set to 512. In case of
good noise cancellation, ε(n) should take a large negative value in nonspeech
sections. The normalized output of the ANC with the PF structure is approx-
imately 10 dB smaller in the utterance compared with the variable stepsize
algorithm.

Fig. 7.8 depicts signal distortion δ(n) in the output defined by

δ(n) = 10 log10

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Mδ−1∑
j=0

(
e1(n − j) − s(n − j)

)2
Mδ−1∑
j=0

s2(n − j)

⎫⎪⎪⎪⎬⎪⎪⎪⎭ dB, (7.25)

where Mδ is the number of samples for average and was set to 512. The ANC
with the PF structure reduces the signal distortion by up to 15 dB compared
with the variable stepsize algorithm in the utterance.

Similar performance of the ANC with the PF structure has been confirmed
for ±6 dB and 0 dB SNR with respect to the estimated SNR, the normalized
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Fig. 7.8. Signal distortion.

output ε(n), and the signal distortion δ(n) [11]. The performance does not
change for different SNRs.2

7.3.2.2 Subjective Evaluation

To evaluate the subjective performance of the ANC with a paired filter struc-
ture, a listening test was carried out. Widrow’s ANC with the NLMS al-
gorithm [9] and the ANC with the PF structure were compared for the case
where the SNR in the primary signal is 0 dB. The 5-point mean opinion scores
(MOS’s) were given by 20 listeners. A noise-free (i.e. clean) speech sample and
a noisy speech sample before noise-cancellation were included as the highest
and the lowest anchors. The same speech source as in Sec. 7.3.2.1 was em-
ployed for the subjective test. Fig. 7.9 shows the subjective evaluation results.
The vertical line centered in the shaded area and the numeral represent the
mean value of the MOS. The width of the shaded area corresponds to the
standard deviation. The mean values of the MOS for the ANC with the PF
structure are higher than Widrow’s ANC by about 1 point.

7.4 Crosstalk Resistant ANC and Cross-Coupled
Structure

Crosstalk resistant ANC (CTRANC) [14, 15, 23] and an ANC with a cross-
coupled structure [1] havebeendeveloped independently for crosstalk resistance.

2 For hardware implementation and evaluation, please refer to [11].
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Fig. 7.9. Results of the subjective evaluation.

They both employ an auxiliary filter for crosstalk, however, its usage is dif-
ferent from that in the multi-stage ANCs [5,8, 13].

7.4.1 Crosstalk Resistant ANC

Fig. 7.10 depicts a block diagram of CTRANC. The secondary adaptive filter,
F2, is driven by the ANC output e1(n) to generate a crosstalk replica. When
the ANC operation is ideal, its output should be equal to the desired signal. It
suggests that the ANC output could be used as a replica of the desired signal.
The output y3(n) of F2, approximating the crosstalk, is subtracted from the
reference input xR(n). The result e3(n) is used as the input of the primary
adaptive filter, F1. Because the crosstalk components that were originally
contained in the reference input are cancelled by F2, F1 has little crosstalk
contamination in its input. Therefore, F1 works as if there were no crosstalk.

Filter F1

Filter F2

Noise-
cancelled
speech

xP(n)

xR(n)

y1(n)

e1(n)

y3(n)

e3(n)
v(n)

w(n)

Fig. 7.10. Crosstalk resistant adaptive noise canceller (CTRANC).
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Referring to Fig. 7.10, the input of F1 represented by e3(n) is given by

e3(n) = xR(n) − vT(n)e1(n). (7.26)
e1(n) = xP(n) − wT(n)e3(n), (7.27)

From Eqs. 7.1, 7.4, 7.12, 7.13, 7.26, and 7.27, the following equations are
obtained:

e1(n) = s(n) + hT(n)n(n) − wT(n)e3(n), (7.28)
e3(n) = gT(n) s(n) + n(n) − vT(n)e1(n), (7.29)

where

eT
1 (n) =

[
e1(n − 1), · · · , e1(n − N + 1), e1(n − N)

]
, (7.30)

eT
3 (n) =

[
e3(n), e3(n − 1), · · · , e3(n − N + 1)

]
, (7.31)

vT(n) =
[
v0(n), v1(n), · · · , vN−1(n)

]
. (7.32)

v(n) is the coefficient vector of F2. It should be noted that the elements of
e1(n) are one-sample shifted to the left. This is because e1(n) is not available
when y3(n) is calculated.3

For perfect cancellation of the crosstalk s1(n), e3(n) = n(n) should be
satisfied. Applying this condition to Eqs. 7.28 and 7.29 leads to

e1(n) = s(n), (7.33)
w(n) = h(n), (7.34)
v(n) = g(n). (7.35)

Eq. 7.33 implies that the output e1(n) theoretically has no distortion.

7.4.2 Cross-Coupled Structure

An ANC with a cross-coupled structure [1] is an equivalent form to CTRANC.
The cross-coupled structure is illustrated in Fig. 7.11. It has a paired struc-
ture with dedicated adaptive filters for noise and crosstalk paths. Combining
Eqs. 7.1 and 7.2, with Fig. 7.11, it is straightforward to derive Eqs. 7.28 and
7.29. It is clearly seen in Fig. 7.11 that the filters F1 and F2 are cooperating
to make the input of its counterpart less contaminated by crosstalk or noise.
Therefore, if one works better with a clean input, the other also works bet-
ter with its own input that is cleaner. Finally, both F1 and F2 operate with
crosstalk-free and noise-free inputs, respectively, which is the ideal situation.
3 This fact implies that v0(n), the first element of v(n), approximates g(1) in

Fig. 7.2. Although g(0) cannot be modeled by v(n), it does not cause a prob-
lem as far as there is a one-sample delay in the crosstalk path. This is usually the
case in practice.
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Fig. 7.11. ANC with a cross-coupled structure.

However, [1] points out that the output of the cross-coupled ANC may not be
sufficiently good. This is because the desired signal in the output interferes
the coefficient adaptation in F1. Similarly, the noise in e3(n) interferes the
coefficient adaptation in F2. The ANC structure by itself does not make a
good solution to the crosstalk problem. From this viewpoint, integration of a
good coefficient adaptation algorithm and a good ANC structure is essential.
Such integrations are discussed in the following sections.

7.5 Cross-Coupled Paired Filter (CCPF) Structure

To cancel crosstalk caused by the desired signal in the reference input, the
cross-coupled paired filter (CCPF) structure [12] employs a cross-coupled
structure [1] in which cross-coupled adaptive filters should cancel the noise
component in the primary signal and the crosstalk in the reference signal
simultaneously. For the interference problem the paired filter structure is ex-
tended to the cross-coupled structure.

7.5.1 Algorithm

Fig. 7.12 depicts a block diagram of an ANC with a CCPF structure. The
filters MF1 and MF2 form the cross-coupled structure. The filters SF1 and
SF2 make a pair with MF1 and MF2 for the interference resistance.

MF1 and SF1 take the roles of the main filter (MF) and the subfilter
(SF) in the PF structure. Another set of paired filters, namely MF2 and SF2,
operate in the same manner as MF1 and SF1 except that they try to cancel the
crosstalk instead of the noise. The stepsizes of MF1 and MF2 are controlled
with the help of SF1 and SF2 in a similar way to that in MF in the PF
structure. When no crosstalk is present, this structure in Fig. 7.12 works as
that in Fig. 7.3. Because there are no correlated components to s(n) in either
e3(n) or e4(n), the coefficients of SF2 and MF2 do not grow from the initial
values (i.e. zero).
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Fig. 7.12. ANC with a cross-coupled paired filter (CCPF) structure.

7.5.1.1 SNR Estimation by Subfilters

SF1 carries out SNR estimation for the primary signal in the same way as
in the PF structure by Eqs. 7.19 – 7.21. SF2, on the other hand, estimates
the SNR for the reference signal xR(n) by generating a replica of the desired
signal component (crosstalk) in the reference signal. SNRR(n) of the reference
signal can be estimated using a replica of the desired signal at the subtractor
output and the estimated noise. The crosstalk estimated by SF2 is generally
a speech signal, which naturally contains silent sections. When the crosstalk
is small, the signal component to be estimated may be much smaller than the
noise component. To perform a stable SNR estimation, the stepsize for the
coefficient adaptation µSF2 is therefore set smaller than the stepsize for SF1.

The average power QS(n) of the desired-signal replica and the average
power QN(n) of the error signal of SF2 can be calculated using the following
equations:
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QS(n) =
M−1∑
j=0

y2
4(n − j), (7.36)

QN(n) =
M−1∑
j=0

(
xR(n − j) − y4(n − j)

)2

,

=
M−1∑
j=0

e2
4(n − j), (7.37)

where y4(n), e4(n) are respectively the desired-signal replica which is the
output of SF2 and the reference signal. M is the number of samples averaged
for calculation of QS(n) and QN(n). From QS(n) and QN(n), the signal-to-
noise ratio SNRQ(n) can be obtained by

SNRQ(n) = 10 log10

{
QS(n)
QN(n)

}
dB. (7.38)

7.5.1.2 Stepsize Control in the Main Filters

The adjustment of the stepsize µMF1(n) in MF1 is controlled based on the
estimated SNRP(n) in the same manner as in the PF structure. µMF1(n) is
determined by Eqs. 7.21 and 7.22 where µMF(n), µMmax , and µMmin should
be replaced with µMF1(n), µM1max , and µM1min . The stepsize µMF2(n) is con-
trolled by the estimated SNRQ(n). When SNRQ(n) is low, the stepsize is
set small since there is a large noise component which interferes with MF2 in
the crosstalk estimation. On the other hand, when SNRQ(n) is high with a
large crosstalk component, the stepsize is set large. µMF2(n) is determined by
Eq. 7.39 based on SNRQ(n):

µMF2(n) =

⎧⎪⎪⎨⎪⎪⎩
µM2min , if SNRQ(n) < SNRQmin ,

µM2max , if SNRQ(n) > SNRQmax ,

fQ

(
SNRQ(n)

)
, otherwise,

(7.39)

where µM2max and µM2min are the maximum and the minimum values of the
stepsize, respectively. It is desirable that fQ(·) is a monotonically increasing
function. For simplicity, let us assume that fQ(·) is a first-order function.
Then, it may be given by

fQ

(
SNRQ(n)

)
= C · SNRQ(n) + D, (7.40)

where C (C > 0) and D are constants.

7.5.1.3 Delay Compensation for Main Filters

As in the PF structure, the estimated SNRP(n) and SNRQ(n) generate time
delays depending on M . To compensate for these delays, L-sample delay units
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z−L are incorporated into the input paths of the primary and the reference
signals of MF1 and MF2. L is set to M/2 since the delay in the sense of the
moving-average for M samples is a half of M .

7.5.2 Evaluations

The performance of the ANC with the CCPF structure was evaluated in
comparison with that of the PF structure. The same recorded speech and the
noise as in Sec. 7.3.2 as well as the impulse response of the noise path in
Fig. 7.4 were used. Since the crosstalk path can be approximated by a delay
when the primary and the reference microphones are located close to each
other, like using a headset, a unit impulse response with an amplitude of 0.25
and a time delay of 5 samples was used.

The noise component, which was generated by convolution of the noise
source with the impulse response of the noise path, was added to the desired
signal to create the primary signal. The reference signal was generated by
adding the noise to the crosstalk generated by convolution of the desired
signal with the impulse response of the crosstalk path. SNRs of the primary
and the reference signals in the utterance were 6 dB and −12 dB, respectively.
To evaluate the influence by an SNR change, these SNRs were increased by 10
dB by decreasing the noise power by 10 dB after 15 seconds4. The sampling
frequency was 8 kHz. Other parameter values are shown in Tab. 7.2.

Table 7.2. Parameters and corresponding values.

Parameter Value Parameter Value

N 64 SNRPmin −30 dB

M 128 A −0.01

L 64 B 0.1

µSF 0.1 µM2max 0.02

µSF1 0.1 µM2min 0.0

µSF2 0.002 SNRQmax 0 dB

µM1max 0.2 SNRQmin −10 dB

µM1min 0.0 C 0.002

SNRPmax −10 dB D 0.02

4 A severer condition was selected on purpose. A smaller noise power means a
stronger interference (i.e. stronger desired signal) for adaptation of SF1 and MF1.
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Fig. 7.13. Desired signal (upper diagram), primary signal (gray, lower diagram)
and output (black, lower diagram) speech.

Fig. 7.13 shows the desired signal (upper diagram), the primary signal
(gray, lower diagram), and the output (black, lower diagram) of the ANC
with the CCPF structure. They indicate that the CCPF structure cancels the
noise to a satisfactory level.

Fig. 7.14 shows the SNR of the primary signal, its estimate using SF1, the
SNR of the reference signal, and its estimate utilizing SF2. Where the SNR
is high, the estimated SNR agrees well with the actual one.

Fig. 7.15 shows the stepsizes of MF1 and MF2. The stepsize of MF1 is
large when the speech signal is absent. The stepsize is generally small after
15 seconds since the SNR was increased by 10 dB. On the other hand, the
stepsize of MF2 is large in those sections where the speech is present. After
15 seconds, the stepsize is generally large due to the increased SNR.

Part (a) of Fig. 7.16 depicts the normalized output, ε(n), in Eq. 7.24.
A large negative value of ε(n) in nonspeech sections represents good noise
cancellation. The ANC with the CCPF structure achieves as much as 10 dB
lower output level than the ANC with the PF structure.

Part (b) of Fig. 7.16 exhibits the signal distortion δ(n) in Eq. 7.25 at the
ANC output. The ANC with a CCPF structure reduces the distortion by as
much as 15 dB in utterances compared to that with the PF structure. Al-
though there are sections where the CCPF structure creates larger distortion,
it does not result in the degradation of the subjective voice quality since these
sections are limited to silent sections with small signal power. In addition,
the CCPF structure creates no increase in distortion even when the SNR is
increased by 10 dB.
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Fig. 7.14. True (gray) and estimated (black) SNRs of the primary (upper diagram)
and the reference signals (lower diagram).

7.6 Generalized Cross-Coupled Paired Filter (GCCPF)
Structure

The CCPF structure has two pairs of cross-coupled adaptive filters, each of
which consists of a main filter and a subfilter. The subfilters serve as pilot
filters whose output is used to estimate the signal-to-noise ratios (SNRs) of
the primary and the reference signals. The stepsizes for the adaptation of
the main filters are controlled according to the estimated SNRs. Since the
stepsize is controlled by the subfilters, good noise cancellation and low signal-
distortion in the output are simultaneously achieved. However, the CCPF
structure was developed for communication headsets in noisy environment.
The fixed stepsize for each subfilter may not provide satisfactory performance
for a wide range of SNRs that are encountered in other applications. Actually,
application to human-robot communication is attracting more interests from
a viewpoint of noise and interference cancellation [19]. It is possible to follow
the path from the PF structure to the CCPF structure by introducing yet
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Fig. 7.15. Stepsizes of MF1 and MF2.

another set of subfilters for stepsize control of SF1 and SF2. However, this
path may lead to an infinite chain of such extensions.

A generalized cross-coupled paired filter (GCCPF) structure [16] utilizes
the primary and the reference signals for approximating their SNRs instead of
another pair of pilot filters for SF1 and SF2. Fig. 7.17 shows a block diagram
of an ANC with a GCCPF structure. Four adaptive filters, namely, the main
adaptive filters (MF1, MF2) and the sub adaptive filter (SF1, SF2) generate
noise and crosstalk replicas as in the CCPF structure. Adaptive control of the
stepsizes for SF1 and SF2 forms the most significant difference from the CCPF
structure. Average powers RS(n) and RN(n) of the primary signal xP(n) and
the reference signal xR(n) are first calculated. A ratio of RS(n) to RN(n),
representing a rough estimate of the SNR at the primary input, is used for
controlling the stepsizes of SF1 and SF2.

The SF1 output y2(n) and the subtraction result e2(n) are used to estimate
a more precise SNR at the primary input. e2(n) serves as an approximation
to the desired signal, and y2(n) is used as that to the noise. The stepsize for
MF1 is controlled based on the estimated SNR calculated from the output
signal of SF1. SF2 works for crosstalk instead of noise in a similar way to
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that of SF1. The resulting SNR estimate from SF2 output signals is used to
control the MF2 stepsize.
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Fig. 7.17. ANC with a generalized cross-coupled paired filter (GCCPF) structure.

7.6.1 Algorithm

The stepsize for the coefficient adaptation should be kept smaller when there
is more interference in the error. In the structure in Fig. 7.17, the stepsize,
µSF1(n), for SF1 and the stepsize, µMF1(n), for MF1 should be set to a small
value when the SNR at the primary input is high to avoid distortion at the
ANC output. On the other hand, µSF1(n) and µMF1(n) can be set large when
this SNR is low for fast convergence and rapid tracking of noise-path changes.
A similar rule applies to µSF2(n) and µMF2(n) for coefficient adaptation in SF2
and MF2 with respect to the SNR at the reference input. All these stepsizes
can be controlled appropriately once the SNRs for the adaptive filters become
available.

The SNR for the primary signal, SNRR(n), is approximated by



Low Distortion Noise Cancellers – Revival of a Classical Technique 251

SNRR(n) = 10 log10

{
RS(n)
RN(n)

}
dB, (7.41)

RS(n) =
M−1∑
j=0

x2
P(n − j), (7.42)

RN(n) =
M−1∑
j=0

x2
R(n − j). (7.43)

µSF1(n) and µSF2(n) are controlled by the estimated SNR, SNRR(n), as in
the following equations:

µSF1(n) =

⎧⎪⎨⎪⎩
µSmin , if SNRR(n) > SNRRmax ,

µSmax , if SNRR(n) < SNRRmin ,

fR1

(
SNRR(n)

)
, otherwise,

(7.44)

µSF2(n) =

⎧⎪⎨⎪⎩
µSmin , if SNRR(n) < SNRRmin ,

µSmax , if SNRR(n) > SNRRmax ,

fR2

(
SNRR(n)

)
, otherwise.

(7.45)

µSmax and µSmin are the maximum and the minimum stepsizes for µSF1(n)
and µSF2(n). fR1(·) and fR2(·) are functions of SNRR(n). fR1(·) should be a
decreasing function because a small stepsize is suitable for a large SNR. On the
other hand, it is desirable that fR2(·) is an increasing function. Eqs. 7.44 and
7.45 enable the ideal stepsize control described earlier, leading to small residual
error and distortion in the noise-cancelled signal. µMF1(n) and µMF2(n) are
controlled by the estimated SNRs, SNRP(n) and SNRQ(n), in the same way
as in the CCPF structure based on Eqs. 7.19 – 7.22 and Eqs. 7.36 – 7.39.
MF1 and MF2 are equipped with L-sample delay units z−L for time-delay
compensation.

7.6.2 Evaluation by Recorded Signals

7.6.2.1 Noise Reduction and Distortion

The performance of the ANC with the GCCPF structure was evaluated by
computer simulations from the viewpoints of noise reduction and distortion
in comparison with the ANC with the CCPF structure [12]. TV sound and
a male voice were recorded in a carpeted room with a dimension of 5.5 m
(width) × 5.0 m (depth) × 2.4 m (height) in a human-robot communica-
tion scenario. The primary microphone was mounted on the forehead and the
reference microphone was attached to upper back of a robot, whose height
is approximately 0.4 m. The impulse responses of the noise path and the
crosstalk path were measured for a direction of noise arrival of 180 degrees
with this set-up. An example with a speaker distance of 0.5 m is depicted in
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Fig. 7.18. The robot was placed on the straight line between the speaker and
the noise source, facing the speaker. This environment is shown in Fig. 7.19.5

5 This figure shows an example where the direction of noise arrival is set to 135
degrees.
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Table 7.3. Speaker and noise-source layout.

SNR [primary, reference] Speaker distance Noise level

[35, 15] dB 0.5 m low

[25, 5] dB 1.0 m low

[20, 0] dB 0.5 m high

[10, -10] dB 1.0 m high

The noise component, which is obtained by convolution of the noise source
with the impulse response of the noise path, was added to the speech signal to
create the primary signal. The reference signal was generated by adding the
noise to the crosstalk generated by convolution of the speech signal with the
impulse response of the crosstalk path. SNRs of the primary and the reference
signals in the utterance were set to [35, 15], [25, 5] dB, [20, 0] dB, and [10,
−10] dB, which correspond to four different speaker and noise-source layouts
summarized in Tab. 7.3. The sound level for “low” and “high” respectively
correspond to 55 − 60 dB and 65 − 70 dB. The sampling frequency was
11.025 kHz. Other parameters are show in Tab. 7.4. These specific layouts
have been selected for evaluations because they represent typical scenarios in
human-robot communication at home. Moreover, they include some difficult
situations such as 35 dB primary SNR where the interference is significant.

Figs. 7.20 and 7.21 show the stepsize for MF1 (upper diagram) and that
for MF2 (lower diagram) in the cases of [35, 15] dB, [25, 5] dB, [20, 0] dB, and
[10, -10] dB SNRs. Dips in the upper figure and peaks in the lower figure both
correspond to speech sections. To highlight speech and nonspeech sections, a
rectangular waveform is added to the top of each figure. The waveform has
two levels: SP and NSP. SP represents speech sections and NSP corresponds
to nonspeech sections.

The stepsizes of the ANC with the GCCPF structure represented by the
black solid line show better match with speech sections than those of the
conventional ANC expressed in a gray dotted line. Such characteristics, which
are closer to the ideal behavior already described in Sec. 7.6.1, are achieved
by newly introduced stepsize control for SF1 and SF2 based on the estimated
primary and the reference signal powers.

The normalized output (upper diagram) and distortion (lower diagram)
at the output are illustrated in Figs. 7.22 and 7.23 for SNR settings of [35, 15]
dB, [25, 5] dB, [20, 0] dB, and [10, -10] dB. Speech and nonspeech sections
are specified by the same rectangular waveform to that in Figs. 7.20 and 7.21.
The results by the ANCs with the GCCPF and the CCPF structures are
represented by a black solid and a gray dotted lines. The normalized output,
ε(n), and the distortion, δ(n), were calculated by Eqs. 7.24 and 7.25. In case of
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Table 7.4. Parameters and corresponding values.

ANC structure Parameter Selected value

N 512

Common M 128

L 64

µSF1 0.02

µSF2 0.002
CCPF

SNRPmin −7 dB

SNRPmax 5 dB

SNRPmin 0 dB

SNRPmax 10 dB

µSmin 0.002

µSmax 0.02
GCCPF

SNRQmin −10 dB

SNRQmax 0 dB

µM1min , µM2min 0.002

µM1max , µM2max 0.02

good noise cancellation, ε(n) should take a small value in nonspeech sections.
When the SNR is low, it takes a lower value than 0 dB even in speech sections.
It goes without saying that a smaller distortion, represented by a smaller value
of δ(n), is desirable. Peaks in the normalized output and dips in the distortion
correspond to speech sections.

Both noise reduction and distortion are improved by as much as 20 dB
in part (a) of Fig. 7.22. Part (b) of Figs. 7.22 and part (a) of Fig. 7.23 also
exhibit as much as 15 and 10 dB improvement in both measures. In the case
of part (b) of Fig. 7.23, noise reduction is improved by as much as 8 dB. The
improvement in distortion in part (b) of Fig. 7.23 is not as evident as that in
part (a) of Fig. 7.22. This is because the parameters for the ANC with the
CCPF structure are optimal for [10,−10] dB SNR. However, an improvement
close to 10 dB between the dotted and the solid lines can be observed in circled
areas.

These lower residual-noise levels and smaller distortions for a wide range of
SNRs are both due to the adaptive control of the stepsizes for SF1 and SF2.
The SF1 stepsize takes relatively small values in speech sections and large
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Fig. 7.20. Stepsize of MF1 and MF2 ((a) SNR=[35, 15] dB, (b) SNR=[25, 5] dB).

ones in nonspeech sections to implement the ideal behavior as was described
earlier in Sec. 7.6.1. The SF2 stepsize takes the opposite pattern.
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(b) SNR=[10, -10] dB.
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Fig. 7.21. Stepsize of MF1 and MF2 ((a) SNR=[20, 0] dB, (b) SNR=[10, -10] dB).

7.6.2.2 Speech Recognition

Speech recognition was performed with noise-cancelled speech by the ANC
with the GCCPF structure. This is because the conventional ANC does not
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Fig. 7.22. Normalized output and distortion ((a) SNR=[35, 15] dB, (b) SNR=[25,
5] dB).

achieve sufficiently low residual noise nor low distortion for a wide range of
SNRs. Distortion in the noise-cancelled speech degrades the speech recogni-
tion rate because its acoustic characteristics are less likely to match the HMM
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Fig. 7.23. Normalized output and distortion ((a) SNR=[20, 0] dB, (b) SNR=[10,
-10] dB).

(hidden Markov model) in the recognition system. The residual noise, on the
other hand, leads to wrong detection of speech sections. Because speech seg-
mentation is important in speech recognition, it also results in low recognition
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Fig. 7.24. Experimental set-up for speech recognition.

rates. 10 − 20 dB decrease by the ANC with the CCPF structure compared
to the ANC with the GCCPF structure apparently predicts its inferior recog-
nition rates.

The experimental set-up is illustrated in Fig. 7.24. 150 utterances by 30
different male, female, and child speakers were presented at a distance of 0.5
and 1.5 m. The noise source was placed at a distance of 1.0 m in a direction of
30, 60, 90, 135, or 180 degrees. Speaker independent speech recognition based
on semi-syllable hidden Markov models [21] was used with a dictionary of 600
robot commands.

Fig. 7.25 depicts the speech recognition rate for a commercial and a news
TV-programs as the noise source. Shaded columns represent improvements,
i.e. the difference in the recognition rate with and without the ANC. For the
commercial program, the recognition rate is equivalent to that in the noise-free
condition when the speaker distance is 0.5 m with a 57 dB noise in directions of
90 to 180 degrees. The maximum improvement reaches 65%. The recognition
rate is degraded accordingly for off-direction noise placement, longer distance
of the speech source, and/or a higher noise level of 67 dB.

For the news program, the recognition rate is slightly degraded compared
to that in part (a) of Fig. 7.25 for noise directions of 135 and 180 degrees.
However, with a noise directions of 30, 60, and 90 degrees, the recognition
rate is significantly lower. The improvement is also degraded accordingly. This
degradation is caused by similar spectral components in the the speech to be
recognized and the news program. It should be noted that such a difference
have some variance and its maximum and the minimum are shown. A tran-
sition from significant effect to moderate effect is observed in the direction of
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Fig. 7.25. Speech recognition results (top: commercial program, bottom: news pro-
gram).

arrival of 90 degrees in part (a) and 135 degrees in part (b) of Fig. 7.25. In the
case of a distant speaker, the recognition rates in the direction of arrival of
180 degrees are degraded. It is caused by significant contribution by increased
reverberation and decreased SNR due to the attenuated speech.
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Fig. 7.26. Child-care robot, PaPeRo.

7.7 Demonstration in a Personal Robot

In speech recognition for robots, microphone arrays [4] have become popu-
lar [20]. However, they are not as effective for diffuse noise as for directional
interference. On the contrary, ANCs produce no directivity and are useful for
diffuse noise.

The ANC with the GCCPF structure is equipped with in a personal robot,
PaPeRo [7], whose child-care model is depicted in Fig. 7.26. PaPeRo has a
laptop PC inside to perform all necessary computations and controls.6 The
primary microphone and the reference microphone are mounted on the fore-
head and the back of the neck. PaPeRo had been exhibited at the 2005 World
Exposition (EXPO 2005), Aichi, Japan, as a childcare robot. Several chil-
dren at a time with a dedicated instructor played a variety of games with
the robot as shown in Fig. 7.27. 27000 children aged 3 to 12 enjoyed playing
with PaPeRo. The total number of visitors reached 780000. In such a noisy
environment, the speech recognition was successful due to the ANC with the
GCCPF structure. This success demonstrates a revival of a classical technique
originally proposed by Widrow et al.

7.8 Conclusions

Low-distortion noise cancellers and their applications have been presented.
Distortion in Widrow’s adaptive noise canceller (ANC) has been investigated
6 A more compact implementation based on an embedded processor accomodating

three ARM9 and a DSP cores is also available [17].
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Fig. 7.27. PaPeRo demonstration with children and instructors.

to show that interference in coefficient adaptation and crosstalk are prob-
lems. As a solution to the interference problem, a paired filter (PF) structure
has been described. For the crosstalk problem, it has been pointed out that
CTRANC and a cross-coupled structure without a reliable adaptation control
are not sufficiently good. As a good solution to both interference and crosstalk,
an ANC with a cross-coupled paired filter (CCPF) structure has been pre-
sented. For more adverse environment, the CCPF structure has been extended
to a generalized cross-coupled paired filter (GCCPF) structure. Evaluation
results of the GCCPF structure have demonstrated its superior performance
with respect to residual noise and distortion in a human-robot interaction
scenario.

Although Widrow’s adaptive noise canceller is a classical technique and has
found a few applications, its descendants have found their ways in robotics
where nondirectional interference plays a significant role. A successful demon-
stration of a partner-type robot PaPeRo at 2005 World Exposition in Aichi,
Japan, for six months tells us that it is a revival of a classical technique.
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Echo Cancellation
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Nonlinear Echo Cancellation Based on Spectral
Shaping

Osamu Hoshuyama and Akihiko Sugiyama

Common Platform Software Research Laboratories,
NEC Corporation, Kawasaki, Japan

8.1 Introduction

Acoustic echo cancellation or suppression for hands-free cellphones is a chal-
lenging topic. One of the biggest problems is nonlinearity of the echo-path such
as loudspeaker distortion and vibrations of the cellphone shell [4, 18, 19, 28].
When a speech signal with large power is injected into a small loudspeaker,
the loudspeaker itself and many mechanical contacts in the shell generate
distorted echo. Among the sources of nonlinearity (distortion), mechanical
nonlinearity with shell vibrations is said to be the dominant factor [4].

An ordinary echo canceller with a linear adaptive filter is used to eliminate
linear echo. However, it can not suppress nonlinear echo components that may
be mixed with the linear echo. A linear adaptive filter models only the linear
echo. The remaining nonlinear echo is one tenth of its linear counterpart or
even larger in amplitude. It is audible and degrades the quality of communi-
cation. A common solution to such a significant nonlinear echo is to mute the
whole residual signal obtained at the output of the echo canceller. However,
it often causes discontinuous speech during double talk periods.

Using a nonlinear adaptive filter is also a popular solution to the nonlin-
ear echo problem. Volterra adaptive filters fit the nonlinear echo-path model
and can theoretically cancel nonlinear echoes [16, 25, 31]. Their drawbacks
are heavy computational load and slow convergence. These problems become
more distinct when a high-order Volterra filter is used. In the case of a cell-
phone handset, it is not possible for Volterra filters to track fast and fre-
quent changes of the echo path. Simplified nonlinear adaptive filters that
have fast tracking capability with reasonable computations have also been
proposed [7, 20, 21, 27, 30, 32]. Unfortunately, the improvement by these sim-
plified filters is limited.

Single-input postfilter is another approach to suppressing uncancelled non-
linear echo as well as ambient noise [2, 6, 10–12, 15]. When the uncancelled
nonlinear echo is sufficiently small, or has different statistics from those of
the near-end speech, a single-input postfilter is applicable to suppressing the
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Fig. 8.1. Echo canceller using a linear adaptive filter.

uncancelled nonlinear echo. However, they are not useful for high nonlinearity
often encountered in hands-free cellphone handsets equipped with inexpensive
loudspeakers. The uncancelled nonlinear echo violates the condition that it is
relatively small compared to the near-end speech.

Two-input postfilter based on spectral shaping with intentional oversub-
traction is a more robust approach [9, 23, 24, 33]. In the nonlinear echo can-
cellers using two-input postfilters, the nonlinear residual echo is suppressed
as well as the linear echo by spectral shaping. Thanks to intentional over-
subtraction, these methods are robust against the nonlinear echo. However,
the design procedures for the oversubtraction factors are not disclosed in the
literature.

This chapter presents a nonlinear echo canceller using spectral shaping
based on a frequency-domain model of highly nonlinear residual echo [14]. In
the next section, the residual-echo model based on the spectral correlation
between the residual echo and the echo replica is developed from experimen-
tal results. An echo suppressor structure based on the new model is shown in
Sec. 8.3. Evaluation results using a hands-free cellphone handset are demon-
strated in Sec. 8.4.

8.2 Frequency-Domain Model of Highly Nonlinear
Residual Echo

Fig. 8.1 shows a basic structure of an echo canceller using linear adaptive
filter (EC-LAF). The signal at the microphone, p(n), consists of the near-end
signal s(n), and the echo signal e(n):

p(n) = s(n) + e(n), (8.1)
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where n is the time index. e(n) contains both the linear and nonlinear com-
ponents of the echo. In the echo canceller with a linear adaptive filter (EC-
LAF), the residual signal d(n) is calculated by subtracting the echo replica
y(n), which is generated by LAF from the far-end signal x(n), from p(n). The
residual signal d(n) after the EC-LAF is expressed as a sum of the near-end
signal s(n) and the residual echo q(n) as

d(n) = s(n) + q(n). (8.2)

When the EC-LAF cancels the linear echo almost completely, q(n) mainly
consists of the nonlinear components of the echo.

8.2.1 Spectral Correlation Between Residual Echo and Echo
Replica

The highly nonlinear residual echo and the echo replica of an EC-LAF under
single-talk conditions were investigated in the frequency domain. The experi-
mental setup to obtain the data for analysis is shown in Fig. 8.2. A loudspeaker
mounted on the backside of the cellphone shell was used. The diaphragm diam-
eter of the loudspeaker was 2.5 cm, and the distance between the loudspeaker
and the microphone was 6 cm. The far-end signal was a male-and-female di-
alogue with a signal bandwidth of 4 kHz.
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EC-LAF: Echo canceller using a linear adaptive filter
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Fig. 8.2. Experimental setup.

A frequency-domain representation of Eq. 8.2 is obtained as
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D(m) = S(m) + Q(m), (8.3)

D(m) =
[
D0(m), D1(m), . . . , DL−1(m)

]T �= FFT
{
d(mM)

}
(8.4)

S(m) =
[
S0(m), S1(m), . . . , SL−1(m)

]T �= FFT
{
s(mM)

}
(8.5)

Q(m) =
[
Q0(m), Q1(m), . . . , QL−1(m)

]T �= FFT
{
q(mM)

}
(8.6)

where FFT[ · ] is a windowed fast Fourier transform with overlap, and m,
M , and L represent the frame index, the frame size, and the window size,
respectively. The residual-signal vector d(n), the near-end speech vector s(n),
and the residual-echo vector q(n) are defined by

d(n) �=
[
d(n), d(n−1), . . . , d(n−L+1)

]T
, (8.7)

s(n) �=
[
s(n), s(n−1), . . . , s(n−L+1)

]T
, (8.8)

q(n) �=
[
q(n), q(n−1), . . . , q(n−L+1)

]T
. (8.9)

For the i-th frequency bin, Eq. 8.3 becomes

Di(m) = Si(m) + Qi(m), (8.10)
(i = 0, 1, . . . , L − 1).

A frequency-domain representation Y (m) of the echo replica y(n) is ob-
tained by

Y (m) =
[
Y0(m), Y1(m), . . . , YL−1(m)

]T �= FFT
{
y(mM)

}
, (8.11)

where

y(n) �=
[
y(n), y(n−1), . . . , y(n−L+1)

]T
. (8.12)

Fig. 8.3 plots the distribution of the residual echo |Di(m)| and echo replica
|Yi(m)|, for the same frame-index after convergence of the EC-LAF at var-
ious frequencies. Dots in the figure exhibit linear regression that is a sign
of significant correlation between the residual echo and the echo replica at
all the frequencies. Of course, distribution of the dots varies with the spec-
trum and level of the far-end signal. However, it stays in a limited range for
various types of speech. At some frequencies (e.g. 313 Hz), the correlation
is not strong, however, at those frequencies, the residual echo is relatively
smaller than those at other frequencies with strong correlation, therefore, it
is less important. Similar correlation was observed with other sets of dynamic
loudspeakers and piezo loudspeakers. This correlation means that when the
linear echo is large, the nonlinear echo is also large, which sounds natural. The
nonlinear residual echo can be modeled by the dotted line as a good 1st or-
der approximation, although harmonics generated by the nonlinearity are not
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Fig. 8.3. Spectral correlation between residual echo and echo replica at various
frequencies.

taken into account. The dotted line can be obtained by a regression analysis
or a simple averaging.

In order to investigate the dependency of the correlation on conditions,
a regression analysis was performed for different positions of the loudspeaker
and various far-end signals with different characteristics. Experimental setup
is shown in Fig. 8.4. An independent sealed enclosure with a loudspeaker was
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Fig. 8.4. Experimental setup.
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Fig. 8.5. Regression coefficients as a function of frequency for different distances
between loudspeaker and microphone, and various far-end signal categories.

attached to the surface of the cellphone shell by scotch tape to change the dis-
tance between the loudspeaker and the microphone. Diaphragm diameter of
the loudspeaker was 1.2 cm, and the distances were 4, 7, 9, and 14 cm. The en-
closure volume was 110 cm3, which is much bigger than ordinary loudspeaker
enclosures in cellphones for smaller enclosure nonlinearity. The far-end signals
were male-and-female dialogue, classical music (brass), and rock music. They
were bandlimited to 0.3–3.4 kHz, and preprocessed by the AMR codec [1] at
12.2 kbps. The lengths of the signals were from 20 to 40 seconds. Then, the
regression coefficients between the spectral amplitudes of the residual echo
and the echo replica were calculated.

Regression coefficients as a function of frequency are shown in Fig. 8.5
(a), (b), (c), and (d) for different loudspeaker-microphone distances. A larger
regression coefficient means higher nonlinearity. The regression coefficients at
low-end and high-end frequencies are large for all the curves in Fig. 8.5. It
is because the input signals were bandlimited, however, the loudspeaker has
large distortion.

The curves of the regression coefficients depend on the distance between
the loudspeaker and the microphone, and the characteristics of the far-end
signal. By comparing all the curves, it can be seen that the influence of the
loudspeaker-microphone distance is larger than that of the far-end signal. All
the curves have a peak at 2.6 kHz due to resonance of the cellphone shell.
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However, the height of the resonance peak basically depends on the distance,
but not on the characteristics of the far-end signal.

The speech and music signals have significantly different spectra. However,
the shapes of the corresponding curves are similar in each graph. The variation
in the regression coefficients is smaller than 0.3 in the frequency range from
0.5 to 3.5 kHz. It is sufficiently small for the nonlinear-echo canceller using
spectral shaping which is introduced in Sec. 8.3. A common set of regression
coefficients can be used for suppressing nonlinear echo generated from various
far-end signals.

8.2.2 Model of Residual Echo Based on Spectral Correlation

Based on Fig. 8.3, when there is no near-end signal, a ratio of |Qi(m)| to
|Yi(m)| is defined as ai(m). Using ai(m), a residual echo component |Qi(m)|
is given by ∣∣Qi(m)

∣∣ = ai(m) ·
∣∣Yi(m)

∣∣. (8.13)

Eq. 8.13 suggests that |Qi(m)| can be obtained from the echo replica |Yi(m)|
if ai(m) is available. However, in reality, it is not the case. The ratio ai(m)
should somehow be estimated.

Let us consider approximating ai(m) by âi, the slope ratio of the dotted
line in Fig. 8.3, using averaged absolute values of the residual echo and the
echo replica. Then we have

âi =

∣∣Qi(m)
∣∣∣∣Yi(m)
∣∣ , (8.14)

where overline ... means an averaging operation. When there is no near-end
speech, i.e. Si(m) = 0, Eq. 8.10 reduces to

Di(m)Single talk = Qi(m). (8.15)

From Eqs. 8.14 and 8.15, âi is given by

âi =

∣∣Di(m)
∣∣
Single talk∣∣Yi(m)
∣∣ . (8.16)

The estimated ratio âi can be obtained by advance experimental measure-
ments in quiet environments, or can be estimated during a single talk period.
One set of âi is needed for each set up of the loudspeaker and the microphone.

By approximating ai(m) in Eq. 8.13 with âi, the residual echo |Qi(m)| is
modeled as the product of âi and |Yi(m)|.∣∣Qi(m)

∣∣ � ∣∣Q̂i(m)
∣∣ (8.17)

�= âi ·
∣∣Yi(m)

∣∣. (8.18)
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8.3 Echo Canceller Based on the New Residual Echo
Model

8.3.1 Overall Structure

Eq. 8.10 can be viewed as an additive model of the residual signal, which is
widely known in noise suppression. The near-end signal corresponds to the
speech to be enhanced and the nonlinear echo, to the additive noise. Spectral
subtraction [5] is a popular technique in noise suppressors and can be directly
applied to the nonlinear-echo model in Eq. 8.18. However, minimum mean-
square error short-time spectral amplitude estimation (MMSE-STSA) [8] is
adopted to reduce subjectively annoying musical noise as in [17]. Fig. 8.6
shows the structure of the nonlinear-echo canceller including an EC-LAF.

In the framework of MMSE-STSA, the output signal, |Zi(m)|, is obtained
as a product of a spectral gain Ĝi(m) and the residual signal |Di(m)| as∣∣Zi(m)

∣∣ = Ĝi(m) ·
∣∣Di(m)

∣∣. (8.19)

|Zi(m)| is combined with ∠Di(m) to reconstruct Zi(m) as

Zi(m) =
∣∣Zi(m)

∣∣ · exp(j∠Di(m)) (8.20)
(i = 0, 1, . . . , L − 1).

In Eq. 8.20, ∠Di(m) is not modified at all because the phase is not important
for speech intelligibility [22].
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The output signals z(n) in the time domain are obtained as elements of
the segmented frame which is reconstructed by the inverse Fourier transform
as follows.

z(n) �=
[
z(n), z(n−1), . . . , z(n−L+1)

]T = IFFT
{
Z(m)

}
(8.21)

Z(m) �=
[
Z0(m), Z1(m), . . . , ZL−1(m)

]T
, (8.22)

where IFFT{ ... } is a windowed inverse FFT with overlap-add operations.

8.3.2 Estimation of Near-End Speech

The spectral gain Ĝi(m) in Eq. 8.19 is ideally equal to the ratio of |Si(m)|
to |Di(m)|. However, it is not available because |Si(m)| is the ideal output.
To obtain Ĝi(m), the spectral amplitude of the near-end signal |Si(m)| is
estimated by substituting Qi(m) in Eq. 8.10 with Eq. 8.18.∣∣Si(m)

∣∣ =
∣∣Di(m) − Qi(m)

∣∣ (8.23)

�
∣∣Di(m) − Q̂i(m)

∣∣ (8.24)

�
∣∣Di(m) − âi · Yi(m)

∣∣. (8.25)

|Di(m)| and |Yi(m)| have almost no cross correlation because they are decor-
related by the EC-LAF. Therefore, by taking averaged power of both sides of
Eq. 8.25, we obtain ∣∣Si(m)

∣∣2 �
∣∣Di(m)

∣∣2 − â2
i ·
∣∣Yi(m)

∣∣2. (8.26)

By taking the square root of Eq. 8.26, |S̃i(m)|, an approximation to |Si(m)|,
is obtained as follows.∣∣Si(m)

∣∣ � ∣∣Si(m)
∣∣ (8.27)

�
∣∣S̃i(m)

∣∣ �=
√∣∣Di(m)

∣∣2 − â2
i ·
∣∣Yi(m)

∣∣2. (8.28)

|Di(m)| and |Yi(m)| are recursively calculated by two averaging operations as
follows.

∣∣Di(m)
∣∣ =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
βDA

∣∣Di(m)
∣∣+ (1−βDA)

∣∣Di(m−1)
∣∣,

if
∣∣Di(m)

∣∣ > ∣∣Di(m−1)
∣∣,

βDD

∣∣Di(m)
∣∣+ (1−βDD)

∣∣Di(m−1)
∣∣,

otherwise,

(8.29)

∣∣Yi(m)
∣∣ =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
βY A

∣∣Yi(m)
∣∣+ (1−βY A)

∣∣Yi(m−1)
∣∣,

if
∣∣Yi(m)

∣∣ > ∣∣Yi(m−1)
∣∣,

βY D

∣∣Yi(m)
∣∣+ (1−βY D)

∣∣Yi(m−1)
∣∣,

otherwise,

(8.30)
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where βDA, βDD, βY A, and βY D are constants to determine the time-constant
of the averages (0 < βDD < βDA ≤ 1 and 0 < βY D < βY A ≤ 1). Each aver-
aging operation has two averaging constants for superior tracking capability
typically represented by “fast attack and slow decay” [13].

The estimated spectral amplitude |S̃i(m)| usually contains some error, be-
cause the model of the residual echo is not precise. When the error is large,
oversubtraction may occur, which brings modulations by the far-end signal to
the near-end signal. When the near-end signal is nonstationary like speech,
most of the modulation effects are masked by the nonstationarity. However,
when the near-end signal is stationary like air conditioner noise, the modula-
tions are perceived as fluctuations.

To reduce the modulations, a spectral flooring [3] is introduced in the
nonlinear-echo canceller. The floor value is proportional to the amount of
the stationary component of the near-end signal. The stationary component
|Ni(m)| is calculated from |Di(m)| by an averaging operation with a very-
slow-attack-and-fast-decay response.

∣∣Ni(m)
∣∣ =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
βNA

∣∣Di(m)
∣∣+ (1−βNA)

∣∣Ni(m−1)
∣∣,

if
∣∣Di(m)

∣∣ > ∣∣Ni(m−1)
∣∣,

βND

∣∣Di(m)
∣∣+ (1−βND)

∣∣Ni(m−1)
∣∣,

otherwise,

(8.31)

where βNA and βND are averaging constants satisfying 0 < βNA < βND ≤ 1.
The two averaging constants enables slow-attack-and-fast-decay response
which is needed for minimum tracking to estimate the stationary component
of the near-end signal. An improved spectral amplitude |Ŝi(m)| is obtained
by the flooring operation as follows.∣∣Ŝi(m)

∣∣ �= max
{

γD

∣∣Ni(m)
∣∣, ∣∣S̃i(m)

∣∣}, (8.32)

where γD is a gain parameter for the flooring operation, and an operator
max{..., ...} stands for the maximum of the two arguments.

8.3.3 Spectral Gain Control

The spectral gain Ĝi(m) is calculated by smoothing a ratio of |Ŝi(m)| to
|Di(m)| as follows:

Ĝi(m) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
βGA G̃i(m) + (1−βGA) Ĝi(m−1),

if G̃i(m) > Ĝi(m−1),

βGD G̃i(m) + (1−βGD) Ĝi(m−1),
otherwise,

(8.33)

with
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G̃i(m) =

∣∣Ŝi(m)
∣∣∣∣Di(m)

∣∣+ δG

, (8.34)

where G̃i(m) is a temporary variable for calculating Ĝi(m), and δG is a pos-
itive constant for avoiding zero division. The averaging constants βGA and
βGD correspond to βDA and βDD in Eq. 8.29 satisfying 0 < βGD < βGA ≤ 1.

8.4 Evaluations

8.4.1 Objective Evaluations

Simulations of quiet and noisy environments were performed with recorded
data using a folding hands-free cellphone with a 1-inch loudspeaker mounted
at a lower backside. The distance between the loudspeaker and the microphone
was approximately 6 cm. Loudness of the loudspeaker was set so that the echo
level at the microphone is comparable to the near-end speech.

For the EC-LAF, the number of filter coefficients was 128 and the coeffi-
cients were updated by the normalized least-mean-square (NLMS) algorithm
with a double-talk control detector based on two echo-path models [26]. The
nonlinear-echo canceller employed the window size L of 256, and the frame
size M of 160 following the AMR codec standard [1]. A Hanning window
was used as the windowing function. Constants for averaging operations were
set to βDA=βYA=1.0, βDD=βYD=0.8, βNA=0.001, βND=0.2, βGA=0.8, and
βGD=0.3. The gain parameter γD for the flooring operation was 1.0. As a
set of âi, a curve for a female was used, though the far-end talker in the
evaluations was a male to demonstrate the robustness of âi.

8.4.1.1 Quiet Environment

Fig. 8.7 depicts simulation results under the quiet environment, where only
near-end speech and far-end speech exist with no noise. The curve in (a)
represents the echo and the near-end speech signal. (b) is the near-end signal,
which is the ideal output signal. (c) and (d) are the output signals of the
EC-LAF and the nonlinear-echo canceller (NL-EC).

In the left half of Fig. 8.7, a single talk condition is implemented. The
amplitude in (c) is one tenth or more of that in (a), which indicates that
the EC-LAF canceled the echo only by 15 to 20 dB due to the distortion of
the echo path. Referring to section A in (c), where distortion of the echo path
is significant, the residual echo of the EC-LAF is audible. On the other hand,
the residual echo of the NL-EC is inaudible as shown in (d).

In the right half of Fig. 8.7, a near-end speech signal was added to the
echo to implement a double-talk condition. Ideally, the signal to the far end
should be the near-end speech shown in Fig. 8.7(b). Referring to section B of
(b), the ideal output should be zero, that is achieved in (d) by the NL-EC.
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Fig. 8.7. Input and output signals in quiet environment.
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Fig. 8.8. Spectrograms in noisy environment.

The residual echo of the NL-EC is almost inaudible as shown in the figure.
However, the EC-LAF fails to cancel the nonlinear echo, whose residual echo
is depicted in section B in (c). The residual echo after the EC-LAF is clearly
audible.

It is also seen that the output signal of the NL-EC, (d), exhibits some dif-
ference from the ideal near-end speech (b), in double-talk periods as sections
C and D. Such a difference is mainly caused by attenuation at high frequen-
cies. Despite the degradation, the quality of the output (d) in Fig. 8.7 was
sufficiently good for speech communication.
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8.4.1.2 Noisy Environment

To demonstrate the effectiveness of the flooring operation, simulations of a
noisy environment were also performed. A station noise was added to the
signal in Fig. 8.7 (a). Fig. 8.8 shows spectrograms of the ideal near-end speech
and the output signals of the NL-ECs with and without the spectral flooring.
In (b) and (c), the NL-ECs caused attenuation in the middle of the figures at
high frequencies. However, as shown in the rectangular boxes, they keep the
harmonic structure of the near-end speech. The NL-EC without the spectral
flooring caused oversubtraction as depicted in Fig. 8.8 (b) as a dark spot in the
dotted circle. On the contrary, the NL-EC with the spectral flooring preserves
uniformity of the background noise as shown in (c), in which the dark spot
in (b) disappeared. The difference is perceived as less modulated background
noise.

8.4.2 Subjective Evaluation

A subjective evaluation were performed with 5 sets of recorded data obtained
in quiet and noisy environments using the same hands-free cellphone as in
Sec. 8.4.1. Loudness of the loudspeaker was set so that the echo level at the
microphone is comparable to the near-end speech. All the parameters are the
same as those in the previous section.

The output signals were evaluated by mean opinion score (MOS) with
headphone listening by 10 nonprofessional subjects. As anchors, the near-end
signal with nonlinear echo was used for grade 1, and the original near-end sig-
nal without echo for grade 5. The subjects were instructed with examples
showing that there may be attenuation of high frequency components or near-
end signal modulation with the oversubtraction during double-talk periods.

Evaluation results are shown in Fig. 8.9. The number beside each bar rep-
resents the score obtained by the corresponding method. The vertical stroke
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Fig. 8.9. Subjective test results.
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on each bar indicates the 95 % confidence interval. The EC-LAF obtained 1.96
points because the residual echo is still audible. The nonlinear-echo canceller
without flooring (NL-EC without flooring) can suppress the nonlinear residual
echo almost completely, however, the near-end signal modulation is serious,
thus, it scored 2.54 points. Its confidence interval has no overlap with that
of the EC-LAF, which means that the nonlinear-echo canceller has statisti-
cally significant improvement at the output signal quality. The nonlinear-echo
canceller with flooring (NL-EC with flooring) obtained 2.76 points, which is
the highest of all the methods and 0.8 point higher than that of the EC-LAF.
Though its confidence interval is overlapped with that of NL-EC without floor-
ing, further subjective evaluations by more subjects will verify the difference.

8.5 DSP Implementation and Real-Time Evaluation

In order to evaluate the resource requirements, the nonlinear-echo canceller
was implemented on a DSP starter kit (DSK) of TMS320C6416T running at
1 GHz [29]. The programming was carried out in C language with a com-
piler provided by Texas Instruments. In the implementation, three typical
memory allocation methods were compared to evaluate the computational
load. Fig. 8.10 shows computational loads for different memory allocations.
When both program codes and data are allocated to internal memory (SRAM:
synchronized RAM), the computations including EC-LAF are minimized to
6.1 MIPS (million instructions per second), although total usage of internal
memory is 88 kBytes. When all the codes and data are allocated to external
memory (SDRAM: synchronized dynamic RAM), which is the worst case, the
total computations are 16.8 MIPS. In case 32 kBytes of fast cash memory
(L2 cash) is available on the internal memory, even when only the external
memory is used, the total computations are as small as 9.2 MIPS.

Real-time hands-free communication tests were performed using the DSK
with the set of loudspeaker and microphone on the real cellphone mockup
in Sec. 8.2. The users’ comments were positive and agree with the subjective
evaluation results shown in Sec. 8.4.2. They said that the echo was sufficiently
small for conversation and the degradation of the near-end signal was accept-
able even in double-talk periods.

Even when the users changed the echo path by touching the cellphone
shell, the echo-path change caused small echo and acceptable attenuation of
the near-end signals, thanks to the robustness of the nonlinear-echo canceller.
Most of the users said that the quality of the hands-free communication was
almost the same as that of hand-set communication.

8.6 Conclusions

This chapter has presented a nonlinear-echo canceller based on the corre-
lation between spectral amplitudes of residual echo and echo replica in the
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Fig. 8.10. Computational loads for different memory allocations.

frequency domain. The nonlinear-echo canceller structure controls the gain
in each frequency bin based on the new model where the highly nonlinear
echo is approximated as a product of a regression coefficient and the linear
echo replica. To reduce annoying modulation by the error of the model, a
flooring operation of the estimated near-end signal level is introduced to the
gain control. Simulation results with speech data have demonstrated that the
nonlinear-echo canceller reduces the highly nonlinear residual echo to an al-
most inaudible level. The subjective evaluation has shown that the MOS of the
nonlinear-echo suppressor with flooring is superior to that of an echo canceller
with linear adaptive filter by 0.8 points on a 5-point scale.
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9.1 Telephone-Speech Signals

9.1.1 Telephone Scenario

A telephone user speaks and produces an acoustical sound pressure s0(t). This
signal, perhaps together with some surrounding disturbance, enters the micro-
phone of the user’s handset, headset, or hands-free equipment. The electrical
microphone output x̌0(t) is then generally filtered and band-limited, before
it is transmitted – nowadays digitally, of course. With some further possible
distortions, it reaches the receiver. There it may be post-processed digitally
and/or filtered again as an electrical signal, before an acoustical output s1(t)
is produced. The quality of this signal is our concern.

9.1.2 Telephone-Scenario Model

Fig. 9.1 models this telephone-communication scenario such as it is of interest
in the following: A speaker produces s0(t) and thereby the microphone signal
x̌0(t). A band limitation by an “anti-aliasing lowpass” (AA-LP) with a cutoff

Digital
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Fig. 9.1. Schematic model of speech processing in a transmission or storage appli-
cation, defining acoustical signals and their electrical and digital equivalents.



288 U. Heute

frequency f in
c avoids spectral overlap by the succeeding sampling of the filter

output x0(t), which happens in the analog-to-digital converter (ADC) together
with a linear, high-wordlength, i.e., negligible, quantization. The sampling
frequency f in

s has to be chosen according to the sampling theorem, i.e., with

f in
s

.=
1

T in
s

≥ 2 · f in
c . (9.1)

The digitized sequence

x(n) = x0

(
n · T in

s

)
(9.2)

is then digitally processed. The processing system may include a further band
limitation actually due to the telephone apparatus in use, indicated by the
block “IRSsend” in Fig. 9.1. This “intermediate reference system”, standard-
ized by the International Telecommunication Union (ITU) in a recommenda-
tion [44], is a bandpass filter imitating the usual narrow handset-microphone
transmission band by an averaged frequency response; a modified version
([IRSsend]mod) takes care of the less sharp upper-band limit in more recent
handsets (see Fig. 9.2 (a), [50]).

The processing then continues possibly with a downsampling of x(n) to
the telephone-system sampling rate

f tel
s =

f in
s

rin
= 8kHz . (9.3)

The decimated sequence u(n) is further filtered, e.g., for equalization purposes;
non-linear operations follow, e.g., by adaptive compression or low-wordlength
quantization; error insertions, concealments, or corrections happen during and
after transmission or storage, and some final filtering may try to remove un-
wanted or to add missing components. Also, the receiving telephone appa-
ratus’ band limitation may be covered in a block “IRSreceive” or a modified
version (see Fig. 9.2 (b), [44, 50]). The output signal v(n) may be upsampled
and digitally interpolated, yielding the sequence

y(n) = y0

(
nT out

s

)
(9.4)

with
1

T out
s

= fout
s = rout · f tel

s . (9.5)

From y(n), the final acoustic speech signal s1(t) is created by a digital-to-
analog converter (DAC) and a continuous-time smoothing filter (SF) with
cutoff frequency fout

c .
Due to the various influences, the sequences u(n) and v(n) as well as x(n)

and y(n), the corresponding electrical signals x0(t) and y0(t), and the analog
acoustical signals s0(t) and s1(t) will differ. The processing influences may be
unwanted, as in the case of coarse quantization or transmission errors, or they
may be partly desired, if deficiencies of a given signal are alleviated. Anyhow,
the output signals do not have the original signal’s quality.
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Fig. 9.2. Intermediate-reference system (IRS) filters modeling telephone band lim-
itations, on the a) transmitter, b) receiver side.

9.2 Speech-Signal Quality

9.2.1 Intelligibility

Speech carries information. Thus, the basic requirement concerning s1(t) is its
intelligibility. The correct understanding of single phonemes, phoneme groups,
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syllables, words, or full sentences can be assessed in appropriate tests. For
instance, listeners may be asked to indicate which sound or group of phonemes
they heard [54] or which one of a pair or larger set of similar sounds they
believed to hear, in a so-called rhyme test [20, 33, 91], or they may have to
write down whole sentences, note essential information from sentences [45],
or insert perceived words into the gaps of given, incomplete sentences [85].
It is worth noting that rhyme tests do not just give a percentage of correct
understanding, but also diagnostic insight due to the analysis of confusions
between initial, central, or final phonemes. For a list and discussion of such
possibilities, the reader is referred to [54]. In the scenario of interest here,
intelligibility will, however, not be of concern: Single-sound understanding of
97 % has been given [15] and deemed sufficient for decades of telephone use.

9.2.2 Speech-Sound Quality

Rather than comprehensibility, “sound quality” in a more general sense is of
interest, perhaps intuitively described by terms like “naturalness”, “pleasant-
ness”, “fullness”, or “clearness” of the signal s1(t).

In this chapter, the case of a telephone transmission is considered with the
restriction of the presently still wide-spread system: The integrated-services
digital network (ISDN) operates digitally, thus avoids the noise accumulation
of the analog plain old telephone system (POTS), it applies a logarithmic
pulse-code modulation (log-PCM) with 8 bits/sample quantization [41], it
uses better handsets or even hands-free terminals and adds many new service
functions, but it is still closely linked to POTS because of its channel width of
less than 4 kHz as needed in POTS for its frequency-multiplex transmission
with a 4 kHz channel spacing. For Fig. 9.1, this means

f in
c = fout

c = 4kHz, (9.6)
f in
s = fout

s = 8kHz. (9.7)

In fact, the band limitation primarily determines the general quality im-
pression for a telephone user: The speech is felt to be “muffled” rather than
“bright”, and, due to the strong low-frequency attenuation (see Fig. 9.2 (a)),
also “thin” rather than “full”. Special quality aspects of a transmission or
storage of wideband speech with a doubled bandwidth are addressed in [30].

For narrow-band speech, many new digital transcoding methods, aiming
at lower data rates than used in ISDN, have been investigated over several
decades. They consist of both frequency-domain approaches, like in sub-band
or adaptive transform coding (SBC, ATC), and time-domain, namely, pre-
dictive techniques, as in adaptive differential pulse-code modulation (AD-
PCM), adaptive predictive coding (APC), or code-excited linear predictive
(CELP) coders. For an overview, the reader is referred to [28], for more details
to [88, 89]. Especially the predictive methods have entered the real telephone
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world – ADPCM in the cordless-telephone DECT1 standard [43], APC with
a reduced “residual signal” in the GSM2 mobile-phone standard [11], CELP
in the enhanced GSM system [12] and in numerous new ITU standards for
medium-to-low bit-rate transmission. In all cases, it was required that the
speech quality would be close to that of log-PCM with its bit rate

f log-PCM
B = 8

bits
sample

· 8000
samples

s
= 64 kbit/s. (9.8)

The quality of this system was actually derived from the situation found
in an analogue link over not too long a distance within the international, so-
called trunk network; it was termed trunk or toll quality and described by the
above-named band limitation defined by the tolerance scheme in Fig. 9.3 [42]
plus the signal-to-noise ratio

SNR = 10 log10

{
σ2

s

σ2
e

}
dB

!≈ 40 dB. (9.9)
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Fig. 9.3. Tolerance scheme for a PCM-transmission input filter.

Here, σ2
s is the average-signal, σ2

e the distortion or noise power. The log-
PCM system itself has an SNR ≈ 38 dB, the DECT version of ADPCM
reaches SNR ≈ 35 dB. More refined approaches like those mentioned above,
however, have much lower SNR values – but still produce good sound qual-
ity. This perceived goodness was the basis for their selection as transmission
1 DECT abbreviates digital enhanced cordless telecommunications.
2 GSM stands for global system for mobile communications.
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standards: Among various proposals, the solution with the best, but at least
perceptually close-to-toll quality for a given bit-rate at limited algorithmic
delay and limited hardware cost would be the choice. So, quality assessment
procedures are of vital interest.

9.3 Speech-Quality Assessment

9.3.1 Auditory Quality Assessment

Quality is the result of a judgment after a perception [54]. Both steps require
a human being or “subject” to be involved. Therefore, the term subjective
quality test is often used for the determination of a communication-system’s
quality by asking test persons to “use” the telephone in some sense under
various conditions and then “grade” its performance. Such tests are strictly
formalized and normalized, however, to make them reproducible, comparable,
and objective; thus, the term “auditory” is preferred to “subjective”, in the
following. Still, it has to be admitted that some subjectivity remains – due to
users’ peculiarities in terms of their voices and hearing abilities, or because of
the speech material chosen by the test organizer. Voice quality is an interesting
field [61], but outside the scope of this chapter, and both for the speech pro-
duction and the hearing side, “normal” test persons are assumed. This means
the exclusion of “extraordinary” speakers and “handicapped” listeners. The
former classification is not easy; the latter one is easier if, e.g., an audiometric
analysis reveals a too strong increase of the hearing threshold, say, by more
than 20 dB at some frequency. Also for the material, the usual rules for a
selection of “phonologically balanced” words and sentences are assumed to be
kept: Sounds should appear with the same statistics as in “everyday speech”.

Auditory quality is analyzed in a test laboratory. This means that, when
test users are asked to “use the telephone and check its quality”, a model for
the actual telephony situation is created.

9.3.2 Aims

Two distinct aims can be followed in such a test:

• The “integral” or “total” quality can be determined, as needed for the
decision on a best candidate for a new standard. “Acceptance” or “effort
of use” are similar overall ratings.

• Single quality-related features may be asked for, like the above-mentioned
“brightness” or “fullness”, or other attributes like “dullness”, “noisiness”,
or “sharpness”.

Like rhyme tests in intelligibility assessments, the latter measures allow a
deeper insight into a system’s behavior: A developing engineer, knowing the
technical details of a realization and understanding the attributes, may use
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these diagnostic results to optimize corresponding parameters. This is not
possible from just one integral term: Two systems may be equally bad because
of quite different reasons. Beyond, it must be possible to derive the total
quality from diagnostic results, since a human subject will base a judgment on
various single impressions. So, an attribute-based assessment is advantageous.

9.3.3 Instrumental Quality Assessment

Auditory tests are reproducible only within limits, and they are costly and
time-consuming. During a system-development phase, where many parameters
are changed frequently for quality optimization, they are prohibitive, at least
in the above formal version. Since “everything that can be heard must also
be measurable” [7], it should be possible to measure all signal features which
are relevant for a subject’s judgment and finally “read the quality” from an
instrument. As, then, no subjects are involved anymore (with the exception
of the speech-signal production), such tests are often called “objective”; for
the reasons discussed in Sec. 9.3.1, the term “instrumental” is preferred in the
following.

Instrumental evaluations happen in a test laboratory again, where now
the model of the telephone situation in the auditory test is itself modeled by
a measurement device.

Also instrumental measures may concern the integral quality or single
attributes. From instrumentally well estimated, suitably chosen attributes, an
integral quality should then also be predictable.

9.4 Compound-System Quality Prediction

9.4.1 The System-Planning Task

From instrumental measurements on existing signal-processing equipment, the
perceived quality may be estimated, as explained above. A completely differ-
ent task is the prediction of the quality of a planned compound network of
subsystems from knowledge on the components’ effects, but before realization.
For this network-planning phase, the so-called E-Model is an appropriate tool.
Transmission planning is actually outside the scope of this chapter; parts of
the philosophy behind the E-Model, however, turn out to be valuable also
for the assessment aspects addressed here, especially the combination of at-
tributes into an integral quality estimate.

9.4.2 ETSI Network-Planning Model (E-Model)

First within ETSI, the European Telecommunications Standards Institute,
then in the ITU, the proposal [55] was discussed and finally formalized as a
standard [40]. The model allows to calculate the expected total quality of a
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speech signal after transmission. It is not based directly on the usual mean-
opinion score (MOS) of typical auditory quality tests (see Sec. 9.5.1 – 9.5.4).
Its basic terms are, instead, the “transmission rating” R ∈ [0, 100] and several
“impairments” I ∈ [0, 100] caused by network elements.

These terms are defined such that they act additively on a ratio scale.
A “perfect” transmission would have a rate R = 100; a “clean” ISDN link
would be rated by R = 93.2, being “impaired” by the typical band-limitation
and quantization (see Sec. 9.2.2). Any further impairment would further re-
duce R according to the formula

R = Ro − Is − Id − Ie,eff + A. (9.10)

Here, Is denotes signal-synchronous, Id delayed quality reductions, while Ie,eff

sums (also literally) all impairments of the equipment responsible for any
signal-processing, coding, and decoding. By A, the (subjective, circumstance-
depending) “advantage” of some special system ability, like, e.g., mobility, is
expressed, which may lead to a better quality judgment. Ro is the basic rating
of a system without further distortions. For the above-mentioned clean ISDN
link, this means Ro = 93.2, Is = Id = Ie,eff = 0, A = 0, and thus R = Ro.

9.5 Auditory Total-Quality Assessment

9.5.1 Conversation Tests

As said before, a valid assessment can be carried out by asking human subjects
to “use a telephone”. Although happening in a laboratory, the connection
should be made as natural as possible – which means that two partners should
talk and listen: A conversation with natural beginning, flow, and ending should
be arranged.

The last word indicates the difficulty: An arranged communication is not a
natural one. However, the less arrangement is applied, i.e., the closer the con-
versation comes to a “chat” on some everyday items, by participants knowing
each other, the smaller is the quality information gained from the test. The
users will not take much care of the transmission conditions in detail. So, a
certain structure has to be enforced more or less artificially, also in order to
keep the conversation going in cases with two test persons not acquainted
before. Various scenarios have been developed for this reason [70].

An example is a discussion about pictures in different ways. This idea
suffices to keep a balanced communication (in the sense of both partners
being equally involved, a broad enough vocabulary and varying speaking style
being used, and neither contents nor signal quality being in the focus alone).
A long test duration of about 5 to 6 minutes is, however, necessary to arrive
at valid judgments, and the topic is not really felt to be a natural case for a
telephone use.
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Enhancements in terms of naturalness as well as length are possible by
means of so-called short-conversation tests, dealing with information requests
or ordering items, as often practiced via a telephone. The conversation struc-
ture (e.g., for an ordering task) is depicted in Fig. 9.4, derived from [70], where
a halved duration is shown to be achieved.

Preciser request

Announcement of request

Calling “customer”

Question for details

Offer(s)

Called “agent”

Natural opening/greeting

Choice/order

Natural opening/welcome

Acceptance/treatment

Furtherquestions/refinements
naturalend/farewell

Fig. 9.4. Dialog structure in a telephone-ordering scenario.

In standardized tests following [49], verbal quality statements from a five-
point list are given by the test persons (see Tab. 9.1) together with binary
decisions whether the conversation was found to be difficult or not. The latter
are evaluated in terms of a “difficulty percentage” of all subjects, the former
opinions, as expressed by the according numbers in Tab. 9.1, are averaged and
thus yield a numerical mean-opinion score (MOS) between 1.0 and 5.0.

Table 9.1. Numerical and verbal descriptions for an absolute-category conversation-
quality rating.

Numerical grade 5 4 3 2 1

Verbal grade Excellent Good Fair Poor Bad

A different type of conversation becomes more frequent nowadays, namely,
a dialog between a human customer and a computer. Many additional ques-
tions arise in such cases, not to be covered here. Interested readers are referred
to, e.g., [9, 73, 74] for recent advances, to [71] for an overview, and to [72] for
a thorough general treatment.
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9.5.2 Listening Tests

Conversation tests model a real telephone communication quite closely, but
they are very expensive. Whenever possible, they are therefore replaced by as-
sessments where test persons only listen to (pre-fabricated or online-produced)
speech samples of relatively short length like, e.g., two to five sentences of two
seconds each with short breaks in-between. A variety of partly phonologically
balanced, partly specialized texts is in use, e.g.,

• examples like “you will have to be very quiet”, as mentioned in [49],
• the (German) sentences of the so-called Marburg and Berlin collections

[75, 87] contained in a large corpus found in [35] and described in [86],
• very popular sentences like “these days, a chicken leg is a rare dish”, de-

scribed in [1], or “she had your dark suit in greasy wash water all year”,
which are found in the TIMIT3 data base [14] or its narrowband ver-
sion [53],

• semantically unpredictable sentences, like “the great car met the milk”, as
prepared at several institutions in various languages and discussed in [54],
where also more information on data bases is to be found.

Listening to a few such utterances has the consequence that the subjects focus
their attention much more on the signal characteristics than on the contents;
this is good in terms of the quality grading, but it reduces the naturalness
of the model, too. Beyond, such a listening-only test (LOT) is unnatural also
because the test user does not speak, and another draw-back consists in the
exclusion of certain transmission effects: Delays cannot be evaluated, echoes
would possibly result only from two-way connections, double-talk will not oc-
cur. The strongest positive argument, however, is the short duration allowing
for a highly increased number of systems and conditions to be tested within
a certain time span. Still, quite a variety of LOTs exist, with different expen-
ditures on one side, but also different amounts of insight to be gained on the
other side.

9.5.3 LOTs with Pair Comparisons

Two signals are played to the test subjects who have to compare them. This
is another violation of the naturalness requirements: In a “normal” telephone
situation, a user expects a certain quality from her or his experience and
compares the heard sound with this “internal reference” only, not with a
second signal. Due to definite advantages, this approach is very useful anyway.
It is mainly practiced in two different ways; details and variants are to be found
in [70]. One advantage, in both cases, comes from the use of the same speaker
for the compared signals: Voice peculiarities are not so important anymore.
The other advantage is a fine resolution of small differences.
3 The abbreviation TIMIT results from Texas Instruments (TI) and Massachusetts

Institute of Technology (MIT).
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9.5.3.1 Comparison-Category Rating (CCR)

The comparison may concern two differently processed signals s1,1(t) and
s1,2(t) in Fig. 9.1. The perceived difference is denoted according to the cat-
egories of Tab. 9.2. Usually, one of the signals is a “clean” version, though
not necessarily the original input s0(t). The two signals follow each other
randomly.

Table 9.2. Numerical and verbal descriptions of a second stimulus compared to a
first one for a comparison-category total-quality LOT rating [49].

Numerical grade 3 2 1 0 -1 -2 -3

Verbal grade
Much

Better
Slightly About Slightly

Worse
Much

better better the same worse worse

9.5.3.2 Degradation-Category Rating (DCR)

Here, the clean signal comes first, and the second one is checked for its quality
loss according to Tab. 9.3.

Table 9.3. Numerical and verbal descriptions for a degradation-category total-
quality LOT rating [49].

Numerical grade 5 4 3 2 1

The degradation is ...

Verbal grade inaudible audible slightly annoying very
but not annoying annoying
annoying

9.5.4 Absolute-Category Rating (ACR) LOTs

The fine resolution mentioned above would of course be especially helpful in
a system-optimization phase, where some parameter may have to be fixed
within a narrow interval. But comparison tests, being of course less expen-
sive than conversation experiments, are still quite costly. In a cheaper LOT,
listeners hear the output signal s1(t) of one system only, compare it to their
expectation, and grade it absolutely, according to the absolute-category rating
(ACR) scale given already in Tab. 9.1 for conversational opinion tests.
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The resulting MOS ∈ [1.0, 5.0] after averaging the ratings of the test per-
sons in such an ACR LOT is the most frequently applied performance de-
scription when speech-signal processing systems are compared in terms of
their qualities. The reason is that ACR LOTs are the least expensive version
of a formal auditory quality-assessment. They are reasonably reproducible
within ±0.5 MOS, they are natural in the sense of an internal-reference basis
instead of a signal comparison, but they are unnatural due to the missing
interaction between two telephone users as in all LOTs, and they are far less
sensitive than paired comparisons to small system differences, while being
more susceptible to voice or speech-material peculiarities.

9.6 Auditory Quality-Attribute Analysis

9.6.1 Quality Attributes

As mentioned in Sec. 9.3.2, a user’s total quality judgment is internally created
from a set of single impressions. Here, the listening-only case will be consid-
ered alone. Numerous single-aspect quality terms called attributes have been
proposed in the literature. A well accepted list is that proposed by [90], used
also in the thorough investigations of [77]. It separates signal and background
effects as presented in Tab. 9.4.

Table 9.4. Quality attributes for signal and background evaluation as applied to
the Diagnostic Acceptability Measure (DAM).

Signal
Fluttering Distant Rasping Muffled Irregular Nasal
bubbling thin crackling smothered interrupted whining

Background
Hissing Buzzing Chirping Rumbling
rushing humming bubbling thumping

Other attributes were mentioned earlier, namely, fullness (= opposite
of “thin”?), or brightness (= opposite of “muffled”?); clearness, sharpness,
roughness, or loudness are alternatives, which have no direct counterparts
in Tab. 9.4 or are mixtures of several terms. Others may be searched for, if
reasons and suitable criteria are given (see Sec. 9.6.3).

9.6.2 Attribute-Oriented LOTs

9.6.2.1 Loudness

Despite its obvious meaning, the measurement of loudness needs a careful
definition [94]. As a loudness level LN , given in the unit phon, the sound-
pressure level L in dB of an equally loud 1-kHz-tone is defined. Constant-
loudness curves, say, with x phon, for instance, show the necessary sound
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pressure level of a tone at some frequency f to be perceived as equally loud as
an x-dB-tone with f = 1 kHz. The 3-phon-curve corresponds to the hearing
threshold, measured usually in audiometry for evaluation of an individual’s
hearing abilities. Smaller refinements are needed if, instead of a tone, narrow-
band noise is used, or if diffuse rather than plane-wave sound fields are of
interest. The comparison with a 1-kHz-tone, however, is the basis. Besides
the use of the logarithmic phon scale, also an absolute loudness N can be
given: A 1-kHz-tone of 40 dB pressure level (=̂ 40 phon) is defined to have a
loudness N = 1 sone. A doubled loudness needs a level increase of 10 dB; this
behavior does not hold below 1 sone: LN = 3 phon corresponds naturally to
zero loudness, i.e., N = 0 sone (see Fig. 9.5).

�
��

������� ��� ��� � � � �� �� ���	
����

��

��

��

�

���

�

�������

������

��

��

�

�

����

�

���

�

��

��

��

�

Fig. 9.5. Curves of equal loudness (see [88]).

An output signal s1(t) of some processing or transmission system in
Fig. 9.1 which is too faint or too loud will certainly cause a negative im-
pression, whatever other quality impacts may be included. In auditory tests,
however, loudness is often not used as a direct feature. Instead, a suitable am-
plification or attenuation is chosen such that s1(t) has a (listener-) preferred
or an optimum (in terms of the final quality score) loudness.

9.6.2.2 Sharpness

Like loudness, sharpness [94] can be measured on a ratio scale: A pure noise
signal bandlimited to f ∈ [920, 1080] Hz, i.e., centered at fcenter = 1 kHz,
is defined to have a sharpness S = 1 acum. If the center frequency and,
proportionally, the bandwidth is increased, the perceived sharpness grows.
For fcenter = 3 kHz and a bandwidth of about 500 Hz, S = 2 acum indicates
a doubled sharpness feeling, while at fcenter = 350 Hz and f ∈ [300, 400] Hz,
the sharpness S = 0.5 acum is halved (see Fig. 9.6).
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A sharpness perception is also evoked if the lower band-edge is kept con-
stant and the upper one is enlarged; a fixed upper edge frequency with falling
lower cut-off frequency reduces sharpness. (In all these experiments, the loud-
ness is kept constant.) These observations may be generalized: Unpleasant,
sharp sounds are caused by, relatively, too strong high-frequency components.
So, an auditory determination of S is valuable in terms of diagnostic insight.
A slightly more critical point-of-view will be seen in Sec. 9.8.3.
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S / acum 

f/kHz
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Fig. 9.6. Sharpness growth as a function of the center frequency (and proportional
bandwidth) of narrowband noise at constant loudness (after [94]).

9.6.2.3 Roughness

The impression of a rough signal is caused by relatively fast, (quasi-) periodic
variations of a signal’s (short-time-mean) amplitude.

Very fast amplitude modulations are not heard as such – the time-domain
post-masking of our ear hides a fast decay and recovery of the signal size.
Slow variations are perceived as fluctuations, known, e.g., as the unpleasant
“pumping” effect of certain non-optimum adaptive signal-processing methods.
This is of course also a signal impairment, but it is to be separated from this
paragraph’s item.

Modulation frequencies fmod ∈ [15, 300] Hz, together with sufficiently large
level changes ∆L, are the reason for a perceived roughness R, given in the
unit asper. A value R = 1 asper is defined as the roughness of a tone with
frequency f1 = 1 kHz modulated with modulation degree m = 1 according to

smod(t) =
[
1 + m · sin(2π · fmod · t)

]
· sin(2πf1 · t). (9.11)
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The strongest roughness impact is found at fmod = 70 Hz, in this case,
and R depends on m exponentially according to R ≈ m1.6 (see Fig. 9.7 (a)).
For lower and higher values of fmod, R decays, as said above (see Fig. 9.7 (b)).
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(a) Varying modulation degree m at fmod = 70 Hz
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Fig. 9.7. Roughness R of a 1-kHz-tone modulated a) with varying modulation
degree m at fmod = 70 Hz, b) with m = 1 at varying modulation frequencies fmod

(simplified approximation of measurements in [94]).
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9.6.2.4 Other Attributes

While the above-named attributes can be checked in a LOT by comparing
stimuli with tones of 1 kHz under appropriate conditions, this is not possible
for other attributes like clearness, fullness, brightness, or their counterparts
like noisiness, distortion, thinness, or dullness. For some of the characteriza-
tions in Tab. 9.4, links may be found to the above three attributes: Hissing
≈ sharp, rasping ≈ rough, distant ≈ reduced loudness – but this is not well
defined, and for the other terms, no simple relation is obvious.

In any case, however, test listeners can be asked to indicate “how much”
of a certain attribute is contained in a speech sample they heard. This may be
done with a not too large group of attributes at the same time or consecutively,
using appropriate scales, which may be bipolar and each named at both ends
with a pair of antonyms.

9.6.3 Search for Suitable Attributes

A fundamental question arises with the aim of a diagnostic-attribute analysis:
How many attributes are indeed needed? As mentioned in the above discus-
sion, many given terms are mixtures of impressions themselves – clearness or
fullness being almost as broad as quality itself. Of course, a system diagno-
sis can be based on a multitude of evaluations, but this is certainly difficult,
even for an expert. Also numerically, the total quality may be estimated via a
regression including many, also strongly overlapping features (see, e.g., [77]) –
the regression coefficients will take care of their correct weightings. This, how-
ever, requires that a really large number of systems and conditions have to be
used in order not to just “interpolate” K measurements by using (nearly) K
parameters.

Orthogonal attributes, each one indicating just one specific perceptual
impact, would be better, for the sake of both their diagnostic interpretation
and their application within an integral-quality estimation formula. They can
be developed in two ways.

9.6.3.1 Multi-Dimensional Scaling (MDS)

This approach stems originally from general psychometrics [57, 58] and was
applied to telephone-circuit quality analysis in [65].

A variety of K stimuli are prepared. All K · (K − 1) possible stimuli pairs
(i, j) (both j following i and vice-versa) are presented to a listener group.
The test persons do not grade the speech quality but, rather, rate the (dis-)
similarity of the two sounds, on a continuous scale between “very similar” and
“not similar at all”. From the test, after a subject-related normalization and
a monotonic mapping, K · (K − 1) “disparity” values result. From these, all
stimuli can be represented ideally in a (K − 1)-dimensional space, if identical
distance measurements for (i, j) and (j, i) are assumed. As the number of test
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signals is chosen as large as possible, while the perceptual effects searched
for are hoped to be few, a “map” with a lower dimensionality P < (K − 1)
is constructed, with unavoidable inaccuracies. These are expressed by two
common figures of merit (see, e.g., [77]):

• The “squeezing” of K points onto P dimensions causes a so-called “stress”
term Sd, which should be made small:

Sd =

√√√√√√√√
K∑

i=1

K∑
j=1

(
di,j − d̂i,j

)2
K∑

i=1

K∑
j=1

d̂2
i,j

. (9.12)

Sd describes the normalized root-mean-square error of the distances di,j

in the reduced-dimension map in comparison to the original distances d̂i,j

between two stimuli.
• Dropping dimensions has the consequence that not all variability can be

covered in the n-dimensional space – the covered normalized variance R2

should be made close to 1:

R2 =

K∑
i=1

K∑
j=1

(
di,j − d̄

)2
K∑

i=1

K∑
j=1

(
d̂i,j − ¯̂

d
)2 . (9.13)

By d̄ and ¯̂
d the mean distances after averaging over i and j are denoted.

Since, due to the “squeezing” to a lower dimension, distances never grow,
R ≤ 1 holds.

The necessary dimensionality n is found stepwise, observing the decrease of
Sd or/and the growth of R2 when incrementing P .

An MDS within a thorough investigation of attribute-oriented quality de-
termination is described in [92]. Dimensionalities of P = 3 ... 4 appear to be
appropriate (see Tab. 9.5).

Table 9.5. Stress Sd and covered variance R2 for an MDS-based dimensionality
reduction.

P Sd R2

3 0.232 0.74

4 0.195 0.79
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The dimensions are, however, abstract in the sense that they can not yet
be interpreted as “named attributes”. Such names can now be found with the
help of (system) experts knowing how some processing creates a certain effect
on the signal sound. In a succeeding attribute-oriented LOT (see Sec. 9.6.2),
the chosen dimensionality and attributes have to be verified. Such a test can,
however, be also directly applied for the definition of the reduced perceptual
space, as outlined in the next paragraph.

9.6.3.2 Semantic Differential (SD)

Listeners are asked to grade the single stimuli on scales of a highly redun-
dant, large set of predefined descriptors. The list may also be found in a
pre-experiment, asking listeners for their own intuitive descriptions. In [92],
as many as 217 candidate names were found. They were reduced, by expert
inspection, to 13 “antonym pairs”, with which the actual LOTs were carried
out. Finally, a principal-component analysis was performed with the reduced
group, leading to P final attributes. It was found that P = 3 still nameless
“factors” F1,2,3 carry a variance R2 = 0.935.

Names are then found by rotating the P axes such that high correlations
with P of the pre-defined antonyms appear, and/or by observing the expert
interpretations of the reduced MDS-space results. The names are – naturally
– not unique, due to, e.g., the redundancy in the predetermined set.

After the above study, the following choices were made (see Tab. 9.6): As the
first of three dimensions was linked, by the listeners, with frequency-content
descriptions both in terms of pairs like “dark/bright” and “distant/close”,
the ambiguous term “directness/frequency content” was selected. The second
factor was clearly related to short-time effects in the signals, appearing either
as interruptions or as instantaneous sound insertions; it was termed “conti-
nuity”. The third attribute turned out to describe “hissing” distortions and
“noisy” components; so the term “noisiness” is appropriate. Tab. 9.6 also indi-
cates how much variance ∆R2

i is explained by taking a factor Fi into account.

Table 9.6. Attributes for telephone-band quality analysis from [92]).

P F1 ∆R2
1 F2 ∆R2

2 F3 ∆R2
3

Directness/
3 frequency 0.427 Continuity 0.342 Noisiness 0.166

content

A subsequent analysis shall reveal whether further terms or sub-dimensions
are helpful: “Frequency content” has to do, on one hand, with the linearly
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transmitted input spectrum, thereby, with the system’s average frequency
response and especially the band-limitations. On the other hand, it also de-
scribes further components, which may be artificially added on purpose or by
an incorrectness. “Noisiness” may hint to a hissing speech reproduction, e.g.,
due to an (over-) emphasis of higher frequencies in fricatives, as well as to
added noise. So, either brightness may be positively affected or sharpness in
a negative sense. Interruptions due to, e.g., frame erasure in mobile telephony
or packet loss in VoIP4 transmission, are different from short-time effects like
the well-known “musical tones” in some less refined noise-reduction methods.
Such a deeper study requires again, however, the availability of a very large
variety of systems and conditions.

9.6.4 Integral-Quality Estimation from Attributes

After an auditory assessment of P features Fi, the overall listening quality
LQ of an investigated system may be estimated from a superposition of the
single results. The simplest way is a linear combination:

LQ
.=

P∑
i=1

bi · Fi (9.14)

with

b1 = 0.46 for F1 =̂ frequency content / directness,
b2 = 0.70 for F2 =̂ continuity,
b3 = −0.47 for F3 =̂ noisiness (see Tab. 9.6).

This was proposed in [92], and 90% of the LQ variance could be covered. It
has to be noted that, here, LQ is not calculated as a MOS’ estimate directly,
but as a bipolar, zero-mean version thereof.

Since b2 is largest, a dominant influence of (dis-) continuities on the per-
ceived quality can be concluded – quite plausibly, as real interruptions create a
feeling of an unreliable connection. Still, the doubts about differently weighted
sub-dimensions (like “true interruptions” vs. “other short-time effects”) re-
main, as mentioned in Sec. 9.6.3.2, especially as the above test included only
a set of 14 conditions.

In [77], the “total acceptability” A is predicted from the auditorily eval-
uated ten attributes of Tab. 9.4 [90] by a non-linear formula: The six signal-
describing terms yield a “total signal quality” TSQ, the remaining six features
lead to a “total background quality” TBQ, both found from arithmetic and
geometric means of the single results. From both TSQ and TBQ and a linear
superposition of single averaged attributes F̄i with i ∈ {1, ..., 10}, the integral
value A is computed:

4 The term VoIP abbreviates voice over internet protocol.
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A = b0 +
10∑

i=1

bi · F̄i + b11 · TSQ · TBQ. (9.15)

In an experiment with more than 200 speech samples, 90 % of the audito-
rily observed variance is covered. Thus, also a large number of overlapping
attributes can be successfully applied, though with a quite complex relation
and with a sufficiently broad experimental basis.

9.7 Instrumental Total-Quality Measurement

9.7.1 Signal Comparisons

An instrument has, a priori, no “expectation” or “internal reference from
experience” as to how a telephone-output signal should behave. So, a trans-
mission system’s impact on quality can only be measured by an analysis of, in
Fig. 9.1, the acoustic signals s1(t) and s0(t) or, digitally, the sequences y(n)
and x(n). This can be done in two distinct ways:

a) Comparison of y(n) and x(n) directly with respect to certain (e.g., spec-
tral) characteristics.

b) Comparison of x(n) or y(n) with a distortion signal

e(n) = y(n) − x(n). (9.16)

When e(n) is determined, of course, a suitable time and amplitude align-
ment of y(n) and x(n) has to be carried out in a preprocessing phase before
subtraction. This is, however, also necessary in case a) in order to really com-
pare “corresponding” signals. There is a technique replacing x(n) indeed by
an “internal reference”, namely, by estimating a clean signal from y(n) [48].
This “reference-free” approach is, however, still not generally applicable; it
is, therefore, not dealt with here. Both comparisons a) and b) can, again, be
carried out in two distinct ways:

α) Description of the compared signals in their full lengths first, then com-
parison of their long-time, i.e., averaged behaviors.

β) Description of short signal segments (of, e.g., a “frame length” TF =
20 ms), comparison of the short-time behaviors, and averaging at the
end.

All variants are depicted in Fig. 9.8.

9.7.2 Evaluation Approaches

The integral-quality term, searched for finally by a signal comparison, may
be based on very simple signal features, like their powers, on more refined
parameters derived from the signals, on spectral properties, or, somehow most
naturally, on a representation modeling the human hearing process. In the
following, the most commonly used measures are listed and commented on.
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Fig. 9.8. Possible variants of signal comparisons for quality estimation.
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9.7.2.1 Signal-to-Noise Ratios

The popular logarithmic distortion measure defined in Eq. 9.9 can be mea-
sured digitally from x(n) and e(n) in Fig. 9.1 and Eq. 9.16, for a signal of
(possibly very large) length M :

SNR

dB
= 10 · log10

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

M−1∑
n=0

x2(n)

M−1∑
n=0

(
y(n) − x(n)

)2︸ ︷︷ ︸
=e2(n)

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
. (9.17)

This so-called global SNR is of type b - α, in the nomenclature of Sec. 9.7.1.
It is known to reliably reflect perceived quality as long as it is large enough,
i.e., for “high-quality” speech signals with, say, SNR > 25 dB. For stronger
distortions, the segmental SNR [76] works better:

SNRseg

dB
=

10
Nseg

·
Nseg∑
i=1

log10

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
iLseg−1∑

n=(i−1)Lseg

x2(n)

iLseg−1∑
n=(i−1)Lseg

e2(n)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ , (9.18)

where Lseg now indicates the length of the Nseg segments into which the
signal has been split, with M = Lseg · Nseg. This is of type b - β now, and
it gives a reliable quality indication as long as, say, SNRseg > 12 dB holds,
assuming already that additional measures are taken to avoid inclusion of
signal overdrive or of signal pauses, i.e., extremely negative logarithmic values
falsifying the average measure. The latter case can also be avoided by a slight,
simple modification of Eq. 9.18 due to [67]:

SNRseg

dB
=

10
Nseg

·
Nseg∑
i=1

log10

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩1 +

iLseg−1∑
n=(i−1)Lseg

x2(n)

iLseg−1∑
n=(i−1)Lseg

e2(n)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ . (9.19)

Refinements try to make SNR measurements valid also for even stronger
distortions. Enhancements are possible with, e.g., the following steps [22,77]:

• Eqs. 9.18 or 9.19 are evaluated in narrow frequency bands, and the final
value is the average of all bands (“frequency-depending segmental SNR”).

• The log-term in Eqs. 9.18 and 9.19 is evaluated per frequency band and
averaged over all bands, before the segmental averaging takes place.

• The single-band results in both variants may be weighted by factors pro-
portional to (a power of) the signal energy within each band (“frequency-
weighted segmental SNR”).
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An implicit weighting can also be achieved by the choice of non-constant band-
widths. For example, a set of 16 bands in the telephone-frequency range may
be used, with proportionally growing widths and center frequencies as defined
in [6] and similar to the so-called critical bands in [94]. Then, as a special case
of an implicitly frequency-weighted global SNR, the so-called articulation in-
dex results [16,59]. It could, of course, also be evaluated segment-wise. Another
non-linear mapping of the segmental SNR leads to the so-called information
index as defined in [52].

9.7.2.2 Spectral Distances

The frequency-depending SNR variants are closely related to the class of spec-
tral distances between the signals x(n) and y(n). Here, no difference signal is
used, and segmental results are averaged at the end – so, a type a-β analysis
takes place (see Fig. 9.8).

A general formulation is given by

∆spec
.=

1
Nseg

Nseg∑
i=1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
M−1∑
µ=0

∣∣∣XLP

(
ejΩµ, i

)∣∣∣γ ·fp

(∣∣∣XLP

(
ejΩµ, i

)∣∣∣, ∣∣∣YLP

(
ejΩµ, i

)∣∣∣)
M−1∑
µ=0

∣∣∣XLP(ejΩµ, i)
∣∣∣γ

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

1/p

.

(9.20)

By XLP(ejΩµ , i) and YLP(ejΩµ , i), short-time spectral values of the input and
output signal segment number i are denoted as found from a discrete Fourier
transformation; so, µ is a frequency index. An Lp-norm of the function f(∗)
is evaluated. A weighting with the γ−th power of the input spectrum and a
normalization are included.

The choice of f(∗) determines the exact name of the distance measure:

f(X,Y ) .=
∣∣|X| − |Y |

∣∣ : “linear spectral distance”,

f(X,Y ) .=
∣∣|X|δ − |Y |δ

∣∣ : “non-linear spectral distance”,

f(X,Y ) .= 20 ·
∣∣ log10 |X| − log10 |Y |

∣∣ : “log-spectral distance”.

As a good choice for the free parameter p in Eq. 9.20, the investigations
of [77] showed p = 6 especially for the log-spectral distance. Such a high
exponent says that larger deviations have to be emphasized in the measure –
they have an increased influence on the total quality perception.

In all cases, the DFT is not applied to the signals themselves: The index
“LP” is to indicate the use of linear-prediction coefficients. A short paragraph
is helpful for an explanation, especially also for links to other measures, to be
pointed out later.
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9.7.2.3 Linear Prediction – a Brief Excursion

A linear predictor computes an estimation

x̂(n) .=
p̂∑

ν=1

aν · x(n − ν) (9.21)

for the present value x(n) from p̂ past samples. The residual signal

d(n) .= x(n) − x̂(n) = x(n) −
p̂∑

ν=1

aν · x(n − ν) (9.22)

describes the prediction error. The coefficient vector

a
.=
[
a1, a2, ..., ap̂

]T (9.23)

is optimized in the minimum-mean-square prediction-error sense and found
as

aopt = R−1
xx · rx. (9.24)

Rxx denotes the correlation matrix, rx the correlation vector of the signal
x(n) in total or, better and used in adaptive schemes, of a segment of length
Lseg, chosen as appropriate for the “short-time speech stationarity” within
ca. 20 ms. Due to the strong correlation of speech signals, the variance of the
residual signal is much smaller than that of the signal, and

σ2
d = σ2

x − aT · rx � σ2
x (9.25)

means that (“front”) bits can be saved when d(n) is transmitted rather than
x(n). This allows the well-known data-rate reduction in predictive coding
schemes. Corresponding to the z-transform of Eq. 9.22, the transfer function
of the non-recursive filter with output d(n) is given by

H(z) = 1 −
p̂∑

ν=1

aν · z−ν . (9.26)

Since the LP principle exploits correlation according to Eq. 9.24, d(n) is
necessarily decorrelated (up to the prediction order) – ideally: white. From
d(n), the receiver recovers x(n) by filtering the residual with the inverse of
this transfer function,

1
H(z)

=
1

1 −
p̂∑

ν=1
aν · z−ν

. (9.27)
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As the excitation d(n) is white while the speech signal x(n) is not, the spec-
tral shape is obviously given by the magnitude frequency response |1/H(ejΩ)|
of the above all-pole filter. It can be computed in equi-spaced frequency points
by a DFT according to∣∣∣∣ 1

H (ejΩµ, i)

∣∣∣∣ = ∣∣∣XLP

(
ejΩµ, i

)∣∣∣ =
1∣∣∣∣DFT

{[
1, −(axi)T, 0, 0, ..., 0

]}∣∣∣∣ . (9.28)

The coefficient vector calculated for the i − th segment of x(n) (indicated
by the superscript xi) according to Eq. 9.24 has to be inserted here and
appended by (M − p̂) zeros in order to produce a large enough number of
spectral samples. Inserting the output segment yi and its coefficient vector
correspondingly yields∣∣∣YLP

(
ejΩµ, i

)∣∣∣ = 1∣∣∣∣DFT
{[

1, −(ayi)T, 0, 0, ..., 0
]}∣∣∣∣ . (9.29)

9.7.2.4 Other Measures Based on Predictor Coefficients

As prediction works best in an adaptive, i.e., frame-by-frame, evaluation, it is
clear that the following measures are evaluated segmentwise; also, all of them
rely on the two signals x(n) and y(n) without pre-calculating an error signal
e(n). So, they belong to class a-β, in Fig. 9.8.

Variants of the so-called log-likelihood ratio [37] have been proposed and
analyzed:

dll(x, y) .= ln
{

(ay)T · Rxx · ay

(ax)T · Rxx · ax

}
. (9.30)

By Eq. 9.30, the power ratios of the residual signals are compared which
would result from filtering x(n) by predictors optimized for y(n) and x(n) –
see Eqs. 9.24 and 9.25; so, a mismatch of the respective frequency responses
is described in a logarithmic way. Obviously, this is closely related to a log-
spectral distance as discussed in Sec. 9.7.2.2.

The cepstral distance compares the cepstra, i.e., the (inverse) Fourier trans-
forms of the logarithmic magnitude spectra of x(n) and y(n). The Lcep cepstral
values cx(k), cy(k), k ∈ {0, 1, ..., Lcep} to be used describe the LP spectrum
again, and they can be calculated recursively from the coefficient vectors
ax,ay . The measure defined by

CD(x, y) .=
[
cx(0) − cy(0)

]2 + 2 ·
Lcep∑
k=1

[
cx(k) − cy(k)

]2 (9.31)

is obviously again closely related to a logarithmic spectral distance described
in Sec. 9.7.2.2.
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The so-called log-area (ratio) distance (LAR distance) has to do with a
simplified model of the vocal tract during the utterance of a given speech seg-
ment. From the predictor coefficients, the staircase-type cross-sectional area
function of (p̂ + 1) short vocal-tract pieces can be derived (see, e.g., [88, 89]).
A logarithmic comparison of two adjacent cross-sections Aν and Aν+1, recur-
sively computed from a, leads to the so-called log-area ratio

LARν
.= log10

{
Aν

Aν+1

}
, ν ∈ {0, 1, ..., p̂ − 1}. (9.32)

These terms can again be determined both for x(n) and y(n). The differ-
ence of corresponding LARs can be averaged over ν in terms of their mag-
nitudes and finally averaged over the speech segments, indexed by i. This
average log-area distance

dLAR
.=

20
p̂ · Nseg

·
Nseg∑
i=1

p̂∑
ν=0

∣∣∣LARy
ν − LARx

ν

∣∣∣
i

=
20

p̂ · Nseg
·

Nseg∑
i=1

p̂∑
ν=0

∣∣∣∣log10

{
Ay

ν · Ax
ν+1

Ax
ν · Ay

ν+1

}∣∣∣∣
i

(9.33)

describes the mismatch of the vocal-tract models calculated from x(n) and
y(n) and, thereby, a spectral-shape mismatch in a logarithmic way again.
In [77], this measure was analyzed also with the modification of an Lp norm
of the magnitude term; p = 1 was, however, found to be the best choice.

9.7.3 Psychoacoustically Motivated Measures

9.7.3.1 Basis

The thorough investigation of [77], referenced already frequently, showed that
the above ideas were partially successful, but only for a limited class of distort-
ing systems and conditions. The correlation between “true” auditory quality
judgments and instrumentally estimated ones was around 0.9 for simple dis-
tortions, but only about 0.7 or less for more complex cases. Among the best
measures, there were the LAR, cepstral, and log-spectral distances – all of
them describing spectral changes.

This basis was kept by more recent approaches, but refined in the sense of
the corresponding human-ear processing: The first step is a spectral analysis
indeed, but along a warped frequency axis. The spectral components are then
evaluated, but only after a non-linear transformation to loudness, possibly
including masking effects in time and frequency directions. Beyond, highly
non-linear cognitive effects take place, like asymmetric reactions to added
vs. subtracted components or threshold behaviors towards dominant or mi-
nor influences. These ideas have produced a group of quality measures with
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close relationships and internal differences. Always, short-time comparisons
are carried out first, and the results are averaged at the end. While an early
proposal [82] used a signal-to-distortion comparison, i.e, a type b-β procedure
again (see Fig. 9.8), the more successful versions all rely on the type a-β .

9.7.3.2 Critical Bands and Bark Scale

By Θ, the so-called Bark-frequency scale is denoted; it describes the non-
linearly growing bandwidth and center frequencies of the inner-ear critical-
bands filter bank (see Fig. 9.9) by the approximation formula [95]

Θ

Bark
.= 13 · arctan

(
0.76 · f

kHz

)
+ 3.5 · arctan

((
f

7.5 kHz

)2
)

. (9.34)

The bandwidth growth reflected in Fig. 9.9 means that the basilar membrane
of our ear realizes a 1/3-octave filter bank, approximately.
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Fig. 9.9. Non-linear mapping of the frequency f to the inner-ear Bark-scale critical-
band index θ, as described by Zwicker [95] and in the BSD measure of Gersho [93].

9.7.3.3 Loudness Transformation

As a specific loudness N ′(Θ), the non-linearly mapped excitation E within a
critical band Θ is calculated [95]. The mentioned mapping acts as a compres-
sion by, roughly, a fourth-root law:

N ′(Θ) ∼ E0.23. (9.35)
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The specific loudness is given in sone/Bark. Eq. 9.35 is valid for large values
of the excitation. For smaller ones, a more complicated expression is found in
the literature:

N ′(Θ) = c ·
(
(α + β · E)0.23 − 1

) sone
Bark

. (9.36)

The total loudness N , given in sone, is found by integration over N ′(Θ):

N

sone
=

Θmax∫
Θ=0

N ′(Θ) · dΘ. (9.37)

As observed in Sec. 9.6.2.1, the total loudness N grows by a factor of two
if the loudness level LN increases by 10 dB. This corresponds to a relation
between the total sound energy Etot and the total loudness according to

N

sone
∼ E0.3

tot , (9.38)

i.e., a replacement of the exponent 0.23 in Eq. 9.35 by 0.3 or a step from the
fourth to the third root.

9.7.3.4 Bark-Spectral Distance (BSD)

A first well-known procedure following the above path was published in 1991
already by the speech-processing group of A. Gersho in [93], reporting a suc-
cess figure of 85 % and 98 % correlation between real and estimated MOS val-
ues, for mixed and male-only voices, respectively. It was the basis of a thorough
investigation [26]. The claimed performance could not quite be reproduced;
still, the underlying principles were reckoned so reasonable that they were
used as a prototype for several newly developed variants (see Secs. 9.7.3.7 and
9.7.3.8). These principles are also the foundation of other, well-known systems
developed in the same period of time (see Secs. 9.7.3.5 and 9.7.3.6).

The BSD measurement begins with a pre-processing by a simple first-order
filter, taking care of the frequency-dependent sensitivity of the ear, also due to
the outer and middle-ear transfer functions and visible in Fig. 9.5. A DFT of
speech frames with TF = 10 ms creates a spectral representation. The energies
in M = 15 non-uniform bands are computed; the band separation obeys the
expression

Θ

Bark
= 6 · asinh

(
1.67 · f

kHz

)
, (9.39)

which approximates Eq. 9.34 more or less well, according to Fig. 9.9. The
energies are expressed by equivalent loudness levels LN and then mapped to
specific loudnesses by a law
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N

sone
=

⎧⎨⎩
(

LN

40 phon

)2.642

, LN ≤ 40 phon,

2((LN /phon)−40), LN > 40 phon,

(9.40)

whose graphical representation in Fig. 9.10 also perfectly matches Eq. 9.38.
The squared differences between the specific loudnesses of the signals x(n)
and y(n) are averaged over the Θ and time axes, yielding the value

BSD =
1

Nseg
·

Nseg∑
i=1

M∑
µ=1

[
N ′

y(Θµ, i) − N ′
x(Θµ, i)

]2
. (9.41)
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Fig. 9.10. Transformation from loudness level to loudness.

A second-order parabola with optimized coefficients is finally applied to
estimate a MOS’ value from this perceptually motivated signal distance.

9.7.3.5 Perceptual Evaluation of Speech Quality (PESQ)

The most widely accepted measure [4, 80, 81] has been standardized inter-
nationally [51]. It emerged from, essentially, a procedure which was devel-
oped in the research laboratories of the Royal PTT, The Netherlands, and
named PSQM (Perceptual Speech-Quality Measure, [3]), plus amendments
contributed by the British-Telecom developers of PAMS (Perceptual Analysis
Measurement System, [79]).

The PSQM calculations follow similar steps as those of the BSD: Outer
and middle-ear transfer functions are taken into account, a DFT spectrum is
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computed (via a fast, i.e., FFT algorithm), spectral power distributions are
determined along a Bark scale, and loudnesses are calculated and compared
for x(n) and y(n). Differences between PSQM and BSD concern the following
points: In PSQM,

• also IRS filtering is included,
• the usually unavoidable background disturbance during a telephone use is

modeled by adding “Hoth noise”, a lowpass-type room-noise model [32],
• longer segments with TF = 32 ms (i.e., 256 samples) are used with Hann

windowing and an overlap of 50 %,
• the loudness mapping follows Eq. 9.36 but with a heuristically modified

exponent of 0.001 (instead of 0.23),
• the total loudnesses of x(n) and y(n) are adaptively equalized within limits,
• an asymmetric weighting within the loudness-difference averaging empha-

sizes positive errors more than negative ones, since the former are assumed
to be more annoying, and

• another unequal weighting is applied to speech-activity and pause seg-
ments.

A non-linear mapping of the resulting weighted-mean loudness distance finally
yields an estimate MOS’.
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Fig. 9.11. Gross block diagram of PESQ.

In PESQ, the main structure remains (see Fig. 9.11). The equalizations are
refined considerably, however, and especially a careful, recursive time align-
ment with plausibility checks is implemented. The warped frequency axis is
modified and non-equally sampled in M = 42 points. The loudness transfor-
mation returns to Eq. 9.36 with an exponent 0.23, except for the first four
subbands, were it is enlarged. Masking of very small, partial masking of small
loudness differences is introduced. The asymmetry considerations contained
already in PSQM are further refined in a separate averaging of unweighted and
asymmetry-weighted distances (partially with, interestingly, an Lp norm using
p = 6, see Sec. 9.7.2.2). A linear superposition of these separately determined
distance measures yields the final estimate MOS’.
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9.7.3.6 Telecommunication Objective Speech-Quality Assessment
(TOSQA)

The original TOSQA procedure was first developed in the research labora-
tories of German Telekom as depicted in Fig. 9.12 [7]. The close relations
to PESQ in Fig. 9.11 as well as to the principles of BSD in Sec. 9.7.3.4 are
obvious.
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Fig. 9.12. Gross block diagram of TOSQA.

Again, equalizations are carried out for both delays (simpler than in
PESQ) and amplitude changes (by a weighting factor); IRS filtering and
telephone-band limitations take place, though now in the frequency domain,
which again is reached via a DFT/FFT; Hann-windowed speech segments
are used, but with a shorter frame length (TF = 16 ms/128 samples). Loud-
nesses are found after critical-band energy aggregation; the transformation
uses Eq. 9.36 but with factors α and β different from those in PESQ and [95].

A very particular feature of TOSQA is a dynamical variation of the critical-
band widths in the energy summations: The edges are adaptively steered
by observed frequency shifts, especially of formants, in the output-signal’s
spectral envelope. These shifts are assumed to be speaker, but not speech-
quality relevant, and they are therefore equalized.

After asymmetric weighting of added/subtracted loudness errors (here by
an adaptive factor η), instead of a distance, a Bark-spectral approximation
(BSA) term is computed via cross-correlation of the loudnesses N ′′

x and N ′
y,

and a non-linear mapping finally estimates a value MOS’.
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A commercially available version of TOSQA contains later enhancements:
The voice-activity decision and the delay equalization are refined and adapted.
Room-background noise is also inserted, although as a white signal. Packet
loss, non-linearity, or noise components are separately detected and taken
into account [38, 39]. Beyond, it contains an extension to wideband-speech
assessment; for aspects of speech quality at higher bandwidth, the reader is
referred to [30].

9.7.3.7 Speech-Quality Evaluation Tool (SQET)

The thorough study mentioned above [26] was carried out in the DSP group
of Kiel University. Here, numerous variants of the BSD approach were system-
atically developed and analyzed. A final, optimized version follows the same
principles as PESQ and TOSQA (see Fig. 9.13). The spectral information
is, however, gained with an allpass-transformed DFT/FFT-based polyphase
filterbank with 18 non-uniform channels, whose frequency responses closely
approximate the critical-band structure according to Eq. 9.34. Also frequency
and time-domain masking are included.
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Fig. 9.13. Gross block diagram of SQET (by courtesy of M. Hauenstein).
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9.7.3.8 Hair-Cell Model

Within the same study, the model of the human perception process was ex-
tended one step further: The spectral information is now the output of a
“gamma-tone filterbank” [27]. This is a model of the biologically measured
inner-ear spectral analysis system of a cat (see Fig. 9.14). After all the above
steps, finally, nerve-fiber impulses are generated as a model of the hair-cell
reaction on Corti’s organ [31, 66]. The comparison between x(n) and y(n) is
then based on the respective nervous activities (see Fig. 9.15).
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Fig. 9.14. Gammatone filterbank with 17 channels within the telephone bandwidth.

9.7.3.9 Performance and Comments

Beside the above discussed four BSD variants, several other proposals have
been published and analyzed in depth [23–25,64].

Some of them prefer a quite detailed psychoacoustic model; others pre-
fer a sophisticated “cognitive” part. Their performances are quite similar, as
depicted in Fig. 9.16: Ideally, estimates MOS’ and true MOS values should
be identical, i.e., they should all be on the diagonal of a MOS’/MOS plane.
In reality, they vary along that line, with different variances and correlations
between estimates and auditory results. All figures and all correlation factors,
here ρ = 0.92 ... 0.97, indicate the usability of an instrumental prediction; care
must, however, be taken in an evaluation: In [51], the applicability of PESQ to
certain classes of systems or distorting conditions is carefully defined. Beyond,
all measures have a common difficulty, named “ranking problem” in [29]: Two
different systems transmitting speech under varying conditions (as to back-
ground noise, bandwidth, frame losses, etc.) may be graded subjectively with
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Fig. 9.15. SQET variant with a hair-cell model after a gammatone filterbank.

(almost) the same MOS, while the estimates cover a range ∆MOS′ ≈ 1.0.
Vice-versa, in other cases, the “true” MOS may vary over ∆MOS ≈ 1.0, while
the estimates are (almost) identical.

Anyhow, as said in Sec. 9.3.2, diagnostic abilities of a quality assessment
would be desirable. They are not provided by any integral-quality measure.

9.8 Instrumental Attribute-Based Quality Measurements

9.8.1 Basic Ideas

The application of attributes has been discussed in the context of auditory
evaluation in Sec. 9.6. Now, logically, instrumental estimations of attributes
are of interest. A decomposition of a quality assessment into a number of
attribute assessments is advantageous: It gives diagnostic insight into system
strengths and weaknesses, it models the idea closely that a human listener
first has separate impressions during a perception time, and it allows, as in a



Telephone-Speech Quality 321

1 1.5 2 2.5 3 3.5 4

1

1.5

2

2.5

3

3.5

4 01

02

03

04

05

06

07

0809

10

11
12

13
14

15

1617

1819

20

21
22

23

24

2526
27

28

293031

32
33

34

35
36

37

38

39

40

41
4243

geschaetzter MOS

Test nach [ITU8kb.Exp1]

ρ = 0.97 σ = 0.16

PESQ
M

O
S

(a) PESQ

1 1.5 2 2.5 3 3.5 4

1

1.5

2

2.5

3

3.5

4 01

02

03

04

05

06

07

0809

10

11
12

13
14

15

16 17

1819

20

21
22

23

24

2526
27

28

293031

32
33

34

35
36

37

38

39

40

41
4243

TOSQA−A7

geschaetzter MOS

Test nach [ITU8kb.Exp1]

ρ = 0.96 σ = 0.20

M
O

S
(b) TOSQA

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

c01

c02

c03

c04

c05

c06

c07

c08
c09

c10

c11c12
c13

c14

c15

c16c17

c18c19

c20

c21
c22

c23

c24

c25
c26c27

c28

c29c30

c31

c32c33

c34

c35
c36

M00

M05

M10

M15

M20

M25
M30

M50

SQET

M
O

S
→

MOS’ →

ρ=0.97
σ=0.20

(c) SQET

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

c01

c02

c03

c04

c05

c06

c07

c08
c09

c10

c11c12
c13

c14

c15

c16c17

c18c19

c20

c21
c22

c23

c24

c25
c26c27

c28

c29c30

c31

c32c33

c34

c35
c36

M00

M05

M10

M15

M20

M25
M30

M50

Haircell Model

M
O

S
→

MOS’ →

ρ=0.94
σ=0.26

(d) Haircell-model based measure

Fig. 9.16. Predicted vs. true MOS values for a set of codecs under various conditions
with a) PESQ, b) TOSQA, c) SQET, d) a haircell-model based measure.

human brain, to construct an integral judgment from such separate, hopefully
even orthogonal-scale grades. Possible formalisms were discussed in Sec. 9.6.4.
Now,

• instrumental attribute estimation is the aim, from which, finally, with sim-
ilar formulas, a total-quality may be predicted. All measurements should
be built such that as few parameters as possible appear, in order to allow a
parameter optimization from an always limited set of stimuli and auditory
evaluations. For a validation of the measures and the parameter meanings,
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• idealized model systems should be developed, which, with suitably chosen
parameter settings, would
– create the “same” perception (within error bounds),
– yield the “same” parameter values again in an instrumental measure-

ment (within error bounds).

In the following, corresponding techniques are presented, partially well
known for the classical attributes of Sec. 9.6.4, partially developed newly for
the more recent three dimensions presented in Sec. 9.6.3.

9.8.2 Loudness

In Sec. 9.6.2.1, the loudness of a sound was defined via its comparison with
a 1 kHz tone. For a technical measurement, standardized methods exist [36].
Especially for a signal like speech which is only short-time stationary within
some 10 ... 20 ms, the basis is the determination of the time-frequency behav-
ior. Frames of length TF = 10 ... 20 ms undergo a spectral analysis, e.g., a
(windowed) DFT. The steps toward a hearing-oriented representation include
a frequency warping according to Eq. 9.34, the aggregation of energies in crit-
ical bands, the computation of the excitation pattern based on the absolute
hearing threshold and smearing/masking along the Basilar membrane, the
specific-loudness transformation of Eq. 9.36, and the total-loudness integra-
tion of Eq. 9.37. Beyond, time- (post-) masking has to be taken into account,
with, due to the short stationarity times, a relatively fast but not negligible
decay. The procedure is sketched in Fig. 9.17 in a simplified form; for details,
the reader is referred to [10,13].
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Time
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spectral
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Fig. 9.17. Dynamic loudness evaluation (after [13]).

In the context of a quality assessment, the loudnesses of the two signals
x(n) and y(n) in Fig. 9.1 have to be compared, or that of y(n) with a reference
loudness. This leads to the concept of loudness rating [70]: The difference be-
tween the loudness of a reference system (including the IRS filters of Fig. 9.2)
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and that of a system under investigation is calculated; it describes the loss
of loudness due to the processing system and indeed describes an influence
on the perceived quality: As said before, too low or too high a loudness will
be annoying for a user, leading to a negative judgment. There is, however,
no direct diagnosis contained: The loss is given by just one numerical value,
hiding the reasons for an increased or decreased loudness integral, namely,
possible frequency-depending attenuations or amplifications as well as possi-
bly compensating non-linear or additive disturbances. For this reason, also
no idealized model system can be given here: The separate effects hidden in
loudness, i.e., perceptive sub-dimensions, are needed first and may then be
modeled.

9.8.3 Sharpness

Like loudness, also sharpness was explained, in Sec. 9.6.2.2, by a comparison
of a sound with a 1 kHz-centered signal. The technical measurement, too,
is closely related to that of loudness [2, 95]: Sharpness is measured from a
loudness integral as in Eq. 9.37, but with a growing weight g(Θ) for higher
frequencies:

S
.= c ·

Θmax∫
Θ=0

N ′(Θ) · g(Θ) · Θ · dΘ

Θmax∫
Θ=0

N ′(Θ) · dΘ

(9.42)

Variants are known from literature for the weighting function g(Θ).
Sharpness describes a possible emphasis of higher frequencies within a mea-

sured loudness. This is indeed a diagnostic result, saying that an unpleasant
impression may stem from an unnaturally strong upper part of the spectrum.
This can be especially used in a comparison between values measured for
the signals x(n) and y(n) in Fig. 9.1. It remains, however, unclear, whether
the annoying components emerged from a partly differentiating, i.e., growing
frequency-response or from artificially created components. Again, no directly
applicable model is therefore given.

9.8.4 Roughness

In Sec. 9.6.2.3, a signal’s roughness R was attributed to fast signal-amplitude
variations. In [95], R ∼ ∆L · fmod is shown to hold, with ∆L describing the
modulation depth after taking time-masking into account, and fmod being the
modulation frequency. For an instrumental analysis, modulation detection and
estimation are therefore needed.

Amplitude variations can be measured by averaging a suitable number of
short-time signal energies within suitable-length frames – or within funda-
mental periods of voiced-speech sections. The latter, with a normalization, is
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termed “shimmer” and used, in the context of voice analyses, for a rough-
ness description. If the necessary “pitch detection” is available, detecting the
usually slowly time-varying fundamental period T0(t), also faster variations
of T0(t) can be quantified. A normalized average measure is termed “jitter”;
it describes frequency rather than amplitude modulations, but it also con-
tributes to a voice’s roughness. The estimation can be further augmented by
exploiting the cross-correlation of succeeding pitch periods [68,69].

For an analysis of the perceived speech-signal roughness R as a diagnostic
attribute for a transmitting or processing system, the above approaches seem
to be quite appropriate, too. Also, an idealized-model system creating rough-
ness of the same degree R can be imagined easily by means of amplitude and
frequency-modulation algorithms, given the shimmer and jitter values – plus
estimated modulation frequencies.

In the attribute analysis discussed further in the following, roughness has
not been included. It should, however, deserve deeper consideration: Some-
what “hoarse” codecs, for instance, are quite well-known in the speech-coding
community, and fast amplitude fluctuations happen in some adaptive noise-
reduction systems. So, a roughness detector would indeed be valuable.

9.8.5 Directness/Frequency Content (DFC)

Plausibly, a good system passes much of the input spectrum to the output
without change. A real system’s ability to do this is described by its average
frequency response. The left part of Fig. 9.18 displays a corresponding mea-
surement result, as an attenuation given in dB over the Bark-frequency scale
Θ (see Eq. 9.34), with several quite typical effects to be observed:

• There is a band limitation, to be expressed by a bandwidth BW .
• The band has a certain position on the Θ-axis, to be described by the band

edges or, together with some shape parameters, by the center of gravity

ΘG =

Θ2∫
Θ1

G(Θ) · Θ · dΘ

Θ2∫
Θ1

G(Θ) · dΘ

. (9.43)

By Θ1,2, the band edges are described within which the Bark-scale-
transformed magnitude frequency response G(Θ) is above a certain thresh-
old.

• The passband shows a certain average tilt, with an angle β.
• The passband behavior is not smooth; beyond the tilt, there are oscilla-

tions, to be characterized by their rate γR and their depth γD, under the
simplifying assumption of a cosine-type “ripple”.

This may be insufficient in some cases. In the left part of Fig. 9.18, e.g.,
there is no unique tilt; in fact, two tilts add to a “hat”-shape. A better descrip-
tion is possible, but requires at least another parameter. Still, a “dominant”
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Fig. 9.18. Measured (left) and modelled (right) average frequency response of an
example system.

angle can be found from averaging. Also, the other features can be calculated
from the measured curve. Especially, BW can be expressed by an equivalent
rectangular bandwidth

ERB =

Θ2∫
Θ1

G(Θ) · dΘ

max
Θ∈[Θ1, Θ2]

{
G(Θ)

} . (9.44)

With these parameters, the basis is also found for a model system, realized by,
e.g., a non-recursive digital filter such that ERB,ΘG, β, γR, and γD appear in
a stylized, i.e., idealized manner (see right part of Fig. 9.18). The necessary
signal-based measurements follow classical methods [84], based on (cross-)
periodogram computations. The derivation of the parameters and the model
is found in [34,83].

In [83], it was shown that width and position of the averaged passband of
the system alone are able to quite well predict DFC-LOT results by a simple
linear formula:

DFC ′ = −20.5865 + 0.2466
ERB

Bark
+ 1.873

ΘG

Bark
. (9.45)

The correlation between DFC’ and subjective DFC values is ρ ≈ 0.96. Al-
though this seems to say that the estimation 9.45 suffices, it is admitted
in [83] that further parameters have to be included, the high correlation being
due to the too small number of systems in the test. Also some psychoacoustic
considerations confirm this necessity:

• ERB and ΘG may be able to model “correct frequency content” as parts
of “fullness” and “brightness”. Still, an average-slope parameter β inside
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the passband, i.e., a pre- or de-emphasis behavior, should be explicitly
introduced, since, above some limit, it has certainly less to do with the
above attributes than with, e.g., sharpness (see Sec. 9.8.3).

• “Directness” needs quantities reflecting “distance effects” – but not only
loudness reductions, but especially also echoes, reflected by a comb-filter
behavior, i.e., a “rippled” frequency response; so, the “ripple rate” γR and
a “ripple depth” γD should take care of this, at least partly.

9.8.6 Continuity

Signal discontinuities have a strong impact on the perceived quality: Clipping
of speech onsets (e.g. by a misadjusted voice-activity driven switch) or gaps
inside the signal flow (due to lost data blocks, in a frame or packet-based
transmission) create the feeling of a randomly “loose connection”, even causing
intelligibility problems – and heavy dissatisfaction anyhow.

For such “drop-outs” of longer signal sequences, techniques can be used
which were developed for online monitoring of services by so-called “in-service
non-intrusive measurement devices” (INMD) [46,47].

Lost frames in a block-coding system, with a duration of TF ≈ 10 ... 20 msec,
may be technically “hidden”; the simplest such “concealment” is a repetition of
the last completely received frame. Then, obviously, the signal samples at frame
distance must be identical or, with unknown frame boundaries, at least highly
correlated. This can be exploited for detection. Erroneous alarms may happen
if the signal itself contains a periodicity of a similar duration; this happens if the
fundamental (“pitch”) frequency f0 fulfills the condition f0 = λ · 1/TF, λ ∈ Z.
False alarms can the be avoided by a pitch detection and a check of the above
condition [62, 63]. Similarly, other simple packet-loss concealments may be
detected.

Unconcealed losses of data blocks create simply a longer zero sequence in
the signal. This can be found from an observation of an “energy gradient”
∆E(i) [62]. It is defined as the change of the energy between two succeeding
blocks indexed by (i-1) and i:

∆E(i) .=
E(i)

E(i − 1)
− 1. (9.46)

The block energies are calculated from the squared signal samples after appro-
priate band limitation to the telephone band or, due to Parseval’s theorem,
by summation/integration over squared spectral values within this band. Oc-
currence of E(i) = 0 indicates a lost block. Then, ∆E(i) = −1.0 appears.
If the following block is transmitted again, E(i − 1) = 0 and E(i) > 0 lead
to a devision by zero; a limitation to Emax = +1 is useful. Then, a sequence
∆E(i) = −1 followed by ∆E(i+1) = +1 indicates a single block loss. If more
losses happen in a sequel, E(i) = E(i + 1) = 0 are found, where ∆E(i) is
set to zero. The first value ∆E(i) = +1 thereafter will indicate the recovered
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transmission. Fig. 9.19 shows an example of a signal with several single frame
losses visible both in the corresponding spectrogram and in the sequence of
energy gradients. The detection potential was also evaluated in [62], and a
reliability of 95 % correctly identified losses was stated. A further refinement
is proposed for cases where lost frames are first replaced by the last correct
one, but then a slow muting takes place if no recovery is detected, and zero
sequences appear thereafter.
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Fig. 9.19. Spectrogram and corresponding energy-gradient sequence for a signal
with single frame losses without concealment.

More carefully concealed losses are less easily identified [62], but also less
important: The quality loss will be correspondingly smaller.

For a quality-impact estimation, loss parameters have to be derived now
from the detection results. They should consist of a loss-probability estimate,
first, and, if detectable, an indication of a (simple) concealment. Beyond, the
loss type must be characterized: Erasures may occur as independent, single
random events as well as in longer “bursts” of drop-outs, with a certain burst-
length probability to be estimated. Beyond, these descriptors may be constant
or time-varying during a connection. Once suitable parameters are found,
an idealized model for this type of disturbance can be realized, dropping or
possibly replacing blocks with appropriate probabilities.

Other short-time effects include pulse-like disturbances, e.g., due to bit er-
rors, which are instantaneous and therefore occupy the whole frequency band.
Short-time blocks of narrowband distortions may also appear, like the so-called
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“musical noise” created by simple noise-reduction techniques. Fig. 9.20 depicts
a spectrogram of a corresponding case. The typical small, rectangular spots
indicate the insertion of artificial narrowband, “almost tonal” sounds. These
spots may be found obviously by a technical observation of the spectrogram.
The so-called “relative approach” of [17] is a good candidate. It finds “unex-
pected” short-time components by a comparison with an averaged Bark-scale
and loudness-transformed spectrogram, the latter describing the “expected”
behavior. This method was also applied to packet-loss concealment in [56]; it
could therefore be devised for a combined lost-data and tonal-noise detection.
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Fig. 9.20. Spectrogram of a speech signal with additive white noise before a) and
after application of a simple de-noising technique b) showing “musical-noise” arti-
facts [19].

A proposal due to [18] for post-processing of spectral-subtraction results
is also of interest. It aims at a removal of the tonal residual by monitoring
the variation of the values along a set of straight lines with different angles
in a time-frequency plane. In pure-noise or unvoiced-speech regions, all vari-
ances will be relatively low; in regions of voiced speech, a small variance will
occur at least in one of the directions, namely, along the pitch contour; in
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musical-noise regions, however, relatively large variances will be found in all
directions. In our context, this can be exploited for the desired detection and
characterization of short-time narrow-band signal insertions.

An idealized model creating data loss with a prescribed character is con-
ceptually simple, and the same may hold for insertion of impulse disturbances.
The generation of musical-noise-type effects is, however, not simple at all, since
they may vary considerably in reality, concerning the shape of the spectrogram
spots, i.e., their time and frequency structure.

Discontinuity is a dominant quality factor, as seen in Sec. 9.6.4. The def-
inition of a continuity measure C, however, remains difficult, even if it is as-
sumed that all single “discontinuous” effects can be reliably found, described,
and modeled. The above discussion shows that quite different influences are
“somehow summarized” up to now. An estimator C ′ for a true continuity C
may therefore not be derived until C becomes clear. Especially, possible sub-
dimensions may be searched for, and their relations to the perceived quality.
As to the drop-out part, hints may be found from the thorough investigations
of quality vs. loss statistics in [78]. Especially the use of impairment terms
as intermediate quantities, as applied there, could be also transferred to the
other short-time effects.

9.8.7 Noisiness

While, once more, this attribute seems to be intuitively clear at a first glance,
it turns out to be quite complex. This may be explained by a simple example:
The German language has two translations for noise, namely, “Rauschen” and
“Geräusch”. The first term is what in electrical and information engineering
is usually linked to noise, namely, a more or less wideband, random signal,
though with possibly various spectral shapes. The second term may be just any
acoustical signal – that of a motor with perhaps a few harmonic components
only, that of screeching car brakes, or that of a group of background speakers
(“babble”).

Also from inspection of the examples included in the MDS and SD analysis
addressed in Secs. 9.6.3.1 and 9.6.3.2, it becomes clear that systems with
considerable “noisiness” values on the negative part of the related scale do not
simply suffer from additive white noise. Colored background noise, broadband
decoding and output-terminal noise, and “signal-correlated” noise appear as
well as a noise-like hoarseness. A systematic investigation is reported in [60].
In the telephone-transmission case dealt with, it is known that background
noise must have passed both the send and receive handset filters (see Fig. 9.2).
The system noise is filtered much less heavily by the receiver only, where the
signal-correlated part is limited to fc = 4 kHz according to Eq. 9.6.

A possible approach is then to determine background noise NBG inside the
telephone band up to ∼ 3.4 kHz during speech pauses, evaluate the band be-
tween 3.4 kHz and 4 kHz in speech periods for correlated noise Ncorr, and check
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for higher-frequency system noise NHF above 4 kHz. Interestingly, “hoarse-
ness” was interpreted as “very short interruptions” SI, not influencing “conti-
nuity”, but still measurable by a suitably modified energy-gradient observation
(see Eq. 9.46 in Sec. 9.8.6). A measurement of higher-frequency parts requires,
of course, that the signal between the actual transmission/processing and the
acoustical output. i.e., y(n) before becoming y0(t) in Fig. 9.1, is up-sampled
to a rate fs > 8 kHz. From the measured powers within the above bands
plus the term SI, a linear superposition can be made up [60] to predict the
noisiness NS by an estimate NS′. This estimation is found to be well cor-
related with auditory noisiness ratings and also orthogonal with respect to
other dimensions (see Tab. 9.7). However, this is still a field of investigation.

The corresponding idealized distortion system is defined easily, on the
other hand, inserting correspondingly filtered noise types and “short inter-
ruptions” – which, by their explanation, point to a link with “roughness” (see
Sec. 9.8.4).

Table 9.7. Correlations between auditory dimension evaluations and the linear
formula for noisiness [60].

Dimension ρ

Noisiness 0.9109

Directness/frequency content 0.0362

Continuity −0.1213

9.8.7.1 Total-Quality Calculation

As said in Secs. 9.3.2 and 9.6.4, an integral-quality prediction can be con-
structed from the single attribute predictions. If sufficiently verified estima-
tions C ′ for the continuity C, DFC ′ for the directness/frequency content
DFC, and NS′ for the noisiness NS are given, it is an obvious step to go to
the MDS and SD analysis in Sec. 9.6.4: The auditively identified three fac-
tors F1 = DFC, F2 = C, and F3 = NS are able to describe the difference
between the systems and conditions and, thereby, their perceived qualities,
in the simplest approach via a linear combination as given in Eq. 9.14 [92].
For a MOS’ estimation, all dimensions in Eq. 9.14 have to be replaced by
their estimates; the numerical values given for the necessary weighting co-
efficients are, however, preliminary. Also the linear combination as such is,
of course, questionable. There have been non-linear approaches with similar
success (see Sec. 9.6.4). An alternative may be an intermediate step to im-
pairments as used in the E-Model (see Sec. 9.4), since they are indeed devised
to really add linearly.
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9.8.8 Combined Direct and Attribute-Based Total Quality
Determination

For years, the direct integral-quality estimation on the basis of a Bark-spectral
loudness distance by PESQ and similar systems, on one hand, and, on the
other hand, the search for attributes, their instrumental estimation and their
combination into an integral-quality prediction have been dealt with sep-
arately. Now, within ITU-T, since 2005, the enhancement of total-quality
estimators by dimension analysis in parallel is investigated. Hopefully orthog-
onal, “decomposed” perceptual effects are to be addressed, hopefully leading
to improved predictions, but, more important, also delivering a quality diagno-
sis [8]. On the other side, in the present overall-algorithms, some quantities are
measured which are used to emphasize or diminish certain perceptually more
or less important features; also, knowledge about specific effects from certain
systems was exploited to broaden the validity: These algorithms may be used
in a dimension-based analysis to develop alternative attribute descriptors.

9.9 Conclusions, Outlook, and Final Remarks

For telephone-band speech quality, PESQ is claimed to be a “world stan-
dard” [5] for an instrumental quality measurement, predicting the MOS re-
sults of well-defined ACR-LOTs reliably under numerous, carefully explained
conditions [51]. In the same context, however, amendments are stated to
be desirable, reducing the sensitivity of PESQ, TOSQA, SQET, and simi-
lar techniques towards unknown types of distorting systems. The way via
decomposed, generic attributes first and a derivation of an overall quality
estimation thereafter is natural and helpful, and it adds diagnostic insight.
A cross-exploitation of internal features from both approaches is promising.
Modeling both attribute-specific disturbance generation and total-quality per-
ception needs more integration of psychoacoustical and system-theoretical
knowledge to be taken into account. The present investigations of dimen-
sionality as such and “named” attributes or especially (perhaps: numerous)
sub-dimensions requires a rigid continuation, with a really large variety of
stimuli included. This is not only a question of sufficiently many speech data,
but a problem of voluminous auditory tests as a basis.

In such continued research efforts, some topics should be covered which
were not even touched in this chapter:

One point concerns the test signals used in the instrumental measure-
ments. Short speech samples, like those of auditory tests, seem to be a natural
choice. But they have drawbacks, in terms of speaker peculiarities or repro-
ducibility of measurement results. In an early investigation of attribute-based
instrumental measures [21, 22], stochastic signals were applied instead, digi-
tally generated such that they have speech-like characteristics concerning, e.g.,
the PDF, the short-time PDS, time-varying harmonic components, etc. The
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above-mentioned approach lead to high correlations with real and estimated
MOS values, though not outside the limited world of the included processing
systems. The reason for this failure is, however, found in the facts that

• a type b - α measure, in terms of Fig. 9.8, was devised, which is the poorest
choice, based on a comparison of averaged signal and error behaviors,

• a frequency-dependent SNR with some additional parameters was adapted
to pre-selected attributes numerically, i.e., without modeling the attribute
interpretation as it is done in the recent techniques discussed above.

The reason is thus not assumed in the use of stochastic speech-model signals,
which deserve to be re-visited. These signals have also advantages in the sense
that, on one hand, really average signals without peculiarities are available,
and, on the other hand, special features may easily be inserted, like special
features of female/male speech or of specific languages.

Another point not discussed here is the fact that all presented measures
aim at a system’s quality as such, that is: A user is asked afterwards about the
quality impression. The dynamic evolvement of the final judgment is out of
scope – but it would be very interesting, since modern transmission systems
(like VoIP or mobile phones) have a time-varying performance. Beyond, re-
search results would help to refine other measures by an inclusion of dynamic
features, as this is partly already included in PESQ. Efforts in this direction,
discussed in [24] or in [78], deserve a continuation.

An apology and an acknowledgment are due, at this point. The former
concerns the fact that this chapter has mainly the work of the author’s team
and of those groups in its focus, who have cooperated with him over years.
Other work has been given credit, but of course, regrettably but necessarily,
in an incomplete way. The work of many cooperating friends, colleagues, and
students, however, who have contributed to the background of this text, is
deeply acknowledged. This concerns especially the team of S. Möller in Berlin
and, above all, the research students in Kiel.
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pädaudiologische Aspekte 1995, 3, Berlin, Germany: R. Gross, 1996 (in German).
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Evaluation of Hands-free Terminals
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Aachen, Germany

The “hands-free problem” describes the high acoustical coupling between the
hands-free loudspeaker and microphone and the resulting acoustical echo for
the subscriber on the far end of this connection. It is basically caused by the
high distance between the technical interface, i.e. hands-free loudspeaker and
microphone, and the human interface, i.e. mouth and ear. The high playback
volume – necessary to provide a sufficient playback level at the users ear – and
the high sensitivity of the microphone – necessary to amplify the users voice
from far distance – leads to a strong coupling – the acoustic echo. Echo can-
cellers instead of level switching devices are standard today. Moreover, noise
reduction and other algorithms further improve the speech quality in noisy
environment. On the other hand the use of mobile hands-free telephones in
a wide and important application field, i.e. in vehicles, was further enforced
by legislation. Hands-free telephones are standard in the automotive indus-
try – at least in middle and upper class vehicles. As a consequence the test
procedures and results described in this section mainly focus on the test of
hands-free terminals installed in vehicles.

10.1 Introduction

This chapter gives an overview about current evaluation procedures for hands-
free terminals, both subjective and objective methods. Sec. 10.2 outlines the
principles that need to be considered when testing quality aspects of hands-
free terminals. The relevant speech quality parameters are briefly introduced.
Sec. 10.3 describes subjective test methods as they have been developed dur-
ing the last years – from well-known listening-only tests to specific double talk
performance tests. The test environment, test signals and analysis methods
are introduced in Secs. 10.4 and 10.5. Practical examples of measurement re-
sults on different hands-free implementations are used to show the significance
of objective laboratory tests. This directly leads to another important aspect,
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the appropriate summary and representation of the multitude of results, nec-
essary for an in-depth analysis of hands-free implementations. A graphical
representation – best described as a “quality pie” – bridges the gap between
the complexity and multitude of tests on one side and the need for a quick
and comprehensive summary on the other side. It is introduced and discussed
in Sec. 10.6. The last section ends up with a discussion of ideas and related
aspects in speech communication over hands-free phones and quality testing.

This chapter and especially the practical examples focus on mobile hands-
free implementations – simply due to three facts:

• They are standard in the automotive industry today and probably the
most rapidly growing hands-free market over the last and coming years.

• Furthermore, the ambient conditions in a driving car, like vehicle noise as
one of the crucial parameters for echo cancellation algorithms in identifying
the impulse responses, are very critical.

• Last but not least the costs of these systems increase the user’s expectation
on quality – but do not always satisfy it.

10.2 Quality Assessment of Hands-free Terminals

Hands-free implementations with their typical components like microphone
arrays, echo cancellation, noise reduction and speech coders are highly non
linear, time variant, speech controlled devices. The development of both sub-
jective and objective quality assessment methods requires a deep understand-
ing of the complexity of each signal processing component and especially the
interaction between them. A principal block diagram can be found in Fig. 10.1.

The sending direction (uplink transmission path) typically comprises the
microphone or microphone array with its associated algorithms for beamform-
ing. In addition, acoustic echo cancellers (AEC) combined with additional post
processing – often also designated as echo suppression or non linear processor –
or automatic gain control (AGC) provide the main functionality for reducing
the acoustically coupled echo. The block diagram in Fig. 10.1 represents a
general example.

In principal different combinations of beamforming and AEC can be real-
ized (“AEC first”, “beamforming first”, see [39]). Hands-free algorithms and
microphone solutions are typically not provided by the same manufacturer,
microphone solutions might even change between a single microphone solution
and an array during the life cycle of a vehicle type. Consequently there is a
high demand for flexible implementations.

Noise reduction algorithms shall further improve the near end signal by
algorithmically reducing the added noise from the near end speech signal.
Speech coders then provide the signal conditioning for RF transmission.1

1 RF abbreviates radio frequency.
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Fig. 10.1. Block diagram of a hands-free implementation with typical components
like microphone arrays, echo cancellation, noise reduction and speech coders.

The receive direction (downlink transmission path) typically consists of the
speech decoder, potential AGC, e. g. to adapt the volume automatically to the
speed and background noise level in the driving car, the playback system and
the loudspeakers itself.

The listening speech quality in receiving direction can typically be assessed
by subjective listening tests (see Sec. 10.3.5). Objective methods typically re-
produce the same situation, the analysis of recorded test signals or real speech
at the driver’s position using artificial head recording systems on the drivers’
seat [25, 48]. The quality is influenced by the loudness of the transmitted
speech, the frequency content, the signal to noise ratio in the driving car,
the intelligibility and the absence of additional non linear disturbances. The
built-in loudspeakers are typically used for playback. In contrary to the sound
system used for CD or radio playback, only the front speakers – installed in
the door in the driver’s and co-driver’s footwell – sometimes combined with
center speakers are used.

In a similar way the speech quality in sending direction can also be assessed
subjectively by listening tests. This transmission path is especially important
because all relevant signal processing like microphone characteristics, potential
beamforming algorithms and noise reduction are implemented in sending di-
rection. This transmission path is extremely critical in terms of signal to noise
ratio caused by the high distance between microphone and driver’s mouth. In
a technical sense the relevant parameters are the microphone position, the mi-
crophone frequency response, the signal to noise ratio, the frequency content
of speech and noise, the intelligibility, artifacts like musical tones or other non
linear distortions. Objective measures are therefore again based on analyses
of transmitted speech or test signals in sending direction with and without
background noise.
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The two transmission paths can not be regarded as independent from each
other. It is obvious that hands-free implementations do not only influence the
one-way transmission quality. A comprehensive quality assessment either sub-
jectively or objectively therefore needs to consider all conversational aspects
including echo performance, double talk capability – both subscribers act at
the same time – and the quality of background noise transmission.

The echo performance is typically assessed by so-called “talking and listen-
ing tests” (see Sec. 10.3.4). Test persons assess the echo while they are using a
common telephone handset providing standard characteristics at the far end.
It is also possible to judge the echo disturbance in listening tests if the self
masking effect is considered. Up to a certain extent, this can be reproduced
using artificial head technology at the far end [31]. The echo performance is
technically influenced by the echo attenuation expressed in dB values, the de-
lay, echo fluctuations vs. time (temporal echo aspects), the spectral content
of echo and the “intelligibility” or “clearness” of echoes.

The double talk performance requires conversational tests with two par-
ticipating subjects at the same time (see detailed description in Sec. 10.3.3).
However even this conversational situation can – up to a certain extent – be
reproduced by a listening test on simulated conversations using two artifi-
cial head testing systems. The double talk capability is mainly determined by
three parameters:

• Audible level variations and modulations in sending direction typically
introduced by AEC post processing or AGC,

• audible modulation in receiving direction and
• the echo disturbance during double talk.

Last but not least the transmission quality of background noise plays a
very important role for mobile hands-free implementations. These devices are
typically used in driving cars, thus the background noise situation is critical,
the level is rather high. Consequently, this transmission aspect cannot be
disregarded any longer. It is important that the background noise itself is
not only regarded as a disturbing factor. It carries important information for
the conversational partner at the far end side. Consequently, a pleasant and
smooth transmission quality needs to be ensured.

10.3 Subjective Methods for Determining
the Communicational Quality

The main purpose of telecommunication systems is the bi-directional exchange
of information. This has to be considered in the design of terminals and net-
works. In the first step, quality assessment is always subjective – taking into
account the quality as perceived by the user of a communication system includ-
ing all aspects of realistic conversational situations. When assessing hands-free
systems the special conditions where the system is used have to be identified.
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For mobile hands-free terminals typical acouctical environmental condtions
such as telephoning on a street at the airport or other typical situations have
to be considered. For car hands-free systems the acoustical conditions in a
car have to be taken into account. Since all quality parameters are based on
sensations perceived by the subjects using the communication system, the ba-
sis of all objective assessment methods are subjective tests. They have to be
defined carefully in order to reflect the real use situation as closely as possible
and, on the other hand, to provide reproducible and reliable results under
laboratory conditions.

As for other telecommunication systems and services the basic description
of the subjective assessment of speech quality in telecommunication is ITU-T
Recommendation P.800 [29]. The methods described here are intended to be
generally applicable whatever type of degradation factors are present. The
ITU-T Recommendation P.832 [32] is of special importance since it addresses
the special requirements and test scenarios for hands-free systems. ITU-T Rec-
ommendation P.835 [33] is the most relevant recommendation when assessing
the speech quality in the presence of background noise which is of major im-
portance in car hands-free systems. It is especially useful when optimizing the
design and parameterization of noise canceling techniques based on subjective
judgments.

10.3.1 General Setup and Opinion Scales Used for Subjective
Performance Evaluation

Subjective testing requires an exactly defined test setup, a well defined selec-
tion procedure of the test subjects participating in the tests as well as exact
and unambiguous scaling of the scores derived from the subjects participating
in subjective experiments.

The setup of the test depends on the type of test to be conducted. Indepen-
dent of the type of test, as a general rule the test setup should be as realistic
as possible. For car hands-free testing the environment chosen for the tests
should be “car-like” when evaluating parameters relevant for the user in the
car. Other applications require the simulation of their typical use conditions.

Furthermore, the results of a subjective test highly depend on the type of
test subjects participating in the test. According to ITU-T Recommendation
P.832 the following types of test subjects can be identified:

• Untrained subjects

Untrained subjects are accustomed to daily use of a telephone. However,
they are neither experienced in subjective testing nor are they experts in
technical implementations of hands-free terminals. Ideally, they have no
specific knowledge about the device that they will be evaluating.

• Experienced subjects
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Experienced subjects (for the purpose of hands-free terminal evaluation)
are experienced in subjective testing, but do not include individuals who
routinely conduct subjective evaluations. Experienced subjects are able
to describe an auditory event in detail and are able to separate different
events based on specific impairments. They are able to describe their sub-
jective impressions in detail. However, experienced subjects neither have
a background in technical implementations of hands-free terminals nor
do they have detailed knowledge of the influence of particular hands-free
terminal implementations on subjective quality.

• Experts
Experts (for the purpose of hands-free terminal evaluation) are experienced
in subjective testing. Experts are able to describe an auditory event in de-
tail and are able to separate different events based on specific impairments.
They are able to describe their subjective impressions in detail. They have
a background in technical implementations of hands-free implementations
and do have detailed knowledge of the influence of particular hands-free
implementations on subjective quality.

For the identification and general evaluation of parameters influencing the
communicational quality in hands-free terminals typically untrained subjects
are used. Experts and experienced subjects typically are used in order to opti-
mize the performance of a hands-free terminal in a very efficient way. Experts
may be used for all types of tests. Care should be taken in case only experts
are used in a test since they may focus on parameters not of significance for
the average user while missing other parameters average users may find sig-
nificant. Typically the expert’s judgement is validated by untrained subjects
representing the average user group the set is intended to be used for.

Subjective testing requires scales easily understandable by the subjects,
unambiguous and widely accepted. The design and wording of opinion scales,
as seen by subjects in experiments, is very important. Different ways of scaling
and different types of scales may be used. Here those most often used in
telecommunications are described. More information can be found in the ITU-
T P. 800 series Recommendations and [44] and [37].

One of the most frequently used rating is a category rating obtained from
each subject at the end of each subjective experiment (see [29, 30]) which is
typically based on the following question: Your opinion of (the overall quality,
the listening speech quality, etc.) of the connection you have just been using:

1 – excellent
2 – good
3 – fair
4 – poor
5 – bad

The averaged result of a this so-called ACR (absolute category rating) test
is a mean opinion score MOS. If applied in a conversational test, the result
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is MOSc (Mean opinion score, conversational). If the scale is used for speech
quality rating in listening tests, the result is called MOS (mean listening-
quality opinion score).

DCR (degradation category rating) tests are used if degradation oc-
curs in a transmission system. The scale used is given as follows (see [29]):

5 – degradation is inaudible
4 – degradation is audible but not annoying
3 – degradation is slightly annoying
2 – degradation is annoying
1 – degradation is very annoying

The quantity derived from the scores is termed DMOS (degradation mean
opinion score).

Sometimes only small differences in quality need to be evaluated. This is
relevant e.g. for system optimization or when evaluating higher quality sys-
tems. In such experiments a comparison between systems is made and com-
parison rating is used. The scale used in CCR (comparison category rating)
tests is given as follows (see [29]):

The quality of the second system compared to the quality of the first one
is

3 – much better
2 – better
1 – slightly better
0 – about the same

−1 – slightly worse
−2 – worse
−3 – much worse

Especially in conversation tests sometimes a binary response is obtained
from each subject at the end of a conversation, asking about talking or listen-
ing difficulties over the connection used. In such conditions the score is simply
“Yes” or “No”. Further information can be acquired if the experimenter care-
fully tries to identify the type of difficulties experienced by the subject in cases
where the subject indicates difficulties.

More scales are known, additional information about scales and testing
can be found in [28–33].

10.3.2 Conversation Tests

The most realistic test known for communication systems is the conversation
test. Both conversational partners exchange information, both act as talker
and as listener. Ideally, the test is set up in a way that subjects behave very
similar to a real conversation. Therefore the tasks chosen for a conversation
test should be mostly natural with respect to the system evaluated. In car
hands-free evaluations a situation should be chosen where at least one of the
conversational partners is immersed in a (simulated) driving situation. The
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task chosen for the experiment should be easy to perform for each subject
and avoid emotional involvement of the test subjects. Furthermore, the test
should be mostly symmetrical (the contribution of each test subject to the
conversation should be similar) and it should be independent of the individual
personal temperament (the task must stimulate people with low interest in
talking and must reduce the engagement of people who always like to talk).
Examples for tests used in telecommunication are the so-called “Kandinski
tests” (see [31,32]) or the so-called “short conversational tests” (see [32,44]).

The “Kandinsky test” is based on pictures with geometrical figures in-
cluding numbers at different positions in the picture. Each subject has the
same picture in front of him but with the numbers at different positions in
the picture. The subjects are asked to describe to their partner the position of
a set of numbers on a picture. For the subjective evaluation of car hands-free
systems this test could be used only in situations where the simulation of the
driving task is of minor importance and the focus of the test is mainly on the
conversational quality without taking into account additional tasks.

In the so-called “short conversational tests”, the test subjects are given a
task to be conducted at the telephone similar to a daily-life situation. Finding
a specific flight or train connection, ordering a pizza at a pizza service are
examples of typical tasks. These tasks can also be performed in the driving
situation.

It is advisable to include a sufficient number of talkers in the conversa-
tional tests to minimize talker/speaker-dependent effects. The test persons
used should be representative with respect to gender, age etc. for the user
group of the system evaluated.

Due to the complexity of the task itself, subjects mostly rate their opin-
ion about the overall quality of a connection based on the ACR scale. Often
they are asked about difficulties in talking or listening during the conversa-
tion. Careful investigation of the nature of these difficulties may require more
specialized tests than described below. A more detailed parameter investi-
gation can only be made if experienced subjects or experts are used in the
conversation test.

10.3.3 Double Talk Tests

The ability to interact in all conversational situations and especially to interact
during double talk with no audible impairments is of critical importance in car
hands-free communication. Due to the difficult acoustical situation especially
in a car a variety of measures are implemented in a hands-free terminal which
may impair the speech quality during double talk. Double talk tests may
help to evaluate the system performance under such conditions. The double
talk testing method (see [14, 15, 31]) is designed especially for the quality
assessment during double talk periods. The test duration is very short, they
are very efficient in subjectively evaluating this very important quality aspect
in detail.
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In general the test setup is the same as for conversational tests. Double
talk tests involve two parties. In double talk tests untrained subjects are used
when it is important to get an indication of how the general telephone us-
ing population would rate the double talk performance of a car hands-free
telephone. The test procedure is sensitive enough to let untrained subjects as-
sess the relevant parameters even during sophisticated double talk situations.
Experienced subjects are used in situations where it is necessary to obtain
information about the subjective effects of individual degradations.

During double talk tests, two subjects read a text. The texts differ slightly.
Subject 1 (talking continuously) starts reading the text. It consists of simple,
short and meaningful sentences. Subject 2 (double talk) has the text of subject
1 in front of him, follows the text and starts reading his text simultaneously
at a clearly defined point. Clearly this situation is less realistic than in a con-
versation test. Even if the text is very simple, the subjects have to concentrate
in a different way compared to a free conversation.

Parameters which are assessed typically using double talk tests are: the
dialog capability, the completeness of the speech transmission during double
talk, echo and clipping during double talk. In most of the tests ACR or DCR
scales are used.

10.3.4 Talking and Listening Tests

Nowadays many hands-free terminals are often used in mobile or IP based
transmission systems. As a consequence the delay introduced in a transmission
link increases. Complex signal processing in the terminals may add additional
significant delay. Therefore the investigation of talking-related disturbances
like echo or background noise modulation is of critical importance. In order
to investigate such types of impairments in more detail, talking and listening
tests can be used. Such tests are mainly used to investigate the performance
of speech echo cancellers (EC) and the noise canceller (NC) integrated in the
car hands-free terminal. All aspects of EC and NC functions that influence the
transmission quality for subscribers while they are either talking-and-listening
are covered by this procedure.

The EC and NC implementations of a hands-free terminal are the focus
of the setup – it is found on one side of a (simulated) connection. The per-
formance of this implementation is judged by a test subject placed at the
opposite end of the (simulated) connection. From the subjects point of view,
this is the far-end echo and noise canceller.

A potential far-end subscriber can be simulated by an artificial head if
double-talk sequences are required in the test. In this case the artificial mouth
is used to produce exactly defined double talk sequences. The environmental
conditions used at the far end side (e.g. car-hands-free) should correspond to
the typical environmental conditions found in a car especially with respect to
background noise.
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The test procedure may focus on the examination of the initial perfor-
mance of a hands-free terminal, e.g., the convergence of an echo canceller
or in a second part on the evaluation of the performance under steady-state
conditions.

When testing the initial performance, subjects answer an incoming tele-
phone call with the same greeting: e.g. ‘[name], [greeting]’. After the greeting,
the call is terminated and subjects give their rating.

When testing “steady-state conditions”, the algorithms of the car hands-
free system should be fully converged. Subjects are asked to perform a task,
such as to describe the position of given numbers in a picture similar to
the “Kandinsky” test procedure described for the conversational tests. An
artificial head can be used to generate double talk at defined points in time in
order to introduce interfering signal components for the speech echo canceller
and test the canceller’s ability to handle double talk. After the termination of
the call, the subjects are asked to give a rating. The scales used are typically
ACR or DCR scales. More information can be found e.g. in [31].

10.3.5 Listening-only Tests (LOT) and Third Party Listening Tests

The main purpose of listening-only tests and third party listening tests is the
evaluation of impairments under well-defined and reproducible conditions in
the listening situation. Their application for the evaluation of hands-free sys-
tems is most useful when evaluating the sending direction of the hands-free
system. It should be noted that listening tests are very artificial. Listening-
only tests are strongly influenced by the selection of the speech material used
in the tests; the influence of the test stimuli is much stronger than e.g. in con-
versation tests. The tests must be designed carefully including the appropriate
selection of test sequences (phoneme distribution), talkers (male, female, age,
target groups) and others. A sufficient number of presentations must be in-
tegrated into a test, ranging from the best to the worst-case condition of the
impairment investigated in the test. Reference conditions (simulated, defined
impairments with known subjective rating results) may be included in order
to check the validity of the test. More detailed descriptions of the require-
ments and rules how to conduct listening-only tests for various purposes are
found in [29–33].

Pre-recorded, processed speech is presented to the subjects. For car hands-
free applications these speech sequences are either recorded in the car (when
assessing the listening speech quality in the car) or they are recorded at the
output of the hands-free terminal in sending direction. In general two possibili-
ties exist for the presentation of prerecorded speech material. Either reference
handset terminals are used in case the sending direction of the car hands-
free terminal is judged simulating a handset connection at the far end side.
Alternatively third party listening tests can be used. In third party listening
tests [31, 32] the speech material is recorded by an artificial head which is
used to record the complete acoustical situation including the background.
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This procedure can be applied to assess the listening speech quality in the car
as well as assessing the speech quality in sending direction.

With this procedure, all types of handset, headset, and hands-free config-
urations can be evaluated in a listening-only test including the environmental
conditions at the terminal location. For playback, equalized headphones are
used. The equalization must guarantee that during playback the same ear sig-
nals are reproduced which were measured during recording. Thus a binaural
reproduction (for details see [9]) is possible which leads to a close-to-original
presentation of the acoustical situation during recording.

Furthermore the third party listening setup allows to use this type of
test for investigating conversational situations by third parties. Therefore, a
complete conversation is recorded and presented to the listeners. Although the
listeners are not talking themselves but listening to other persons’ voices, these
tests have proven their usefulness in investigating conversational impairments
in a listening test.

In listening tests all scales are used, mostly ACR or DCR scales. Loudness
preference scales can be used as well. More information can be found e.g.
in [31] and [32]. Instead of ACR or DCR tests, also CCR (comparison category
rating) is used which offers a higher sensitivity and may be used for the quality
evaluation of high-quality systems or for the optimization of systems. CCR
tests are based on paired comparisons of samples.

10.3.6 Experts Tests for Assessing Real Life Situations

Sometimes besides objective testing of hands-free telephones complementary
subjective performance evaluation may be useful. Especially for car hands-free
systems a lot of experience has been gained with these types of complementary
tests. The general considerations when conducting additional subjective tests
are given here with the example of car hands-free systems. Supplementary
subjective tests are targeted mainly to “in situ” hands-free tests for optimiz-
ing hands-free systems in a target car and under conditions which are not
covered by objective test specifications. The main purpose is to investigate
the hands-free performance in real live conditions including networks and car
to car communication. They are of diagnostic nature and not suitable for pa-
rameter identification and value selection. Generally, such tests are based on
tests as described above and are found in the ITU-T P.800 series Recommen-
dations but not intended to replace tests as described in the ITU-T P.800
series Recommendations.

For conducting the tests the hands-free system under test is installed in
the target car, which is referenced as near-end. The far-end is either a landline
phone or an observing car also equipped with the hands-free system under test
(car-to-car test). It is recommended to not only test the hands-free system in
a landline connection but also in a car-to-car connection because the latter
case can be regarded as a worst case scenario resulting in worse hands-free
quality compared to landline connections.
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The evaluation of the hands-free performance should be done in different
driving conditions including different background noise scenarios, different
driving speeds, different fan/defrost settings, etc.

Since conversational tests are rather time consuming most of the hands-
free tests are conducted as single-talk and double-talk tests as described above.
Evaluations are done at the far-end and/or the near-end, depending on the
type of impairment to be evaluated.

The performance evaluation of the hands-free system typically covers cat-
egories like

• echo cancellation (echo intensity, speed of convergence, etc.),
• double talk performance (echo during double talk, speech level variation,

etc.),
• speech and background noise quality in sending direction (level, level vari-

ation, speech distortion, etc.),
• speech quality in receiving direction (level, level variation, speech distor-

tion),
• stability of the echo canceller for “closed loop” connection during car-to-

car hands-free communication.

The evaluation has to be done by experts who are experienced with sub-
jective testing of hands-free systems. During the tests the signals on near-end
and far-end may be recorded to be used for third-party listening evaluation
later on. More detailed information can be found in [36].

10.4 Test Environment

In general the evaluation of hands-free terminals is made in a lab-type en-
vironment which is simulating the acoustical conditions close to the real use
conditions. The test environment described focusses on car hands-free system
since car hands-free systems are dedicated to be used in cars only and the
car is a quite a special environment from the acoustic point of view the test
environment has to be selected carefully. Different approaches can be taken
starting from a digital simulation of the transmission paths in the car (mouth
to microphone, loudspeaker to the drivers ear and loudspeaker to the micro-
phone) up to the use of a car cabin for installing and testing the hands-free
device in a car which is the approach taken in [36] and [47]. The relevant
transmission paths in a car are shown in Fig. 10.2.

It is common to most test setups to use a car type environment under
lab conditions in order to control the influence of the network as well as the
background noise conditions as exactly as possible. Certainly the hands-free
evaluation can also be done in real driving situations. However, due to the
highly uncontrolled environment (time-variant driving noise, pass-by traffic,
unpredictable environmental conditions, unknown network conditions), this
type of evaluation is not recommended except for validation tests and design
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Fig. 10.2. Transmission paths in a car cabin.

optimization taking into account additional influencing factors which could
not be simulated in the lab environment.

10.4.1 The Acoustical Environment

The acoustical environment of a car cabin is rather complex: different ma-
terials ranging from hard reflecting surfaces such as windows or glass roofs
to highly absorbing surfaces such as seats lead to the fact that the simula-
tion of a car type environment is rather difficult. Furthermore different car
types have to be considered. Compact cars show completely different prop-
erties than luxury cars, trucks, vans or sports cars. Therefore, the coupling
between the car hands-free microphone(s) and the hands-free loudspeaker(s)
also highly depends on the individual design of the car and the positioning
of the microphones and loudspeakers inside the car. The positioning of the
hands-free microphone is of special importance. The microphone should be
positioned as close as possible to the talker but also in such a way that the
coupling between the car hands-free loudspeakers and the car hands-free mi-
crophone(s) is minimized. Consequently, it is the easiest solution for most
test setups if the actual target car is used when testing complete hands-free
systems. This is the best representation of all transmission paths relevant to
the hands-free implementation which will finally give the performance of the
hands-free system in the target car.

10.4.2 Background Noise Simulation Techniques

Background noise is one of the most influencing factors in hands-free systems
but especially in car hands-free systems. Consequently in order to simulate a
realistic driving situation, background noise has to be simulated as realisti-
cally as possible even in a lab type environment. Background noise simulation
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techniques are described in [11,36,48,49]. Typically a 4-loudspeaker arrange-
ment with subwoofer is used. This background noise setup is available for
simulations under laboratory conditions as well as for car cabins. In Fig. 10.3
the simulation arrangement for car hands-free systems is shown. In order to
use this arrangement prior to the tests the background noise produced by a
car has to be recorded. This is done under real driving conditions typically
using a high quality measurement microphone positioned close to the hands-
free microphone. In general all different driving conditions can be recorded.
For built-in systems the background noise of the target car is recorded, for
after-market systems the background noise of one or more cars considered
to be typical target cars is used. If possible the output signal of the hands-
free microphone can be used directly. In such a case structure borne noise
which might be picked up by the microphone can also be considered in the
simulation.

The loudspeaker arrangement used for playback of the recorded back-
ground noise signals is equalized and calibrated so that the power density
spectrum measured at the microphone position is equal to the recorded one.
For equalization either the measurement microphone or the hands-free micro-
phone used for recording is used. The maximum deviation of the A-weighted
sound pressure level is required to be less than 1 dB. The third octave power
density spectrum between 100 Hz and 10 kHz should not deviate by more
than 3 dB from the original spectrum. A detailed description of the equaliza-
tion procedure as well as a database with background noises can be found e.g.
in [11] and [48].

10.4.3 Positioning of the Hands-Free Terminal

The hands-free terminal is installed either as described in the relevant stan-
dards (see e.g. [25,27]) or according to the requirements of the manufacturers.
In cars the positioning of the microphone/microphone array and loudspeaker
are given by the manufacturer. If no position requirements are given, the test
lab has to choose the arrangement. Typically, the microphone is placed close
to the in-door mirror, the loudspeaker is typically positioned in the footwell
of the driver or the co-driver. In any case the exact location has to be noted.
Hands-free terminals installed by the car manufacturer are measured in the
original arrangement.

Headset hands-free terminals are positioned according to the requirements
of the manufacturer. If no position requirements are given, the test lab has to
choose the arrangement. Further information is found in [25,36,48].

10.4.4 Positioning of the Artificial Head

The artificial head (HATS Head and Torso Simulator according to ITU-T
Recommendation P.58 [21]) is placed as described in the relevant standards
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Fig. 10.3. Test arrangement with background noise simulation.

(see e.g. [25, 27]). In cars it is installed at the driver’s seat for the measure-
ment. The position has to be in line with the average user’s position. Clearly
there may be different locations for different users which may be taken into
account in addition to the average users position. The position of the HATS
(mouth/ears) within the placing arrangement is chosen individually for each
type of car. The position used has to be described in detail by using suit-
able measures (marks in the car, relative position to A-, B-pillar, height from
the floor etc.). The exact reproduction of the artificial head position must be
possible at any later time. If no requirements for positioning are given, the
distance from the microphone to the MRP [20,21] is defined by the test lab.

The artificial head used should conform to ITU-T Recommendation P.58.
Before conducting tests the artificial mouth is equalized at the MRP according
to ITU-T Recommendation P.340 [27], the sound pressure level is calibrated
at the HATS-HFRP (HATS-hands-free reference point) so that the average
level at HATS-HFRP is −28.7 dBPa. The detailed description for equalization
at the MRP and level correction at the HATS-HFRP can be found in ITU-T
Recommendation P.581 [25]. For assessing the hands-free terminals in receiv-
ing direction the ear signal of the right ear of the artificial head is used (for cars
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where the steering wheel is on the right hand side, the left ear is used). The
artificial head is free-field equalized as described in ITU-T Recommendation
P.581.

10.4.5 Influence of the Transmission System

Measurements may be influenced by signal processing [1–4] (different speech
codecs, DTX2, comfort noise insertion. etc.) depending on the transmission
system and the system simulator used in the test setup. In general, a network
simulator (system simulator) is therefore used in the test in order to provide
a mostly controlled network environment. All settings of the system simula-
tor have to ensure that the audio signal is not disturbed by any processing
and the transmission of the signal (in cases of mobile networks especially the
radio signal) is error-free. DTX, VAD and other network signal processing is
switched-off. In case of different speech coders available in a network the one
providing the best audio performance is typically used. E.g. for measurements
with AMR-codec [3] the highest bitrate of 12.2 kb/s is used. Nevertheless,
there may be tests where lower bitrates providing less speech quality are used
e.g. in order to evaluate the listening speech quality of the complete hands-
free system in more detail. Except conditions which are targeted to investigate
the influence of transmission errors such as packet loss or jitter no network
impairments should influence the tests.

10.5 Test Signals and Analysis Methods

The choice of the test signal as well as the analysis method depends on the
application. On the one hand, speech sequences are best suited as test signal
for hands-free devices incorporating algorithms, which are optimized based
on specific speech characteristics. But the dynamics of speech, the multitude
of different languages with their specific characteristics, the directly related
question of robustness and reproducibility of analyses make it difficult to come
to a common agreement in standardization. On the other hand, artificial test
signals providing speech-like properties have the advantage of not being lim-
ited to a specific language. These signals can be optimized to measure specific
parameters and provide a high reproducibility of results, e.g. in different labs.
However, it is also obvious, that typically a large number of test signals is
needed – each designed for specific purposes. Furthermore, it is generally rec-
ommended to verify test results by speech recordings and listening examples.
Test methods applicable for car hands-free evaluation can be separated in two
main categories – the “traditional” analysis methods and the advanced test
methods. The “traditional” analysis methods focus on the basic telephonom-
etry parameters and include:

2 The term DTX stands for discontinuous transmission.
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• Loudness Rating calculations [26] which are the basis for setting the
correct sensitivities in the hands-free terminals in order to ensure seamless
interaction with the networks and the far end terminals.
The Loudness Rating then is defined as:

LoudnessRating = −10
m

log10

{
N∑

i=1

10−
m
10 (LUME,i−LRME+Wi)

}
. (10.1)

Wi are weighting factors as defined in [26], different for SLR, RLR, STMR,
LSTR. LRME represents the mouth-to-ear transmission loss of the refer-
ence speech path (IRS speech path [18]). m is a constant in the order of
0.2, different for the different loudness ratings. For a given telephone or
transmission system, the values of LUME can be derived from the measure-
ment different sensitivities SMJ (mouth-to-junction) for calculation of the
SLR (sending loudness rating), from SJE (junction-to-ear) for the calcula-
tion of the RLR (receiving loudness rating) or from SME (mouth-to-ear)
for the overall loudness rating OLR.
In a similar manner, the sidetone paths can be described: STMR is the
Sidetone Masking Rating describing the perceived loudness of the user’s
own voice and LSTR (Listener Sidetone Rating) describes the perceived
loudness of room noise coupled to the user’s ear.

• Requirements for frequency response characteristics [27, 48] in send-
ing and receiving in order to ensure a sufficient sound quality and intelli-
gibility. In Sending a rising frequency response characteristics with a high
pass characteristics at around 300 Hz is recommended to ensure sufficient
intelligibility and the reduction of low frequency background noise. In re-
ceiving a most flat frequency response characteristics is advisable.

• Echo loss requirements [16] ensuring an echo free connection under
different network conditions. Envisaging that delay is inserted
– by the mobile network itself,
– by the hands-free terminal where advanced signal processing leads to

higher delay compared to standard handset terminals,
– by connecting networks which increasingly insert VoIP transmission

which adds additional delay in the transmission link,
the echo loss requirements for car hands-free terminals are high. The termi-
nal coupling loss (TCL) required is at least 40 dB, typically however higher
(46 dB to 50 dB, see [36,48]) in order to prevent the far end partner form
the car hands-free echo. The basic information about transmission delay
and the echo loss required can be found in [16].

• Delay requirements [48] referring to the processing delay introduced
by the car hands-free terminal to ensure a minimum delay introduced by
these terminals for the benefit of the overall conversational quality.

More details on these tests can be found in e.g. [36, 48].
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10.5.1 Speech and Perceptual Speech Quality Measures

Hearing model based analysis methods like PESQTM [34,35] and TOSQA2001
[7, 8] calculate estimated mean opinion scores. These objective scores repre-
sent the listening speech quality in a one-way transmission scenario with a
high correlation to the results of a subjective listening test. The test signal
used by such methods is speech. Due to the different characteristics of the dif-
ferent languages it is difficult to define an “average” speech signal to be used
in conjunction with these methods. Therefore ITU-T has defined in Recom-
mendation P.501 [22] a set of reference speech samples for different languages
which can be used. The ITU-T recommended PESQTM has not been vali-
dated for acoustic terminal and handset testing, e.g. using HATS [34] and
does therefore not play a practical role in testing hands-free implementations.
TOSQA2001 is validated for terminal testing at acoustical interfaces [8] and
is therefore also used for testing hand-free devices. The method estimates
the listening speech quality (TMOS, TOSQA2001 mean opinion score) by
using reference and degraded speech samples. Frequency content of the trans-
mitted speech, loudness and noise, additive disturbances or non-linear coder
distortions contribute to speech quality degradations and influence the TMOS
score accordingly. These results are very useful in terminal testing, but pro-
vide only very limited information about the reason for unexpected quality
degradations.

10.5.2 Speech-like Test Signals

Different test signals with different levels of complexity are available and have
been evaluated for different types of applications. A comprehensive descrip-
tion of the most important signal can be found in ITU-T Recommendation
P.501 [22]. ITU-T Recommendation P.502 [23] describes appropriate analysis
methods for each signal. The most complex speech-like signal in telephonom-
etry is the artificial voice as described in ITU-T Recommendation P.50 [19].
This signal provides a statistical representation of real speech. The signal du-
ration amounts to 10 s, it is suited and often used to measure long-term or
average parameters like frequency responses or loudness ratings [26].

An important signal for laboratory quality testing of hands-free telephones
is the composite source signal (CSS) ( [14, 22], see Fig. 10.4). It is composed
in the time domain and consists of different parts like voiced and unvoiced
segments and a pause. Due to its short duration of the active signal part
(approximately 250 ms) it is well suited to measure short term parameters,
e.g. switching behaviour of AEC between single and double talk sequences.
Parameters in the frequency domain such as frequency response, loudness
ratings etc., as well as parameters in the time domain such as switch-on times
can be determined.

Fig. 10.5 shows the combination of two uncorrelated CSS (composite
source signals) to simulated a double talk sequence. The power density spectra
are given in Fig. 10.6.
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Fig. 10.4. Composite source signal. The signal consists of different parts like voiced
and unvoiced segments and a pause.

The simulated double talk starts with a CSS burst applied in receiving
direction (dark gray signal) followed by a near end double talk burst (light
gray bursts). This sequence is then periodically repeated. The typical test
signal levels are −4.7 dBPa for the near end signal at the mouth reference
point (MRP) and −16 dBm0 in downlink direction. Measurements in sending
direction of an HFT (hands-free terminal) typically analyze the transmitted
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Fig. 10.5. Simulated double talk sequence. The simulated double talk starts with
a CSS burst applied in receiving direction (dark gray signal) followed by a near end
double talk burst (light gray bursts).
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uplink signal referred to the near end test signal. The resulting sensitivity
curve can be used to detect level modulations typically introduced by AEC
post processing. Figs. 10.7 and 10.8 show two examples. The HFT implementa-
tion represented by the analysis curve in Fig. 10.7 introduces an attenuation
of approximately 15 dB in the microphone path during the double talk se-
quence. The driver’s voice is partly attenuated during a double talk sequence
using real speech over this implementation. Vice versa the sending direction
can be regarded as nearly transparent in the analysis curve in Fig. 10.8.

In the same way, the analysis can be carried out in receiving direction
in order to verify if the implementations do not insert attenuation in this
transmission path during double talk.

A third parameter determining the double talk capability of a hands-free
implementation is the echo attenuation during double talk. Subjective test
results are available comparing the echo attenuation during single and dou-
ble periods [27, 40]. The challenge for measurement technique is to separate
the near signal from the echo components in the send signal. A suitable test
signal that provides this characteristic consists of two uncorrelated AM/FM
modulated signals [22]. The time signal is shown in Fig. 10.9. The two signals
show comb-filter spectra as given in Fig. 10.10, which are necessary to distin-
guish between the double talk signal (coming from the near end) and the echo
signal (coming from the echo path as a reaction on the receive signal). The
power density spectra of both signals calculated by Fourier transformation
are given in Fig. 10.10. Echo components during double talk can be detected
in the send signal by comparison of the uplink signal and the original down-
link signal. The near signal components can easily be removed by appropriate
filtering.

Spectrum avg. FFT Size: 2048 Overlap: 0.0% Rectangle L/dB[Pa]
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Fig. 10.6. Power density spectra of the signals shown in Fig. 10.5 (dark gray: far
end, light gray: near end).
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Fig. 10.7. Uplink sensitivity during double talk – Hands-free terminal 1. This
terminal introduces an attenuation of approximately 15 dB in the microphone path
during the double talk sequence.
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Fig. 10.8. Uplink sensitivity during double talk – Hands-free terminal 2. The send-
ing direction can be regarded as nearly transparent in the analysis curve.

ITU-T Recommendation P.340 [27,40] defines different types of double talk
performance for hands-free implementations. The characterization is based
on the measured attenuation between the single and double talk situation
inserted in sending and receiving direction (aHSDT, aHRDT). The third pa-
rameter is the echo attenuation during double talk (ELDT).

The three parameters are measured independently. However, the worst
result determines the characterization. A “type 1” implementation provides
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Fig. 10.9. AM/FM modulated test signals (dark gray: far end, light gray: near end)
for determining the double talk capability of a hands-free implementation.
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Fig. 10.10. Power density spectra of the signals presented in Fig. 10.9 (dark gray:
far end, light gray: near end). Echo components during double talk can be detected
in the send signal by comparison of the uplink signal (not depicted) and the original
downlink signal (dark gray).

full duplex capability; “type 2a”, “2b” and “2c” devices are partial duplex
capable, a “type 3” characterization indicates no duplex capability.

10.5.3 Background Noise

Besides speech and artificial test signals the transmission quality of the back-
ground noise present e.g. in the driving vehicle needs to be evaluated in detail.
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Table 10.1. Duplex capability.

Characterization Type 1 Type 2a Type 2b Type 2c Type 3

aHSDT ≤ 3 dB ≤ 6 dB ≤ 9 dB ≤ 12 dB > 12 dB

aHRDT ≤ 3 dB ≤ 5 dB ≤ 8 dB ≤ 10 dB > 10 dB

ELDT ≥ 27 dB ≥ 23 dB ≥ 17 dB ≥ 11 dB < 11 dB

The driving noise can not only be regarded as a disturbing signal for an HFT
implementation, but carries important information for the far end subscriber.
It is typically processed through noise reduction algorithms, might be modu-
lated by echo suppression or partly substituted by comfort noise, if a downlink
signal is applied. Related quality parameters range from D-value calculation,
comparing the sensitivity of the microphone path on speech and on back-
ground noise, the signal to noise ratio, if near end signals are transmitted
together with background noise or the modulation of transmitted background
noise by echo cancellation or echo suppression.

A very promising method to analyze the performance of noise reduction
algorithms is the Relative Approach [13, 47]. This method takes into account
the sensitivity of the human ear on unexpected events both in the time and in
the spectral domain. In contrary to all other methods the Relative Approach
does not use any reference signal. The signal is band filtered (1/12 octave)
and a forward estimation based on the signal history is calculated in order to
predict the new back-ground noise signal value. Values between the frequency
bands are interpolated.

The predicted signal pattern is compared to the actual signal characteristic
and the deviation in time and frequency is displayed as an “estimation error”.
Thus instantaneous variations in time and dominant spectral structures are
found based on the human ear sensitivity on these parameters. Typical dis-
turbances produced by noise reduction algorithms like musical tones can be
detected and verified, if these components lead to speech quality degradations.
A typical example is shown in Fig. 10.11. It analyzes the adaptation phase of
a noise reduction algorithm. Disturbing artefacts as detected by the Relative
Approach are indicated by the arrows.

A more advanced test procedure is described in ETSI EG 202 396-3 [12].
The model described here is a perceptual model again based on the Relative
Approach. The model is applicable for speech in background noise at the near
end of a terminal and provides an estimation of the results that normally
would be derived from a subjective test made using ITU-T recommendation
P.835 [33]. Three MOS scores are predicted:

• S-MOS (speech MOS), describing the quality of the speech signal as per-
ceived by the listener,
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Fig. 10.11. Relative Approach analysis of an adaptation phase of noise reduction.

• N-MOS (noise MOS), describing the quality of the transmitted background
noise, and

• G-MOS (global MOS), describing the perceived overall quality of the trans-
mitted speech plus background noise signal.

Currently the test method is applicable for:

• Wideband handset and wideband hands-free devices (in sending direction),
• noisy environments (stationary or non-stationary noise),
• different noise reduction algorithms,
• AMR [3] and G.722 [17] wideband coders,
• VoIP networks introducing packet loss.

However the extension of this method to narrowband terminals and systems
is already on ETSI’s roadmap. Different input signals are required for the
model and subsequently are used for the calculation of N-MOS, S-MOS and
G-MOS. Beside the signals processed by the terminal or the near end device
two additional signals are used as a priori knowledge for the calculation:

1. The “clean speech” signal, which is played back via the artificial mouth.
2. The “unprocessed signal”, which is recorded close to the microphone po-

sition of the handset or the hands-free terminal.

Both signals are used in order to determine the degradation of speech and
background noise due to the signal processing as the listeners did during the
listening tests. The principle of the method is shown in Fig. 10.12. Further
information and details about the algorithm can be found in [12].
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Fig. 10.12. Principle of the S-MOS, N-MOS and G-MOS prediction as described
in [12].

10.5.4 Applications

A typical application example for these test signals and the interaction be-
tween the results is shown by a comparison analysis of two different HFT
aftermarket implementations. Both devices are measured via Bluetooth con-
nection to a commercially available 2G mobile phone. The GSM full rate
speech coder is used.

The frequency response in Fig. 10.13 is relatively balanced without showing
a strong high pass characteristic. The sending loudness rating [26] of 13.3 dB
for this implementation absolutely meets the recommended range of 13 ± 4 dB
according to [48]. The TMOS of 3.3 confirms the high uplink quality (recom-
mended ≥ 3.0 TMOS [48]).

The signal-to-noise ratio estimated from the measurement result based on
composite source signal bursts transmitted together with background noise
(simulated 130 km/h background noise) is very high (approximately 27 dB,
Fig. 10.14). The near end test signal is also affected by the uplink signal
processing and attenuated. The D-value comparing the sensitivities of the
uplink transmission path on speech and on background noise of +3.5 dB is
also extremely high (recommended ≥ −10 dB). Both results are consistent.
However, these parameters are extremely high especially when considering
the balanced frequency response without a strong high pass characteristic.
This indicates a very aggressive noise reduction algorithm. The undesired
side effect is an unpleasant metallic speech sound and disturbing, artificial
musical tones in the transmitted background noise.
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Fig. 10.13. Sending frequency response, hands-free terminal 1. The frequency re-
sponse is relatively balanced without showing a strong high pass characteristics
(compare with Fig. 10.15).

In comparison the analysis in Fig. 10.15 shows a frequency response pro-
viding a clear, distinct high order high pass around 300 Hz. The curve only
slightly violates the tolerance scheme, which can practically be neglected. All
other parameters like the SLR of 12.7 dB meet the requirements. The TMOS
of 3.0 still indicates a sufficient listening speech quality – although the fre-
quency response provides the strong high pass characteristic.
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Fig. 10.14. Transmission of background noise and near end signal (level vs. time),
hands-free terminal 1.
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Fig. 10.15. Sending frequency response, hands-free terminal 2. This terminal has
a frequency response providing a clear, distinct high order high pass around 300 Hz
(compare with Fig. 10.13).

The signal-to-noise ratio as estimated from the analysis curve in Fig. 10.16
is 16 dB. The near end composite source signal bursts are only slightly dis-
torted in this level analysis. This indicates that the noise cancellation algo-
rithm does not significantly affect the near end test signal when transmitted
together with background noise. The signal-to-noise ratio at the algorithm in-
put seems to be high enough to clearly distinguish between both signals. The
16 dB signal-to-noise ratio estimated from this analysis and a reasonable D-
value of −6.8 dB are consistent. The good quality for the uplink transmission
can be confirmed by the listening example of the transmitted speech together
with background noise.

The strong high pass as indicated above significantly contributes to a high
signal-to-noise ratio in sending direction. Audible disturbances like musical
tones are minimized, thus indicating that a high order microphone high pass
significantly improves the performance in the presence of background noise.
An acoustical tuning already at the microphone is a good compromise though
even it might slightly degrade the listening speech quality under silent condi-
tions.

10.6 Result Representation

The complexity of in-depth quality testing of hands-free implementations and
the multitude of results acquired during laboratory tests require an appro-
priate result representation. An overall quality score that covers all conver-
sational aspects is not yet available. Moreover, such a one-dimensional score
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Fig. 10.16. Transmission of background noise and near end signal (level vs. time),
hands-free terminal 2.

might even be misleading and therefore fail in practice, because completely
different implementations might be represented by the same score. Such a
score does not represent the acoustical “fingerprint” of an individual imple-
mentation.

The ITU-T Recommendation P.505 [24] provides a new representation
methodology – best described as a “quality pie” – that bridges this gap.
The circle segments and displayed parameters can be selected and adapted
to the application, i.e. the device under test. An example of a hands-free
implementation with parameter selection according to the VDA specification
[48] is shown in Fig. 10.17.

The focus of this representation is to provide

• a “quick and easy to read” overview about the implementation for experts
and non-experts including strengths and weaknesses,

• a comparison to limits, recommended values or average results from bench-
marking tests, and

• detailed information for development to improve the performance.

10.6.1 Interpretation of HFT “Quality Pies”

The hands-free “quality pie” shown in Fig.10.17 does not represent an exist-
ing implementation. It is only used here for explanation purposes. In general
the 12 segments – which can be regarded as a maximum suitable number
being visualized in one diagram – can be subdivided into three groups cov-
ering different conversational aspects. The first 5 segments – clockwise ar-
ranged – represent one-way transmission parameters. The sending direction is
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Fig. 10.17. Hands-free “quality pie” according to [24]. The following abbreviations
were used: SLR means sending loudness rating, TMOS SND stands for TMOS value
in sending direction, RLR abbreviates receiving loudness rating, TMOS RCV is short
for the TMOS value in receiving direction, RLR, max. vol is the receiving loudness
rating at maximum volume, TCLw, max. vol is the terminal coupling loss measured
at maximum volume, TCLw abbreviates the terminal coupling loss measured during
standard terminal operation, DT type means double-talk type, and the different
BGNT slices show the background noise transmission in different situations.

covered by the sending loudness rating and the TMOS. The following two slices
represent the receiving loudness rating (RLR) and the TMOS in receiving di-
rection. The fifth segment represents the RLR value at maximum volume.

The following 3 segments indicate the echo attenuation expressed through
the parameter weighted terminal coupling loss according to ITU-T Recom-
mendation G.122 [16] measured at maximum volume (“TCLW(max.vol.)”), at
nominal volume (“TCLW”) and the double talk performance (“DT type”).
The last 4 segments represent parameters concerning the quality of back-
ground noise transmission.

The following general assumptions are made for the quality pie represen-
tation: Each parameter is represented by a pie slice. The size of each slice
directly correlates to quality. The gray color indicates a quality higher than
the requirement for this specific parameter. Interaction aspects between sin-
gle parameters are not considered. An inner circle (dark gray) indicates the
minimum requirement for each parameter. For those parameters that should
be within a range, like the sending loudness rating (SLR) of 13 ± 4 dB [48]
the axis is double scaled. It raises from the origin of the diagram radial to
the outside up to the recommended value (13 dB for the SLR in this ex-
ample) and in addition radial to the inside. Other axes like the background
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noise transmission quality after call setup (“BGNT call setup”) are scaled
only between two states (ok, not ok).

10.6.2 Examples

The significance of this representation, e.g. in tracing different development
phases can best be shown on a practical example. Fig. 10.18(a) represents an
early quality status of a hands-free implementation during development.

The left pie chart points out the following:

• The SLR of 13 dB indicates a sufficient loudness, the TMOS score (param-
eter “TMOS SND”) significantly exceeds the limit in sending direction.

• The D-value of −18 dB is too low, the inner dark gray circle represents
the limit of −10 dB and gets visible. The sensitivity on background noise
needs to be reduced or the sensitivity on speech increased.

• The echo attenuation is too low at maximum volume, the TCLW require-
ment is violated under this condition (parameter “TCLW(max. vol.)”).

• Significant impairments could also be observed in background noise trans-
mission during the application of far end signals (parameter “BGNT(far
end)”). The background noise is completely attenuated by echo suppres-
sion, comfort noise is not inserted. The resulting modulation in the trans-
mitted background is very high, gaps occur. The maximum acceptable
level modulation of 10 dB for this parameter is exceeded.

The quality pie in Fig. 10.18(b) indicates a significantly improved perfor-
mance compared to the previous status represented in part (a). However, the
next step that should be addressed by tuning echo cancellation, echo sup-
pression, double talk detection and the associated control parameters is the
double talk performance. “Type 1” implementations, i.e. full duplex capable
hands-free implementations are available today. It should be noted that it
is not always recommended to tune the algorithms to full duplex capability,
especially not for the price of lower robustness. Partial duplex capable HFTs
(“type 2a” or even “2b”) may sometimes be a preferable solution.

In summary, it can be stated that the quality pie representation simplifies
the performance discussion. This representation can serve as a basis for com-
mercial decisions, but still provides enough detailed information to discuss
possible next optimization steps for speech quality. Important features like
interaction aspects between single parameters are explicitly not considered
yet and require further investigations.

10.7 Related Aspects

10.7.1 The Lombard Effect

The Lombard effect – also designated as Lombard reflex emphasizing more its
intuitive character – describes the result of speech transformation under the
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Fig. 10.18. Quality pie before (a) and after (b) first optimization step. For the
meaning of the different abbreviations see the caption of Fig. 10.17.

influence of a reduced acoustical feedback, e.g. for hearing impaired people or
under the influence of noise and stress. However, the Lombard effect is not
only a physiological effect. In practice the main intention for the modification
of speech production in a conversation is to be more intelligible to others. It
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can therefore be assumed that the “naturalness” of Lombard speech cannot
be completely reproduced in laboratory testing by recording speech samples
that are read from a list. Furthermore, different studies showed that multi-
talker babble noise led to different Lombard speech characteristics, e.g. larger
vowel duration as compared to stationary noise. In the same way, there is
a dependence of the Lombard effect on the noise frequency distribution [38].
Lombard speech recorded under the influence of non-stationary noise provides
a higher dynamic compared to Lombard speech produced under stationary
noise conditions.

Databases available today do not always consider the mentioned aspects.
They are typically recorded with test persons reading predefined sentences.
These data are of course valid to be used for certain applications, however,
the restrictions need to be known and considered.

It is obvious and reasonable to consider Lombard speech characteristics
not only for testing speech recognition systems (e.g. [43]) but also for hands-
free terminal testing instead of using neutral voice. An appropriate method
is to play back these recordings via artificial head systems in a driving car or
in a driving simulator [43]. Furthermore, it is important to analyze Lombard
speech in order to verify, if important characteristics need to be considered in
objective speech quality tests and analyses.

There are different simulation techniques in use providing a recording sce-
nario for Lombard speech. Test persons typically wear equalized closed head-
phones during noise playback while their Lombard speech is recorded [10,41].
These headphones lower the perception of the own voice, thus introducing
already the Lombard effect. This can be minimized by introducing a feedback
path between the microphone and the headphones itself, thus playing back
simultaneously the recorded speech via the headphones [45]. Comparison tests
with and without this feedback path indicated that the Lombard effect intro-
duced by the headset itself can be neglected compared to the Lombard effect
introduced by the background noise scenario e.g. simulating a driving car [45].

Recording scenarios for Lombard speech under the influence of driving
noise are described e.g. in [10, 41]. The setup used during own tests is shown
in Fig. 10.19. The recordings were carried out in a driving simulator consisting
of a real car cabin equipped with an acoustical background noise simulation
system.

It is important to reproduce not only the driving situation acoustically
during this kind of speech recordings but also the concentration for a typi-
cal driving situation and the impression of having a real conversation over a
hands-free system. The driving simulator is therefore operated interactively.
The speed is indicated on a speedometer and the test persons are instructed
to keep a constant speed. Furthermore, a typical hands-free microphone is
installed visible near the interior mirror. The test persons were instructed
that they should imagine the conversational situation of having a telephone
conversation over a hands-free system.
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Fig. 10.19. Setup for Lombard speech recordings.

This suitability of this scenario was verified by recording Lombard speech
of eight test persons, four male and four female speakers. Different speech
material like free utterances, given test sentences to be read from a list and
command words were recorded and analyzed. The speech level analyses first
demonstrated that the influence of the headphones can practically be ne-
glected. The average speech levels for the different speech materials increased
by less than 1 dB if the test persons wore headphones.

Fig. 10.20 shows the average speech levels for free utterances (dark gray
bars) and command words (light gray bars). The speech level under quiet
conditions was determined to approximately −1 dBPa at the mouth reference
point (MRP) of the test persons for the free utterances. A standardized test
signal level for objective terminal testing is −4.7 dBPa at the MRP. However,
it is reported that people tend to increase their speech level by approximately
3 dB when using hands-free devices [27]. The resulting level of approximately
−1.7 dBPa at the mouth reference point is rather accurately confirmed by the
measured level of −1 dBPa for the free utterances. These speech recordings
confirm the tendency given in [27], the analyses of speech material recorded
from eight test persons are not representative in a statistical sense.

The Lombard recordings were carried out for three different speeds and
levels of 50 km/h (49 dBSPL(A)), 130 km/h (69 dBSPL(A)) and 200 km/h
(79 dBSPL(A)). Fig. 10.20 shows the average speech levels for the command
words and the free utterances. An offset of approximately 2.5 dB can be mea-
sured for the two speech materials. The command words are more pronounced
and therefore provide a higher level compared to the free speech.

The regression further points out that the speech level increases by ap-
proximately 0.4 dB/dB(A) for driving situations with a background noise
level between approximately 55 dB(A) and 70 dB(A). Similar results are
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Fig. 10.20. Active speech levels (ASL) at different simulated conditions (light gray:
command words, dark gray: free utterances).

reported in [10]. For higher speed the speech level increases by approxi-
mately 0.3 dB/dB(A) for the command words and 0.25 dB/dB(A) for the
free utterances.

Important conclusions can be drawn from such investigations for objective
laboratory tests because they again raise the question of adapting test signal
levels during hands-free telephone tests. These results support the idea of in-
creasing the test signal levels for all objective tests by approximately 3 dB
at the artificial mouth of an artificial head measurement system simulating
the driver’s voice. Furthermore the Lombard effect depending on the differ-
ent background noise scenarios simulated during laboratory tests should be
considered and can be estimated from data as analyzed above.

10.7.2 Intelligibility Outside Vehicles

The intelligibility of telephone conversations outside the vehicle is a very im-
portant aspect but users are not always aware of this situation. The reason
for this undesired effect is elementary: the downlink signal of a hands-free
telephone conversation in a vehicle, typically played back via the built-in
loudspeakers in the front door, exciting the door structure. The whole surface
emits the audible sound outside the vehicle.

This implies, besides the privacy aspect, also a political aspect: a huge
effort is taken by legislation in order to lower the external vehicle sound pro-
duced e.g. by motors, exhaust systems and tires [5]. The aspect of sound
played back via the internal audio systems has – so far – not been addressed.
The acoustical coupling between the loudspeakers and the chassis needs to be
evaluated in detail in order to identify the transmission paths and individual
contributions.

Combined electro-acoustic measures, intelligibility and perceptual analyses
on the one hand and vibration analyses on the other hand are necessary in
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Fig. 10.21. Intelligibility outside the vehicle.

order to document the status, evaluate the transmission paths and verify the
effectiveness of modifications [42]. The acoustically relevant parameters can
realistically be measured by using two artificial head measurement systems
on the driver’s seat and outside in a predefined distance and position, e.g. 1
and 2 m from the B-pillar.

The speech intelligibility index SII [6], can – in principle – be used and
calculated for different noise scenarios. But the intelligibility of speech highly
depends on the test corpus. The SII calculation is based on a weighted spec-
tral distance between average speech and noise spectra. However, the sentence
intelligibility is significantly higher than the SII due to its context informa-
tion [46].

A more analytical analysis is given by the calculation of the attenuation
provided by the car chassis. Fig. 10.22 shows the spectral attenuation between
the inside HATS at the driver’s position and outside in a distance of 1 m from
the B-pillar. The curve indicates a strong low frequency coupling between the
loudspeaker and the chassis. The attenuation of the high frequencies above
approximately 1 kHz is around 20 dB to 25 dB higher.

Besides the speech-based analyses, a vibration analysis (laser scan of the
driver’s door, see Fig. 10.23) links the intelligibility to the technical source
of the emitted signal. The oscillation amplitude is color coded. The complete
door is excited by the acoustic signal. Further tests with different loudspeaker
modifications (mechanically decoupling loudspeakers from door structure, use
of damping material) in one test car showed that the main factor for the
outside intelligibility is caused by airborne coupling between loudspeaker and
door. Structure borne coupling played a minor role.

The efficiency of modifications is vehicle dependent. Acoustical coupling
typically can be significantly reduced only by new loudspeaker positions and
mountings or a complete encapsulation. Both would require an enormous effort
in modifying vehicle design. The need and motivation for modifications is
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Fig. 10.22. Attenuation “Inside to outside” in 1 m distance, B-pillar.

probably driven by customer’s expectations and complaints. A suggestion for
reasonable limits for the outside intelligibility can be derived from practical
approaches: the intelligibility of the driver’s voice outside the vehicle or the
intelligibility when using external loudspeakers for playback, e.g. positioned
in the drivers and co-drivers footwell.

Fig. 10.23. Laser scan, vibration of door structure (excitation frequency 336 Hz
(example)).
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Correlation-Based TDOA-Estimation
for Multiple Sources in Reverberant
Environments

Jan Scheuing and Bin Yang

University of Stuttgart, Germany

11.1 Introduction

Estimation of time difference of arrival (TDOA) using a microphone array is
an important task in many speech related applications such as speaker local-
ization or near-field beamforming for noise reduction. Basically, two different
approaches for TDOA estimation have been used: search for the extrema in
cross-correlation of microphone signals [7, 10] or blindly estimate the room
impulse responses [3]. Both approaches have been approved in many single
source scenarios. However, little research work has been done so far on simul-
taneous TDOA estimation of multiple sources in reverberant environments.

The main idea to extend single source room impulse response techniques
to the multiple source case is to split the multi-input multi-output (MIMO)
system into several independent single-input multi-output (SIMO) systems.
Usually, this is achieved either under the ideal assumption that each speaker
is active exclusively during some time intervals [8, 9, 13] or by blind source
separation [1, 5].

The cross-correlation technique is both conceptually and computationally
simple. Under ideal conditions of a single white source signal in additive white
noise without multipath propagation, the TDOA estimate derived from the
cross-correlation reaches the Cramer-Rao lower bound and is efficient [7]. In
order to combat spurious peaks in the cross-correlation caused by a colored
source signal spectrum or even nearly periodic signals like voiced speech seg-
ments, different generalized cross-correlations have been proposed [10].

However, two major problems of the cross-correlation based TDOA es-
timation remain unsolved. In a reverberant environment, the (generalized)
cross-correlation will show a large number of peaks due to direct path and
echo path propagations. While only the TDOAs originating from the direct
paths contain useful information for source localization and beamforming,
the cross-correlation peaks caused by echo paths make the TDOA estimation
ambiguous. How can we distinguish between the direct path and echo path
extrema in the cross-correlation?



382 J. Scheuing, B. Yang

A second TDOA ambiguity arises from multiple, simultaneously active
sources. In this case, each cross-correlation between a pair of microphones
contains both direct path and echo path extrema from all sources. Even if we
could identify the direct path TDOAs, how can we assign them correctly to the
different sources? Both source localization and beamforming require namely
TDOA estimates of different sensor pairs for the same source. Combining
TDOAs of different sources will cause a phantom source in localization and
steer a beam to a wrong direction.

In this chapter, we present a novel approach to reduce and resolve both
ambiguities [15–17]. Starting with the traditional cross-correlation, we find
ways to identify the desired direct path TDOAs and to assign them correctly
to the different sources. Actually, our approach is mainly based on two fairly
simple observations of information redundancy which have not been exploited
yet in the literature:

• First, the extremum positions of a cross-correlation between two micro-
phone signals appear in well defined distances which can be predicted from
the extremum positions of the corresponding autocorrelations of the mi-
crophone signals. Under ideal conditions, combining the cross-correlation
with the autocorrelations will uniquely identify the desired direct path
TDOA and reject all ambiguous cross-correlation extrema caused by echo
paths.

• The second information redundancy is the zero cyclic sum of TDOAs over
any number of microphones. Given TDOA estimates for various micro-
phone pairs, the set of direct path TDOAs belonging to the same source
clearly satisfies this zero cyclic sum condition. In contrast, TDOA esti-
mates originating from direct and echo paths and from different sources
usually violate this condition. This provides an additional mean to find
the matching TDOAs.

In Sec. 11.2, we formulate the signal model and the TDOA estimation
problem. Then we analyze different TDOA ambiguities and their origins. We
show the information redundancy and present our basic ideas of TDOA dis-
ambiguation. In Sec. 11.3, we present an algorithm exploiting the information
redundancy contained in the autocorrelation of the microphone signals. By us-
ing a so called raster matching approach, we show how to identify and reject
the echo path cross-correlation extrema. Sec. 11.4 formulates the combination
of TDOA estimates abstractly in a consistent TDOA graph. By using the zero
cyclic sum condition, we search for matching TDOAs by a synthesis of consis-
tent TDOA graphs. We present a very efficient synthesis algorithm based on
consistent triples. Sec. 11.5 describes a real experiment of locating multiple
sources in reverberant environments. It demonstrates the effectiveness, the
real-time capability, and the high localization accuracy of our algorithms and
system.
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11.2 Analysis of TDOA Ambiguities

11.2.1 Signal Model

We assume N acoustic sources in a room recorded by M microphones. Ne-
glecting noise and assuming omnidirectional characteristics of both the sources
and the microphones, the discrete-time signal of the k-th microphone can be
described by

yk(n) =
N∑

a=1

(ha,k ∗ sa) (n), k ∈ {1, . . . , M}. (11.1)

Here sa(n) represents the signal of source a ∈ {1, . . . , N}, “∗” denotes
the convolution sum, and ha,k(n) is the room impulse response between
source a and microphone k. The latter consists of Λa,k propagation paths
µ ∈ {0, . . . , Λa,k−1} characterized by the amplitudes ha,k,µ and integer delays
τa,k,µ. The room impulse response is

ha,k(n) =
Λa,k−1∑

µ=0

ha,k,µ δ(n − τa,k,µ), (11.2)

where δ(n) is the unit sample sequence. The microphone signal can then be
written as

yk(n) =
N∑

a=1

Λa,k−1∑
µ=0

ha,k,µ sa(n − τa,k,µ). (11.3)

All delays τa,k,µ are sorted in ascending order, i.e. τa,k,µ > τa,k,ν if µ > ν. The
TDOA is defined as

na,kl,µν = τa,k,µ − τa,l,ν . (11.4)

We assume that the line of sight condition is satisfied for all sources and
microphones. The corresponding direct paths are denoted by µ = 0; otherwise
a localization based on the TDOAs would hardly be possible.

The subject of TDOA estimation is to estimate a source TDOA vector

na =
[
na,12,00, na,13,00, . . . , na,M−1 M,00

]T (11.5)

of length
(
M
2

)
for each active source from the microphone signals. There are

four requirements for the TDOA estimation task:

• All TDOAs in na should originate from direct paths only as indicated by
the double zero index “00”.

• All TDOAs in na should originate from the same source a.
• The vector na should be as complete as possible (few missing elements).
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• The estimation process should be computationally as efficient as possible.

While the last two requirements represent soft wishes, the first two require-
ments are mandatory because otherwise we would obtain a wrong source
position estimation. Unfortunately, a number of reasons make the TDOA
estimation ambiguous and difficult. In the following, three different types of
TDOA ambiguity are analyzed using simple scenarios. They are multipath
propagation, multiple sources, and periodic signals [15]. For notational con-
venience, if we consider only one source or only one path, we drop the corre-
sponding index a or µ in Eq. 11.3.

11.2.2 Multipath Ambiguity

The first type of ambiguity is caused by the multipath propagation of signals.
A single source (N =1) propagating on Λk different paths to the microphone
k causes the microphone signal

yk(n) =
Λk−1∑
µ=0

hk,µ s(n − τk,µ). (11.6)

If the source signal s(n) is white, the cross-correlation

rkl(n) = E
{
yk(m + n) yl(m)

}
(11.7)

between the two microphone signals yk(n) and yl(n) will show ΛkΛl local
extrema at the TDOA positions

nkl,µν = τk,µ − τl,ν with µ ∈
{
0, . . . , Λk − 1

}
, ν ∈

{
0, . . . , Λl − 1

}
. (11.8)

The only relevant and desired TDOA for source localization is the direct path
TDOA nkl,00 = τk,0 − τl,0, the difference between the two direct path delays.
All other ΛkΛl − 1 TDOA values involve at least one echo path. They are
referred to as echo path TDOA and result in wrong hyperbola of possible
source location, see Fig. 11.1. They appear as spurious peaks in the cross-
correlation rkl(n). The problem is how to determine which of the ΛkΛl cross-
correlation extrema represents the desired direct path TDOA.

11.2.3 Multiple Source Ambiguity

The second type of ambiguity is due to the presence of multiple simultaneously
active sources. Assuming a direct path propagation of N source signals, the
k-th microphone signal is

yk(n) =
N∑

a=1

ha,k sa(n − τa,k). (11.9)



Correlation-Based TDOA-Estimation for Multiple Sources 385

Source

Microphone k

Microphone l

τk,0

τk,1

τl,0

τl,1

nkl,10

nkl,00

nkl,11

nkl,01

Fig. 11.1. Assuming a direct path (solid) and an echo path (dashed) from the source
to each of the two microphones, four TDOA values are possible resulting in four
hyperbola (dotted) of possible source location. Only the hyperbola corresponding to
the direct path TDOA nkl,00 passes the source location.

In this case, τa,k denotes the direct path delay from source a to microphone k.
If the source signals sa(n) are uncorrelated and white, the cross-correlation
rkl(n) will show N local extrema at the TDOA positions

na,kl = τa,k − τa,l. (11.10)

The difficulty is to assign those N TDOA values correctly to the N sources
such that all TDOAs of different microphone pairs for the same source are col-
lected together. For unknown source positions, this assignment is ambiguous.

By using TDOAs of L ≤
(
M
2

)
microphone pairs, there are (N !)L−1 different

possibilities of combining the N extremum positions of one cross-correlation
with those of the L − 1 remaining cross-correlations. Any erroneous combi-
nation of TDOAs like the combination of na,kl and nb,lm in Fig. 11.2 causes
a phantom source. Therefore, the output of a perfect multiple source TDOA
estimation would be a set of N source TDOA vectors {n̂σ1 , . . . , n̂σN

} cor-
responding to the N sources, with each n̂σa

containing L matching TDOAs
for one source. Obviously, there are N ! permutations in the enumeration of
sources which can not be resolved.
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Microphone k

Microphone l

Microphone m

na,kl

na,lm

nb,kl

nb,lm

Source a

Source b

Phantom source

Fig. 11.2. A combination of TDOAs originating from different sources causes a
phantom source.

11.2.4 Ambiguity due to Periodic Signals

Segments of natural speech signals can be categorized into three main types:

• silence for which neither localization nor beamforming makes sense,
• unvoiced speech which is more or less a colored noise signal,
• and voiced speech which shows a high periodicity [14].

Fig. 11.3 depicts the autocorrelation of a voiced speech signal. It looks like a
modulated sinusoidal signal, indicating the presence of a pitch. Similarly, many
natural sounds and signals of machine noise contain periodic parts as well. The
periodic extrema of the autocorrelation of the source signals will also appear
in the cross-correlation of the microphone signals, even in a single source
scenario without multipath propagation. This makes the TDOA estimation
ambiguous.

11.2.5 Principles of TDOA Disambiguation

In practice, all three types of ambiguity occur simultaneously, making the
TDOA estimation even more difficult. Fig. 11.4 shows the cross-correlation
of two microphone signals in a real experiment. Two speech sources are si-
multaneously active (see Sec. 11.5 for more details about the experiment). At
a first look, it is impossible to determine the two direct path TDOAs from
the cross-correlation. Due to directional characteristics of both sources and
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Time

rss(n)

Fig. 11.3. Autocorrelation of a voiced speech signal recorded in an anechoic room.

microphones in reality, it is not always true that the direct path signal has
the strongest amplitude. Even if we could find the direct path TDOAs, there
seems to be no way to assign them correctly to the two sources. Below we
will present some novel ideas to resolve these TDOA ambiguities. We call this
process TDOA disambiguation.

Fig. 11.4. Cross-correlation of two microphone signals in a real experiment.

As will be described in Sec. 11.3, we use a modified phase transform to
prewhiten the microphone signals. In order to simplify the discussion in the
sequel, we assume that the transformed microphone signals consist of approx-
imately white source signals. This implies that each true TDOA appears as a
local extremum in the cross-correlation.

Our approaches are based on two observations. The first one is the rela-
tionship between the extremum positions in the cross-correlation and auto-
correlation of the microphone signals. For simplicity, we consider the single
source and two-path (one direct path and one echo path) scenario in Fig. 11.1
again. Fig. 11.5 shows the four TDOA values corresponding to the four ex-
tremum positions in the cross-correlation rkl(n). It also shows the extremum
positions of the two autocorrelations
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rkk(n) = E
{
yk(m + n) yk(m)

}
and

rll(n) = E
{
yl(m + n) yl(m)

}
. (11.11)

Obviously, the cross-correlation extrema appear in well defined distances like
rasters. The difference between many pairs of cross-correlation TDOAs can
be predicted by the extremum positions in the autocorrelations.

n

∣∣rkl(n)
∣∣

nkl,00 nkl,µ0nkl,0ν nkl,µν

nkk,µ0

nll,ν0

n

∣∣rkk(n)
∣∣

0 nkk,µ0−nkk,µ0

n

∣∣rll(n)
∣∣

0 nll,ν0−nll,ν0

Fig. 11.5. Relationship between extremum positions in auto- and cross-correlation.

Let

yk(n) = hk,0 s(n − τk,0) + hk,µ s(n − τk,µ) and
yl(n) = hl,0 s(n − τl,0) + hl,ν s(n − τl,ν) (11.12)

be the microphone signals. If s(n) is white, the autocorrelations rkk(n) and
rll(n) show, in addition to the zero-lag extrema rkk(0) and rll(0), local extrema
at the positions

nkk,µ0 = τk,µ − τk,0 ,

nkk,0µ = −nkk,µ0 (11.13)

and

nll,ν0 = τl,ν − τl,0 ,

nll,0ν = −nll,ν0 , (11.14)

respectively. They coincide with the differences of cross-correlation extremum
positions

nkk,µ0 = τk,µ − τk,0 = (τk,µ − τl,η) − (τk,0 − τl,η) = nkl,µη − nkl,0η and
nll,ν0 = τl,ν − τl,0 = (τk,η − τl,0) − (τk,η − τl,ν) = nkl,η0 − nkl,ην

(11.15)

for any direct or echo path η. This condition is referred to as the raster
condition. Since the direct path always has the shortest delay, nkk,µ0 and nll,ν0
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in Eq. 11.15 are positive. Thus, when the distance of two cross-correlation
extrema in rkl(n) is nkk,µ0, the cross-correlation extremum at the right hand
side is caused by one echo path more than the left side extremum. For a
distance of nll,ν0, the left side extremum involves more echo paths than the
right side one. Based on this observation, we draw arrows below the cross-
correlation function rkl(n) in Fig. 11.5 according to the following rules:

• The length of each arrow is given by the extremum position nkk,µ0 and
nll,ν0 in the autocorrelations.

• Each arrow representing an extremum from rkk(n) points from left to right
and each arrow from rll(n) points from right to left.

By using this convention, each arrowhead corresponds to a cross-correlation
TDOA which involves at least one echo path. It is an echo path TDOA. The di-
rect path TDOA nkl,00 is that extremum in the cross-correlation rkl(n) which
shows only arrow tails and no arrowheads. This raster matching approach
combines the extremum positions of both auto- and cross-correlations and en-
ables us to identify the desired direct path TDOA nkl,00 even in a reverberant
environment.

The second important observation is the redundancy of TDOAs. For each
subset of microphones {k, l, . . . , m, o} ⊆ {1, . . . , M} and their corresponding
paths µ, ν, . . . , η, κ, there exists a zero cyclic sum condition

na,kl,µν + · · · + na,mo,ηκ + na,ok,κµ

= (τa,k,µ − τa,l,ν) + · · · + (τa,m,η − τa,o,κ) + (τa,o,κ − τa,k,µ) = 0 (11.16)

for TDOAs originating from the same source. Fig. 11.6 illustrates this obser-
vation for the direct path TDOAs µ= ν = . . .=0. If the cyclic sum does not
disappear, either different paths or different sources are involved. By applying
a zero cyclic sum matching of TDOA values, phantom sources like in Fig. 11.2
can be avoided.

Source a

Microphone k Microphone l

Microphone m
τa,k,0

τa,l,0

τa,m,0

na,mk,00

na,lm,00

na,kl,00

Fig. 11.6. Zero cyclic sum of direct path TDOAs from the same source.

In order to further reduce the number of cross-correlation extrema, we
apply two additional disambiguation criteria:
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• The direct path amplitudes ha,k,0 in Eq. 11.3 are always positive. Hence
we only search for the maxima instead of extrema in the cross-correlation
rkl(n) [11].

• The triangular inequality posses a constraint on any direct path TDOAs.
Each direct path TDOA between two microphones, multiplied by the
sound speed, can never exceed the distance between the two microphones.
Any TDOA estimates beyond this geometrical upper bound are discarded.

In Sec. 11.3, the estimation of direct path TDOAs based on the raster
matching is described in detail. Sec. 11.4 discusses the synthesis of consistent
TDOA graphs as an efficient implementation of the zero cyclic sum matching.

11.3 Estimation of Direct Path TDOAs

In the following, we consider the TDOA estimation for a single signal block
containing all M microphone signals. For each signal block of length K, we
compute the auto- and cross-correlations of the microphone signals. Then
we determine the extremum positions of the autocorrelations and the maxi-
mum positions of the cross-correlations. Using this time information, a raster
matching is performed on each cross-correlation in order to identify the direct
path TDOAs.

11.3.1 Correlation and Extremum Positions

We use a modified version of the well known phase transform (PHAT) [10]
to compute the generalized cross-correlation (GCC) between two microphone
signals. In order to save computation time, we use the fast Fourier transform
(FFT) combined with zero-padding to calculate the linear correlation.

Let the block length K be a power of two. We append K zeros to the k-th
microphone signal in order to obtain a length 2K vector

yk =
[
yk(n), yk(n−1), . . . , yk(n−K+1), 0, . . . , 0

]T
. (11.17)

This finite-length sequence is transformed to the frequency domain by a
radix-2 FFT

Y k =
[
Yk(0), Yk(1), . . . , Yk(2K−1)

]T = FFT
{
yk

}
, (11.18)

where Yk(Ω) represents the discrete Fourier transform of yk in the Ω-th fre-
quency bin.

In order to combat the TDOA ambiguity caused by (nearly) periodic sig-
nals, a prewhitening step is necessary. A simple but effective method is the
phase transform (PHAT) which normalizes Yk(Ω) by its magnitude [10]. Af-
ter this operation, the phase information of all frequency bins contribute with
equal weight to the cross-correlation. This approach has one disadvantage:
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In frequency bins with a low signal spectrum, the noise has a pretty large
influence to the generalized cross-correlation. For uniformly distributed phase
noise, an additional maximum at n = 0 will occur in the cross-correlation.
In order to reduce the noise effect in these frequency bins, we propose to
modify the original PHAT by incorporating an empirical limiting parameter
ΓPHAT > 0 into the estimate of the generalized cross power spectral density

Ŝkl(Ω) =
Yk(Ω)Y ∗

l (Ω)

max
{∣∣Yk(Ω)Y ∗

l (Ω)
∣∣, ΓPHAT

} . (11.19)

The choice of ΓPHAT depends on the noise level and the block length K. For
a normalized signal dynamic range of [−1, 1], we used the value ΓPHAT =
K · 10−3 in moderately reverberant environments.

After the prewhitening step in Eq. 11.19, we compute the inverse fast
Fourier transform (IFFT) of Ŝkl(Ω)[

r̃kl(0), r̃kl(1), . . . , r̃kl(K − 1), 0, r̃kl(−K + 1), . . . , r̃kl(−1)
]T

= IFFT
{[

Ŝkl(0), Ŝkl(1), . . . , Ŝkl(2K − 1)
]T}

. (11.20)

Since the rectangular window and zero-padding in Eq. 11.17 cause a triangu-
lar windowing of the sample cross-correlation function, we compensate this
scaling by

r̂kl(n) =
1

K − |n| r̃kl(n) ∀ |n| ≤ nmax, (11.21)

where nmax is the largest TDOA value to be considered. This scaling compen-
sation has to be adjusted if we use other windows than the rectangular one
in Eq. 11.17.

Now we determine a set Pkl of “relevant” maximum positions nkl,σ from
the estimated cross-correlation r̂kl(n)

Pkl =
{

nkl,σ

∣∣nkl,σ = arg max
n

σ
{

r̂kl(n)
}
, σ ∈ {1, . . . , Σ}

}
. (11.22)

The notation arg max
n

σ{...} determines the position of the σ-th highest maxi-
mum. The number of maxima Σ should be considerably larger than the num-
ber of sources N . The term “relevant” means that Pkl hopefully contains
the direct path TDOA of all sources. In our experiments, we choose the 15
highest local maxima whose correlation values are above 20 % of the global
maximum. Of course, these empirical parameters need to be adjusted in other
environments.

For simplicity, we consider integer delays and TDOA values throughout
this chapter. By using interpolation of the discrete-time correlation functions
[4,6], real-valued TDOAs with a higher estimation accuracy are possible. Our
disambiguation approach is applicable to both integer and real-valued TDOAs.
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Relevant extremum positions of the autocorrelations are extracted in a
similar way as for the cross-correlations. The main difference is that PHAT
is not applicable to autocorrelations since it would return Ŝkk(Ω) = 1. In-
stead, we assume that the main part of the signal spectrum of each source is
received by all microphones in the same block. This motivates an average of
the power spectral densities of all microphone signals for each frequency bin.
The resulting generalized auto power spectral density of the k-th microphone
signal is

Ŝkk(Ω) =
Yk(Ω)Y ∗

k (Ω)

max
{

1
M

M∑
k=1

∣∣Yk(Ω)Y ∗
k (Ω)

∣∣, ΓPHAT

} . (11.23)

Again, we use the limiting parameter ΓPHAT > 0 to avoid a close-to-zero de-
nominator. In analogy to Eqs. 11.20 to 11.22, the extremum positions nkk,σ

of the autocorrelation r̂kk(n) except for the zero lag are determined and col-
lected in the set Pkk. Due to the symmetry of the autocorrelation function,
we only need to store the positive extremum positions.

11.3.2 Raster Matching

Besides the desired direct path TDOAs, it is very likely that the set Pkl deter-
mined in Eq. 11.22 also contains echo path TDOAs. These spurious maxima
in the cross-correlation have to be identified and rejected using the autocor-
relation extrema in Pkk and Pll. In a first attempt, the raster condition in
Eq. 11.15 motivates a search for all pairs of cross-correlation TDOAs whose
differences match an autocorrelation extremum position

nµ − nν = nη with nη ∈
(
Pkk ∪ Pll

)
, nµ, nν ∈Pkl, nµ > nν . (11.24)

If such a pair has been found, that cross-correlation maximum associated to
the arrowhead can be rejected immediately as Fig. 11.5 illustrates. To be more
specific, if nη ∈ Pkk, nµ can not be a direct path TDOA, and if nη ∈ Pll, we
remove nν from Pkl. After repeating this procedure for all autocorrelation
extrema nη from Pkk ∪ Pll, we hope that Pkl will finally contain all N direct
path TDOAs and no echo path TDOAs. In other words, there is no false
detection (echo path TDOA accepted) and no miss detection (direct path
TDOA rejected).

Unfortunately, this is not true in the reality. A number of practical prob-
lems cause both false and miss detection. This makes it necessary to develop
a more sophisticated strategy to distinguish between the direct path and echo
path TDOAs. In general, a miss detection is more critical than a false detec-
tion. While a rejected direct path TDOA is lost for ever, echo path TDOAs
which have not been rejected yet can still be identified during the subsequent
steps like zero cyclic sum matching, see next section. Below we describe the
main practical problems and discuss some implementation issues.
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First of all, the raster condition 11.15 is necessary but not sufficient. It is
possible that two cross-correlation maxima from different paths or different
sources appear in a distance which is identical to one of the autocorrelation
extremum positions. If we erroneously reject a direct path TDOA too early
based on the matching of only one pair of cross-correlation maxima, this direct
path TDOA is lost in all future steps resulting in a miss detection.

In order to prevent this from happening, we propose to first count all direct
path and echo path hits according to the number of arrowheads and arrow
tails, respectively, see Fig. 11.7. Obviously, those cross-correlation maxima
with a high number of direct path hits and a low number of echo path hits
are promising candidates for the direct path TDOAs.

n ∈ Pkl

r̂kl(n)

nη ∈ Pkk

{
nη ∈ Pll

{

Echo path hits:

Direct path hits:

Involved paths:

1

2

0κ

1

2

0ν

2

0

µκ

2

0

µν

2

0

�κ

0

4

00

2

0

�ν

1

2

µ0

1

2

�0

Fig. 11.7. Number of direct path and echo path hits in a scenario with one direct
and two echo paths between one source and each of the two microphones. In this
case, the desired direct path TDOA is that cross-correlation maximum position with
zero echo path hits.

Second, due to sampling, noise effects, finite block length, and imperfect
prewhitening of the source signals, the estimation of the maximum/extremum
positions in the cross- and autocorrelation is not perfect. In particular, the
raster condition 11.15 is not satisfied exactly for quantized time delays. Hence
it is not a good idea to make a hard decision based on an exact raster match.

We introduce a soft decision instead of a hard decision. For each cross-
correlation maximum nµ ∈ Pkl, we define a quality measure q(nµ). Its initial
value is the positive cross-correlation amplitude r̂kl(nµ). This quality value
will be increased or decreased during the subsequent steps. Its final value
determines whether nµ represents a direct path or echo path TDOA. In par-
ticular, in order to cope with quantized delays and other estimation errors, we
introduce a positive tolerance function of raster match (TFRM) ΓTFRM(n),
see Fig. 11.8. Its width, the tolerance width of raster match (TWRM) ΓTWRM,
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is typically in the order of a few samples. Its shape determines how smoothly
the quality measure of a TDOA candidate decreases from a perfect raster
match to a less accurate match.

n ∈ Pkk

∣∣r̂kk(n)
∣∣

0 nη n ∈ Pkl

r̂kl(n)

nη

n

ΓTFRM(n)

ΓTWRM

Fig. 11.8. Soft raster matching by using a tolerance function ΓTFRM(n). We look
for pairs of cross-correlation maxima from Pkl whose distance matches an autocor-
relation extremum nη in Pkk. The amplitude of the black dot • represents a quality
measure of the match. If there is no black dot, there is no match at all.

Each time when we find a (soft) raster match for nµ

nη ≈ |nµ − nν |, nη ∈ (Pkk ∪ Pll), nµ, nν ∈ Pkl (11.25)

where nµ is assigned to the arrow tail (likely a direct path TDOA), we increase
the quality value q(nµ) by the magnitude of the autocorrelation amplitude
|r̂kk(nη)| or |r̂ll(nη)| which is involved in the raster match. If nµ is assigned to
the arrowhead (likely an echo path TDOA), q(nµ) is decreased by the same
value. In addition, we take a non-perfect match n 	= 0 into account and scale
the correction value |r̂kk(nη)| or |r̂ll(nη)| by the tolerance function ΓTFRM(n).
In total, we calculate the quality value q(nµ) of the cross-correlation maximum
nµ by
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q(nµ) = r̂kl(nµ)+
∑

nη ∈ P
+
kk

|r̂kk(nη)| ΓTFRM

(
nη+nµ−nν

)
−
∑

nη ∈ P
−
kk

|r̂kk(nη)| ΓTFRM

(
nη−nµ+nν

)
+
∑

nη ∈ P
+
ll

|r̂ll(nη)| ΓTFRM

(
nη−nµ+nν

)
−
∑

nη ∈ P
−
ll

|r̂ll(nη)| ΓTFRM

(
nη+nµ−nν

)
(11.26)

with

P+
kk =

{
nη ∈ Pkk

∣∣∣ ∣∣nη+nµ−nν

∣∣ < 0.5ΓTWRM and nµ <nν

}
,

P−
kk =

{
nη ∈ Pkk

∣∣∣ ∣∣nη−nµ+nν

∣∣ < 0.5ΓTWRM and nµ >nν

}
,

P+
ll =

{
nη ∈ Pll

∣∣∣ ∣∣nη−nµ+nν

∣∣ < 0.5ΓTWRM and nµ >nν

}
,

P−
ll =

{
nη ∈ Pll

∣∣∣ ∣∣nη+nµ−nν

∣∣ < 0.5ΓTWRM and nµ <nν

}
,

nν ∈ Pkl.

For each nµ, the sets P+
kk and P−

kk contain those autocorrelation extremum
positions from Pkk which match to a pair of cross-correlation TDOAs nµ

and nν . While P+
kk denotes matches in which nµ is assigned to an arrow tail,

P−
kk denotes matches in which nµ corresponds to an arrowhead. P+

ll and P−
ll

are defined in a similar way.
The final decision about the cross-correlation TDOA nµ is based on the

final value of q(nµ):

nµ is

{
a direct path TDOA, if q(nµ) > tkl

an echo path TDOA, otherwise.
(11.27)

All accepted TDOAs are collected in a reduced set P′
kl. We used the threshold

tkl = min
nν ∈ Pkl

{
rkl(nν)

}
(11.28)

in Eq. 11.27. This choice is intentionally conservative in order to ensure that
no direct path TDOAs are rejected at this early step. Echo path TDOAs which
remain in P′

kl can be identified at the next step, the zero cyclic sum matching
in the next section.

Note that, though the raster matching greatly reduces the TDOA ambigu-
ity in cross-correlations, it is not able to resolve all ambiguities. A few difficult
situations are given below:
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• The raster condition in Eq. 11.15 is based on the assumption that each
autocorrelation extremum used in the raster matching involves the direct
path. If an autocorrelation extremum used arises from two echo paths, the
relationship

nkk,µν = nkl,µη − nkl,νη, µ 	= 0, ν 	= 0. (11.29)

holds. In this case, both quality values q(nkl,µη) and q(nkl,νη) have to
be decreased since both nkl,µη and nkl,νη are echo path TDOAs. In our
algorithm, however, one of the quality values will be decreased (arrowhead)
and the other one will be increased (arrow tail) since we assume that one
of the two (here path ν) is a direct path.

• If an echo path is involved in Pkl but neither in Pkk or in Pll, the raster
matching would not work.

• It can happen that different sources may produce identical direct or echo
path cross-correlation maxima. They sum to a larger maximum which can
be associated to both arrowhead and arrow tail. Fig. 11.9 shows such a
situation where a direct path maximum of source a overlaps an echo path
maximum of source b (bold line). In this case, a simple binary decision
about that maximum is impossible.

Nevertheless, these cases rarely occur in practice as we observed in our exper-
iments.

Contribution of source a:

n

r̂kl(n)

Contribution of source b:

n

r̂kl(n)

Echo path hits:

Direct path hits: 1

1

1

1

2

0

0

2

2

2

1

1

1

1

Fig. 11.9. Number of direct path and echo path hits for two sources with overlapping
cross-correlation maxima.
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11.4 Consistent TDOA Graphs

Starting from the sets P′
kl of direct path TDOA candidates for all microphone

pairs determined in the previous section, we now apply the zero cyclic sum
matching (Eq. 11.16) to estimate the source TDOA vectors τ̂σ. Clearly, some
combinations of TDOA estimates satisfy the zero cyclic sum condition and the
others not. The latter are caused by different propagation paths or different
sources. We study this combination problem in the framework of consistent
graphs. After a brief introduction into TDOA graphs, we discuss different
strategies for consistency check, describe properties of TDOA graphs, and
present a novel approach for the synthesis of consistent graphs as an efficient
implementation of the zero cyclic sum matching [16].

11.4.1 TDOA Graph

As shown in Fig. 11.10, the content of a source TDOA vector na can be
visualized by a weighted directed graph. It is called a TDOA graph. Each
node represents a microphone and each directed edge between two nodes has
a weight corresponding to the TDOA between these two microphones. The
edge direction is given by the order of microphones in the cross-correlation.
A change of the edge direction has the effect of a sign change of its weight.
Again we use integer TDOA values for simple illustration. The concept of
TDOA graphs applies to real-valued weights as well.

Microphone 1

Microphone 2

Microphone 3

Microphone 4

Microphone 5

Microphone 6

Microphone 7

5
9

2

4

6
7

4

3

1

1
2

7

5

3
2

2

4
5

2
3

1

na =
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Fig. 11.10. A fully connected consistent TDOA graph with 7 nodes and the related
source TDOA vector na.

TDOA graphs have the topology of Hamilton graphs, see Fig. 11.11. In a
Hamilton graph, there always exists a closed path through the graph contain-
ing each node once. This closed path is known as a Hamilton cycle. A fully
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connected graph corresponds to a source TDOA vector of length
(
M
2

)
. For

partially connected graphs, some vector elements are missing. The aim of our
synthesis algorithm is to compose Hamilton graphs that include the highest
number of nodes and are maximally connected.

Fig. 11.11. All possible topologies of Hamilton graphs with 5 nodes [12].

A TDOA graph consisting of exact TDOA values (not estimates) is always
consistent in the sense that the sum of all edge weights along any closed path
is zero according to the zero cyclic sum condition (11.16). This is very similar
to Kirchhoff’s second law valid for electrical circuits (voltage graphs) except
that we now replace voltages by TDOA values.

11.4.2 Strategies of Consistency Check

Below we analyze the complexity of different strategies to check the consis-
tency of a given TDOA graph. We assume a fully connected graph with M
nodes and

(
M
2

)
edges. For simplicity, we count each addition or comparison

as one operation.
In analogy to electrical voltage and potential, we can define a time po-

tential at each node as the time of arrival with respect to a reference node.
Let the time potential of the reference node be zero. The time potentials of
the remaining M − 1 nodes are then equal to their weights relative to the
reference node. In order to check the consistency of the graph, we only need
to compare the

(
M−1

2

)
edge weights not involving the reference node with the

corresponding potential differences. This leads to

Cpair = 2 ·
(

M−1
2

)
= (M − 1)(M − 2) (11.30)

operations. It can be shown that this is also the minimum complexity of any
consistency check.

Alternatively, we can analyze all
(
M
k

)
subgraphs of k nodes with k ≥ 3.

Since there are (k−1)!
2 different closed paths combining the k nodes and each

path causes (k−1) operations for consistency check, this approach requires

Ck-tup =
(

M

k

)
· (k − 1)!

2
· (k − 1) =

k − 1
2k

M(M−1) · · · (M−k+1) (11.31)

operations. Interestingly, only a subset of the
(
M
k

)
subgraphs are independent

in the sense that they have to be checked for consistency separately. The
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consistency of the remaining subgraphs follows immediately from the consis-
tency of these independent subgraphs.

A simple special case is k = 3. Here we only need to check the consis-
tency of

(
M−1

2

)
independent triples, see Fig. 11.12. This reduces the number

of operations to the minimum

Ctriple =
(

M − 1
2

)
· (k − 1)!

2
· (k − 1)

∣∣∣∣
k=3

= (M − 1)(M − 2) = Cpair.

(11.32)

The advantage of this independent triple approach in comparison to time
potential is the flexibility that there is no need to define a reference node.
Instead of the six independent triples in Fig. 11.12 sharing a common reference
node, we can also check the six independent triples in Fig. 11.13 without a
reference node. The remaining

(
M
3

)
−
(
M−1

2

)
=
(
M−1

3

)
dependent triples need

not to be considered.

Fig. 11.12. Splitting a fully connected graph of 5 nodes into 6 independent triples
by using a common reference node •.

Fig. 11.13. Splitting a fully connected graph of 5 nodes into 6 independent triples
without a reference node.

11.4.3 Properties of TDOA Graphs

In multiple source TDOA estimation, the aim is not the analysis but the
synthesis of consistent TDOA graphs starting from the sets P′

kl of TDOA
estimates. In the ideal case, the cardinal number |P′

kl| is equal to the number of
sources N and each TDOA estimate from P′

kl is equal to one of the true direct
path TDOAs. In reality, TDOA estimates might not exactly match their true
values. Some true TDOAs may be lost (miss detection) due to other strong
sources close to the microphones and some wrong TDOA estimates may have
been produced by echo paths or other measurement errors (false detection).
For different microphone pairs (k, l), P′

kl may have different cardinal numbers.
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As it is not ensured that all N true TDOAs are contained in P′
kl, the TDOA

graph can be incomplete. In addition to the |P′
kl| possible edge weights, the

edge between node k and l can be missing as well. By taking these |P′
kl| + 1

possibilities for the microphone pair (k, l) into account, a brute force synthesis
would need to check all

Cbf =
M−1∏
k=1

M∏
l=k+1

(∣∣P′
kl

∣∣+1
)

(11.33)

possible graphs for consistency. For M = 8 microphones and |P′
kl| = 7 TDOA

estimates for each microphone pair (k, l), the total number of possible graphs
is Cbf = 828 ≈ 2 · 1025. This is unacceptable for real-time applications.

One possibility to reduce the complexity is the use of time potentials as
introduced in the previous subsection. This is, however, not practical as illus-
trated in Fig. 11.14 where two sources a and b result in two incomplete TDOA
graphs. The missing edges are assumed to be not detectable. By considering
node 1 as the reference node • for defining time potential, the graph corre-
sponding to source a can be synthesized completely from TDOA estimates. In
contrast, only the bold subgraph containing six edges for source b at the right
hand side can be synthesized because the other nodes are not connected to
the reference node at all. The situation will even become worse if we use other
reference nodes than node 1. For this reason, we do not follow the time poten-
tial approach. Instead, we propose a synthesis algorithm based on consistent
triples.
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Fig. 11.14. Incomplete TDOA graphs make a choice of a common reference node
for all sources difficult.

Note that besides the desired direct path TDOA graphs, other combina-
tions of TDOAs can also form a consistent graph. There are two reasons for
this phenomenon of misleading consistency . First, the zero cyclic sum con-
dition 11.16 is necessary but not sufficient for TDOAs originating from a
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common source. Scenarios are possible, where TDOAs of different sources a,
b, and c satisfy

na,kl,00 + nb,lm,00 + nc,mk,00 = 0. (11.34)

Of course, the probability of this occurrence is quite small for randomly dis-
tributed sources. In practice, sound reflections frequently lead to misleading
consistency because the zero cyclic sum condition is also fulfilled even if an
echo path µ 	= 0 is involved

na,kl,0µ + na,lm,µ0 + na,mk,00 = 0 (µ 	= 0). (11.35)

Typically, microphone l is close to a wall. When we model sound propagation
and reflection by acoustic rays like the image source method [2], a reflecting
wall has the same effect on a microphone signal as a corresponding mirrored
microphone, see Fig. 11.15. Clearly, both the direct path graph b) and the
graph c) in Fig. 11.15 containing two echo path TDOAs are consistent. They
can not be distinguished by the zero cyclic sum condition 11.16. We will see
in the next section that the residual error in the source position estimation
can help to resolve this ambiguity.

Source a

Microphone l

Microphone k

Microphone m

Mirrored

microphone l̃

Path 0

Path 0

Path 0

Path µ k

l

m

7

3

10

k

l

m

15

3

18

a) b)

c)

Fig. 11.15. A typical scenario of sound reflection where TDOA ambiguity occurs.
Both paths 0 and µ to microphone l produce TDOAs which form consistent graphs.

Second, since TDOA estimates are derived from sampled and noisy micro-
phone signals, the zero cyclic sum condition is only approximately fulfilled.
We will accept a deviation of the zero cyclic sum∣∣nkl,µ1 +nlm,µ2 +. . .+npq,µκ−1 +nqk,µκ

∣∣ < ΓTWTM

2
(11.36)
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where the tolerance width of triple match (TWTM) ΓTWTM is in the order of
a few samples. The choice of ΓTWTM depends on both the magnitude of the
TDOA estimation errors and the path length κ. In order to keep ΓTWTM as
small as possible, short paths are preferred for consistency check. In analogy
to the tolerance function of raster match ΓTFRM(n) in Sec. 11.3, we also
introduce a positive, smoothly decreasing tolerance function of triple match
(TFTM) ΓTFTM(n) to measure how good the zero cyclic sum condition is
satisfied for a TDOA triple.

11.4.4 Efficient Synthesis Algorithm

Our strategy to synthesize approximately consistent TDOA graphs is based
on triples. For each microphone triple (k, l,m), let Tklm denote the set of
approximately consistent TDOA triples(

nkl,µ, nlm,ν , nmk,η

)
with

∣∣nkl,µ + nlm,ν + nmk,η

∣∣ < ΓTWTM

2
.

In total, the number of TDOA triples that need to be checked is

M−2∑
k=1

M−1∑
l=k+1

M∑
m=l+1

∣∣P′
kl

∣∣ · ∣∣P′
lm

∣∣ · ∣∣P′
mk

∣∣. (11.37)

This number can be reduced if the TDOA sets are stored as sorted lists. Those
TDOA estimates from P′

kl, P
′
lm, and P′

mk which do not contribute to consistent
triples in Tklm, will not be further considered. Since typically∣∣Tklm

∣∣� ∣∣P′
kl

∣∣ · ∣∣P′
lm

∣∣ · ∣∣P′
mk

∣∣, (11.38)

the complexity of our synthesis algorithm is significantly reduced.
Starting with an initial TDOA triple (nkl,µ1 , nlm,ν1 , nmk,η1) from Tklm,

we now consider an additional microphone o∈ {1, . . . , M}\{k, l,m} and try
to extend the TDOA triple to a consistent TDOA quadruple involving the
four microphones k, l,m, o. We search for at least two other TDOA triples in
the new sets Tlmo, Tmok, and Tokl with pairwise common edge weights. If, for
example, the triples (nmo,σ2 , nok,�2 , nkm,η2)∈Tmok and (nok,�3 , nkl,µ3 , nlo,κ3)∈
Tokl have common edge weights

nkl,µ1 = nkl,µ3 , nmk,η1 = −nkm,η2 , nok,�2 = nok,�3 ,

we build a fully connected consistent TDOA quadruple by combining these
three triples, see Fig. 11.16.

We repeat the synthesis of quadruple for any of the M−3 nodes{1, . . . , M}\
{k, l,m} which are not contained in the initial triple. All fourth nodes o, p, . . .
for which a complete consistent quadruple can be successfully constructed are
collected in a new set K with |K| ≤ M−3. Clearly, these consistent quadruples
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Fig. 11.16. Three consistent triples with pairwise common edge weights are com-
bined to a consistent quadruple.

with the same initial triple (k, l,m) form a consistent but not fully connected
star graph as shown on the left hand side of Fig. 11.17 for |K| = 2. The
missing

(|K|
2

)
edges among the |K| new nodes can be completed by triples

which have two edges in common with the star graph. On the right hand side
of Fig. 11.17, one such completing triple from Tmop is shown. Obviously, any
other matching triple from Tlop or Tkop can also be used for this purpose.
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Fig. 11.17. Combining quadruples with a common initial triple (bold line) will
result in a star graph. The star graph is completed by matching triples (dotted
line).

If all sets of TDOA triples T contain only the direct path triples of all
sources, any choice of the initial triple will result in a complete TDOA graph
for a particular source. But if the sets T also contain echo path triples like
in Fig. 11.15 c), different star graphs for the same initial triple are possible.
Fig. 11.18 illustrates this phenomenon for M = 6 nodes. Starting with the
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boldface initial triple, four quadruples have been synthesized for the remaining
3 fourth nodes o, p, q. While the fourth nodes p and q each produce only one
quadruple, the first two quadruples caused by the fourth node o may originate
from the true microphone and its mirror. At this position, we are not able to
decide which one is the correct one. Hence we accept all four quadruples and
combine them into two star graphs as shown in the bottom row of Fig. 11.18.
The final step is to complete these star graphs by looking for triples which
connect the nodes o, p, q.

1
34

23
1

o
4

67

23
1

p

5
32

23
1

q

2
45

23
1

134

5
32 2

4
5

23
1

467

5
32 2

4
5

23
1

Fig. 11.18. When combining quadruples to a star graph, echo path triples result
in different ambiguous star graphs.

One important feature of our synthesis algorithm is that no further con-
sistency check is necessary during the synthesis process because each closed
path and each subgraph of the resulting TDOA graph are (approximately)
consistent by construction.

11.4.5 Initialization and Termination

The iterative synthesis process, i.e. extending an initial TDOA triple to a
larger TDOA graph, is terminated if either the TDOA graph is already com-
plete or no TDOA triples can be found to complete the star graph. All
triples used in a synthesized TDOA graph σ are summarized in a set Gσ

with |Gσ| ≤
(
M
3

)
.

For multiple sources, the search for a new graph has to be initialized. In or-
der to avoid the synthesis of identical graphs, those triples which have already
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been used in existing TDOA graphs are discarded from further consideration
as initial triple. But we still use them to extend the next initial triple to a
larger graph for a quite simple reason. The first graph we have synthesized
might contain echo path TDOAs and thus will not be useful for localization.
We should have a chance to reuse the triples contained in the first graph for a
second attempt; otherwise these triples are lost for ever. The complete synthe-
sis algorithm is terminated, if each triple has been used in a TDOA graph or if
the remaining triples can not be combined even to quadruples. These isolated
triples are rejected since a three-dimensional source localization requires at
least four microphones.

The choice and the order of the initial triples have a great influence on
the number and quality of the synthesized TDOA graphs and the speed of
convergence. A high quality direct path initial triple would integrate much
more other triples into a highly connected graph than a poor initial triple.
The number of remaining triples is reduced significantly and the convergence
is fast. We observed in our experiments that this is particularly the case if the
initial triple has a small deviation from the zero cyclic sum and high quality
values of TDOA estimates. For this reason, we define a quality value

qT = ΓTFTM

(
nkl,µ+nlm,ν +nmk,η

)
·
[
q(nkl,µ) + q(nlm,ν) + q(nmk,η)

]
(11.39)

for each TDOA triple (nkl,µ, nlm,ν , nmk,η). The initial triple is then that un-
used one with the highest triple quality qT.

11.4.6 Estimating the Number of Active Sources

In practice, the above described synthesis algorithm returns a larger number
of TDOA graphs than the number of active sources, mainly due to residual
echo path triples. Typically, TDOA graphs corresponding to true source posi-
tions are highly connected while erroneous graphs caused by echo path triples
have a small number of nodes and edges. This motivates the introduction of
the connectivity w for each synthesized graph. It measures the degree of con-
nection of the graph and how good the zero cyclic sum condition is satisfied
for each valid triple

w =
∑

(nkl,µ,nlm,ν ,nmk,η)∈Gσ

ΓTFTM

(
nkl,µ + nlm,ν + nmk,η

)
. (11.40)

The maximum value of w is
(
M
3

)
· max

n
{ΓTFTM(n)}. The larger w is, the

higher the connectivity of the graph is. Our experiments show a significant
gap in w between correct and erroneous TDOA graphs in most cases. Hence
the number of high-connectivity graphs can be used to estimate the number
of active sources if it is unknown.
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Nevertheless, if a microphone is located close to a highly reflecting wall,
an echo path graph caused by the mirrored microphone might show approx-
imately the same graph connectivity as its corresponding direct path TDOA
graph. In this case, a disambiguation is difficult on the graph level. As the
position of the mirrored microphone does not match the true microphone posi-
tion which is used in source position estimation, a mirrored microphone graph
usually leads to a larger residual position error. This is an additional mean to
identify echo path TDOA graphs on the level of source position estimation.

11.5 Experimental Results

We evaluated the proposed algorithms for TDOA estimation in a real-time
demonstration system for multiple speaker localization. After a short intro-
duction into the system, we describe in details the behavior and performance
of our algorithms based on real experiments.

11.5.1 Localization System

Speech sources are recorded in a small rectangular acoustic lab of the size 4m×
2m × 2m. The floor and the wooden walls are covered by a thin carpet. The
ceiling is an acrylic glass. Fig. 11.19 shows a measured room impulse response.
It shows a large number of echos. The reverberation time is T60 ≈ 300 ms. Due
to fans and illumination, there is a weak background noise. The signal-to-noise
ratio (SNR) is roughly 50 dB. For reproducible experiments, the speech signals
are played back from loudspeakers instead of human speakers.

Time in ms
0 20 40 60 80 100

Fig. 11.19. Room impulse response measured in the acoustic lab.

Eight capacitive microphones and two loudspeakers are placed arbitrarily
in the room. The positions of the microphones are



Correlation-Based TDOA-Estimation for Multiple Sources 407⎡⎣3.71
0.49
1.59

⎤⎦ ,

⎡⎣3.69
1.21
1.57

⎤⎦ ,

⎡⎣2.61
0.01
0.17

⎤⎦ ,

⎡⎣ 1.86
0.75
1.68

⎤⎦ ,

⎡⎣1.85
1.63
1.25

⎤⎦ ,

⎡⎣0.82
0.29
1.78

⎤⎦ ,

⎡⎣0.39
0.40
1.03

⎤⎦ ,

⎡⎣ 0.30
1.76
0.97

⎤⎦ (11.41)

in meter. The positions of source a and b are

pa =

⎡⎣1.67
1.66
0.71

⎤⎦ , pb =

⎡⎣2.72
0.65
1.25

⎤⎦ . (11.42)

They are, together with their directions, illustrated in Fig. 11.20. The micro-
phone signals are synchronously sampled at 96 kHz and processed by a Linux
PC (kernel 2.6, dual core CPU at 2.8 GHz). Taking this high sampling rate
and the sound speed of 343 m/s at the room temperature 20◦C into account,
one sampling interval corresponds to a range quantization of 3.6 mm.

x
y

z

2
1

7

8

4

3

6
5

a

b

Fig. 11.20. Position and direction of microphones (◦) and sources (•) in the lab.

The real-time ability of the system is mainly determined by its latency
and throughput. Due to block processing, the latency time is determined by
the block length. In order to reduce the overall latency time, we implemented
a short data pipeline containing eight data buffers. The computation time for
the cross- and autocorrelations of the microphone signals is fixed for one signal
block. The time required for the raster matching and synthesis of consistent
graphs, however, depends highly on the number of accepted cross-correlation
maxima. It varies from block to block. Occasionally, we skip the processing of
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individual blocks if the processor load is too high. This is acceptable as long
as the rate of evaluated blocks is still high enough. In particular, the blocks
without speech activities need not be processed. We used a voice activity
detector (VAD) for this purpose.

The experiments are based on a block length of K = 4096 samples. This
corresponds to a time interval of approximately 43 ms. Due to the high sam-
pling rate, we did not perform interpolation of the discrete-time correlations.
The limiting parameter ΓPHAT for the phase transform in Eqs. 11.19 and
11.23 is chosen to be K · 10−3 ≈ 4. The tolerance functions used are depicted
in Fig. 11.21. Since we do not perform TDOA interpolation, these tolerance
functions need only be defined for integer arguments n.

n1

ΓTFRM(n)

1

ΓTWRM = 7

n1

ΓTFTM(n)

1

ΓTWTM = 9

Fig. 11.21. Tolerance functions used for echo path detection (left side) and approx-
imate triple consistency (right side).

11.5.2 TDOA Estimation of a Single Signal Block

In the following, one signal block of length 43 ms is analyzed. The eight
microphone signals are shown in Fig. 11.22. During this time, the source
signals contain a fricative [f] of one speaker and a diphthong [au] of the other
speaker.

We calculated M = 8 autocorrelation and
(
M
2

)
= 28 cross-correlation sig-

nals. The total number of cross-correlation maxima we selected for further
study is 28 · 15 = 420. After applying the raster matching as described in
section 11.3, the number of direct path TDOA candidates is reduced to 148.
The exact number of desired TDOAs for two sources is 56. The reason for our
intentional overestimation is the conservative detection in Eq. 11.27 in order
to avoid miss detections.

As an example, we consider below the cross-correlation between micro-
phone 1 and 4. The microphones have a distance of 1.87 m, corresponding to
an upper bound of nmax = 523 samples for the TDOA. From the source and
microphone positions, we calculated the true direct path TDOAs. They are
25.8 and 326.7 samples. The cross-correlation r̂14(n) is shown in Fig. 11.23.
Its 15 highest maxima are at the positions

P14 =
{
-81, -31, -4, 21, 48, 109, 162, 188, 267, 327, 337, 347, 358, 438, 448

}
.

(11.43)
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Fig. 11.22. One block of eight microphone signals

The autocorrelation extrema are located at

P11 =
{
10, 21, 28, 142

}
and P44 =

{
35, 52, 79, 224

}
. (11.44)

Taking the tolerance width ΓTWRM = 7 for the raster matching as shown
in Fig. 11.21 into account, we found a number of cross-correlation TDOA
pairs which match certain autocorrelation extremum positions from P11∪P44.
They are depicted in Fig. 11.24. If we only choose the cross-correlation maxima
without arrowheads, there would be just one valid TDOA at the position 438
which does not correspond to any of the source positions. By applying the
soft raster match as described in Sec. 11.3, the set P14 is reduced to

P′
14 =

{
-31, 21, 48, 267, 327, 337, 438

}
. (11.45)

Obviously, eight echo path TDOAs have been successively rejected while the
true direct path TDOAs 21 and 327 are still contained in P′

14. We also analyzed
the other signal blocks. In general, those cross-correlation maxima with more
arrowheads than arrow tails were rejected.
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Fig. 11.23. Cross-correlation r̂14(n) between microphone 1 and 4 and its 15 maxima.

-81 -31 -4 21 48 109 162 188 267 327 337 347 358 438 448 = P14

79 79 79 79 79

79 52 142 21

52 52 142 21

28 28 28 52 28 28

142 142 10 10 10 10

P11∪P44

Fig. 11.24. Detected pairs of cross-correlation TDOAs whose distances match au-
tocorrelation extremum positions.

Now we combine the 7 selected TDOA candidates from P′
14 with those

of the other microphone pairs by using consistent graphs. Our algorithm as
proposed in Sec. 11.4 returned 17 approximately consistent TDOA graphs.
Four of them are shown in Fig. 11.25. We only study graph I to III further.
The other graphs contain only four connected nodes like graph IV in Fig. 11.25
and will not be further considered due to their low connectivity.

Graph I connects seven of the eight microphones. A total number of 21
TDOA estimates fit together to one big approximately consistent graph cor-
responding to one source position. The TDOA between microphone 1 and 4
(bold edge in Fig. 11.25) is the value 21 from P′

14.
Graph II and III are quite similar. They connect 6 and 5 microphones,

respectively. Interestingly, both graphs share the same TDOA values between
microphone 1, 4, 6, and 7. They seem to originate from the same source, the
second source. Only sensor 3 shows different TDOA values to other micro-
phones in both graphs. The explanation of this phenomenon is that sensor 3
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Graph I:

1

2

3

4

5

6

7

8

-479

-213

-194
-407

-296

-29 21

-72

-265

-367

51

-43

-236

-338
-450

-95
-288

-390

-502

-101-111

Graph II:

1

2

3

4

5

6

7

8

646

-137
114

159
190

327

433

477

509

213

4475

-169

31

Graph III:

1

2

3

4

5

6

7

8

147

327

159

190

179

10

42 -169

-137

31

Graph IV:

1

2

3

4

5

6

7

8

-236
-487

-450

-250
-213

35

Fig. 11.25. Synthesized approximately consistent TDOA graphs based on the mea-
sured data.

represents in one graph the true microphone and in the other graph the mir-
rored microphone with respect to a wall. This is likely because microphone 3
is quite close to a wall. Which graph the correct one is can not be answered
here. In the next section, we will resolve this ambiguity based on the residual
error of the source position estimation.

A similar explanation applies to graph IV. It is a variation of graph I caused
by a mirrored microphone. The triple (2, 6, 8) is identical in both graphs. The
sensor 7 in graph IV represents a mirror of the true microphone 7 in graph I
with respect to a wall.
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11.5.3 Source Position Estimation

Taking the sound speed of 343 m/s into account, all TDOA estimates in graph
I to III are converted to distances. We used the simple spherical interpolation
(SI) method [18] to estimate the position of the two sources. Microphone
7 served as the reference sensor. Correspondingly, only 6, 5, and 4 TDOA
estimates with respect to microphone 7 from graph I to III are used in source
localization. The estimated source positions for the three TDOA graphs are

p̂I =

⎡⎣2.725
0.667
1.278

⎤⎦ , p̂II =

⎡⎣ 1.712
−0.688

1.291

⎤⎦ , p̂III =

⎡⎣1.671
1.693
0.713

⎤⎦ . (11.46)

The corresponding vector norm of the residual TDOA errors is

‖eI‖ = 0.016, ‖eII‖ = 1.027, ‖eI‖ < 0.001. (11.47)

Clearly, p̂I and p̂III are quite good estimates for pb and pa in Eq. 11.42, al-
though further improvement could be achieved by using the complete TDOA
graph. The large residual error ‖eII‖ shows that, though graph II is approxi-
mately consistent, the position estimation is not successful because the sensor
3 in graph II is actually a mirror of the true microphone 3 with respect to a
wall. All TDOAs relative to sensor 3 in graph II are “direct path” TDOAs
for the mirror microphone but echo path TDOAs for the true microphone. In
contrast, all TDOAs in graph III originate from direct path propagations, thus
leading to a very small residual error. We see that the residual error in source
position estimation provides an additional mean to resolve the ambiguity of
TDOA graphs.

11.5.4 Evaluation of Continuous Measurements

In this subsection, we describe the performance of our real-time multi-source
localization system during a continuous operation in the same setup as before.

The average CPU load is about 40 %. For each signal block of length
43 ms, the average computation time of our complete localization algorithm
consisting of

• preprocessing like VAD
• cross- and autocorrelations
• raster matching
• synthesis of consistent graphs
• source position estimation

is roughly 17 ms. The main computational effort is the calculation of cross-
and autocorrelations. By using a pipeline structure containing eight signal
blocks, the average block rejection rate of our system is in the order of a
few blocks per minute. As expected, this low complexity is mainly due to
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the significant reduction of ambiguous TDOAs by raster matching and the
synthesis of consistent graphs.

Fig. 11.26 illustrates the efficiency of the synthesis of consistent graphs.
Each point represents one signal block. The abscissa denotes the total number
of possible graphs Cbf for this block according to Eq. 11.33 if we perform a
brute force search. The ordinate shows the number of consistent triples for
this block which are then used in the synthesis of larger consistent graphs. For
the particular signal block we studied in the previous subsections, the total
number of 148 TDOA candidates would lead to Cbf ≈2 · 1021 different brute
force graphs. Our approach finds only 153 consistent TDOA triples.
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Fig. 11.26. Number of brute force graphs versus number of consistent triples.

In order to compare different synthesized TDOA graphs, we also computed
a quality value qG for each synthesized graph by summing up the quality values
q(nµ) of all involved TDOA estimates nµ. As q(nµ) and thus also qG depend
on the signal energy, we normalized each qG to an exponentially weighted
average (over signal blocks) of the maximum qG of all graphs. In order to
ensure for this experiment that exactly two speech sources are active in each
block, we modified the transmitted speech signals slightly by cutting off all
silence intervals from both source signals.

Fig. 11.27 shows the resulting graph qualities for a total number of 140
blocks. Each graph is assigned to either source a or b if the distance between
the true and estimated source position is less than 10 cm. In 24 % and 30 % of
the blocks, source a and b have no assigned graphs resulting in the value qG =0.
The sum of quality values of all unassigned graphs is shown in Fig. 11.27 c).
A detailed analysis reveals the following three types of unassigned graphs:

• Mirror microphone graphs like graph II and IV in Fig. 11.25 are approxi-
mately consistent, but lead to wrong source position estimates.



414 J. Scheuing, B. Yang

• Some graphs result in source position estimates immediately in front of or
behind the loudspeakers, especially for voiced speech blocks. One expla-
nation of this phenomenon could be the occurrence of standing waves in
the neighborhood of loudspeakers which cause virtual sources.

• Other graphs lead to random erroneous source position estimates which do
not appear in adjacent blocks. They can be easily detected and removed
by source tracking.

0

1
a) Quality of TDOA graphs assigned to source a

0

1
b) Quality of TDOA graphs assigned to source b

0

1

c) Sum of quality of unassigned TDOA graphs

1 140Signal block

Fig. 11.27. Quality values of assigned and unassigned TDOA graphs.

11.6 Summary

In this chapter, we have studied the cross-correlation based TDOA estima-
tion for locating multiple acoustic sources in reverberant environments. Due
to echo path propagations, multiple sources, and periodic signals, a typical
(generalized) cross-correlation between two microphone signals shows a large
number of maxima. The TDOA estimation is thus ambiguous. How to identify
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the direct path TDOAs and how to assign them correctly to different sources
remain difficult problems for a quite long time.

We have presented a novel approach to resolve these ambiguities. It is
based on two fairly simple observations:

• Cross-correlation maxima resulting from a direct and an echo path of the
same source signal always occur in a distance which also appears as an
extremum position in the autocorrelation of the microphone signals.

• TDOAs of all microphone pairs are redundant because their cyclic sum is
always zero.

The first observation motivates the use of additional extremum positions of
autocorrelations to find raster matching in cross-correlations. By doing so,
many of the echo path TDOAs can be identified and rejected.

In order to exploit the zero cyclic sum redundancy, we formulated the
TDOA disambiguation problem in the framework of consistent graphs. The
problem is then simplified to a synthesis of consistent graphs starting from
many different TDOA candidates for each graph edge. We have developed a
very efficient synthesis algorithm based on consistent triples. They are com-
bined and extended to larger TDOA graphs according to certain simple rules.
Each resulting TDOA graph is consistent by design and contains all TDOA
estimates belonging to the same source.

We also addressed many practical issues like delay quantization, estimation
error, mirrored microphone, and incomplete graphs. We introduced different
levels of quality for TDOA estimate, TDOA triple, and TDOA graph. These
quality values take approximate raster matching and approximate consistent
graphs into account. In particular, the quality of a TDOA graph is useful for
estimating the number of active sources if it is unknown in advance.

Finally, the efficiency and the real-time capability of our algorithms are
demonstrated in a real experiment using simultaneously active speech sources.
A single signal block is analyzed in details and continuous measurements are
reported.

Note that our algorithms for TDOA disambiguation are generic. They can
also be applied to TDOA estimates derived from other methods like impulse
response techniques. A further improvement of the described TDOA estima-
tion and localization system is an additional tracking on the TDOA or source
position level. An interesting idea in this context is the tracking of detected
echo sources that would allow the collection of information about sound re-
flecting walls. Also the synthesis of approximately consistent graphs can be
applied to other signal processing areas.
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12.1 Introduction

The application of microphone arrays and adaptive beamforming techniques
promises significant improvements compared to systems operating with a sin-
gle microphone as the spatial properties of the sound field are exploited. How-
ever, for real-world applications beamformers imply the risk of severe signal
degradation due to mismatched microphones. Microphone mismatch natu-
rally arises from production tolerances as well as from aging effects in the
long run. The influence of microphone mismatch on beamforming techniques
is barely addressed in literature. Mostly microphone mismatch is simply con-
sidered equivalent to deviations in the steering direction of a beamformer. In
fact both of these imperfections may cause the well-known signal cancellation
effect which usually comes along with a growth of the magnitudes of the filter
coefficients. However, there are major differences as it will be pointed out in
this chapter.

There are several well-known methods for improving the robustness of
adaptive beamformers. These methods can be categorized into two classes:
one class restricts the performance of the beamformer in such a way that
the beamformer operates reasonably despite the present errors (combatting
the symptoms). The other class aims to reduce the deviations themselves
(combatting the causes), i. e. by performing an equalization or a calibration.

A widely used member of the first class is the norm constraint [11] which
prevents an excessive increase of the filter coefficients by limiting their norm to
an upper bound. Another method to prevent the filter coefficient magnitudes
from growing too large is the application of a leakage factor [38]. In each time
step the filter coefficients are scaled down by a factor that is slightly smaller
than one. Especially for speech applications an adaptation control turns out to
be an effective method to prevent signal cancellation. The beamformer filters
are adapted during speech pauses only. However, during speech activity the
filters are no longer able to track the optimal solution.
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As mentioned above a different approach to avoid signal cancellation is to
reduce its causes, i. e. to reduce microphone mismatch as well as mismatch of
the room acoustics to the model assumed. A simple but costly method is to
pre-select the microphones for an optimal match. It is also possible to pre-
determine calibration filters by a special measurement and apply them after-
wards. However, both solutions require additional and costly measurements.
Furthermore, the microphones’ characteristics usually change over time due to
aging effects or environmental influences. For that reason, an adaptive match-
ing that tracks these changes is desirable. Recently, the topic of microphone
calibration has found increasing attention in literature. There were several
publications on adaptive self-calibration [25,31] as well as on approaches with
fixed calibration filters [28,30,40].

This chapter gives an overview on calibration techniques with fixed as well
as with adaptive filters. After a short introduction to beamforming techniques
we will point out the problem of mismatched microphones by theoretical in-
vestigations under the assumption of a diffuse noise field. In the systematic
investigations of adaptive beamformers an unknown characteristic was dis-
covered which could be denoted as “pattern cancellation effect”. In a third
section different calibration techniques are introduced. These techniques are
evaluated under more practical conditions by conducting Monte Carlo simu-
lations on the basis of measured microphone characteristics. Here, the limits
of the different calibration techniques are pointed out. In the following sec-
tion, we will focus on systems which calibrate the microphones automatically.
A class of efficient techniques for self-calibration is presented and compared to
existing methods. Such self-calibration methods perform a calibration adap-
tively in the background during normal operation of the system and therefore
save the need for an additional costly calibration procedure. The performance
of the calibration techniques is examined using practical real-world scenarios.

12.2 Beamforming with Ideal Microphones

12.2.1 Principle of Beamforming

The term beamformer is used for systems which sample a propagating wave
field with a certain number of sensors for achieving a spatial directionality
by processing the sensor signals to a single output signal. This directionality
can be used for noise reduction if desired signal components impinge from
different directions than the noise signal components onto the sensor group.
Particularly, for applications where signal and noise occur at the same time
and for the same frequency beamformer approaches yield effective solutions
for noise suppression.

In Fig. 12.1 a beamformer with M microphones is depicted. The sensor
signals are considered preliminarily as continuous time signals. Their spectra
XM

m (ω) are filtered by filters Wm(ω) and summed up to a single output signal
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with the spectrum XBF(ω). With vector notation

X(ω) =
[
XM

1 (ω), . . . , XM
M (ω)

]T
, (12.1)

W (ω) =
[
W1(ω), . . . , WM (ω)

]T (12.2)

the processing can be written as an inner product of two vectors:3

XBF(ω) = W H(ω)X(ω) . (12.3)

Using the power spectral density matrix of the input signals ΦM(ω) the power
spectral density of the output signal can be expressed as a quadratic form

ΦBF(ω) = W H(ω)ΦM(ω)W (ω) (12.4)

where ΦM(ω)
∣∣
m,n

= ΦM
m,n(ω) denotes the cross power spectral density of the

output signals of microphones m and n.

XM
1 (ω)

XM
2 (ω)

XM
M (ω)

XBF(ω)

W1(ω)

W2(ω)

WM (ω)

Fig. 12.1. Beamformer in direct structure. The sensor signals are filtered and
summed up to a single output signal. The desired signal is indicated by the straight
arrow.

The directionality of the beamformer is substantially determined by the
positions of the microphones and the adjustment of the filters Wm(ω). For
the design of the filters a desired direction u0 is specified which determines
the orientation of the beamformer. The corresponding relative time delays
τm,n(u0) related to a plane wave front coming from the desired direction have
to be compensated by the filters. These time delays depend on the positions
of the single microphones. The frequency domain representation of the time
delays are described by the steering vector E0(ω)=E(ω,u0), where E(ω,u)
corresponds to the relative time delays for a plane wave from an arbitrary
spatial direction u:4

3 The filter operation is formulated with conjugate complex values – as common in
the literature. This leads to simplified formulas for the filter design.

4 Here microphone 1 is used as reference.
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E(ω,u) =
[
1, exp

{
− jωτ2,1(u)

}
, . . . , exp

{
− jωτM,1(u)

} ]T
. (12.5)

For the simplest case – the so-called delay-and-sum beamformer – the fil-
ters W (ω) = E0(ω) solely compensate for the time delays corresponding to
the desired direction. Due to this phase alignment by the beamformer filters
signal components arriving from the desired direction interfere constructively
at the summation point at the output of the beamformer. In contrast, sig-
nal components arriving from off the desired direction interfere destructively.
However, the suppression of interferers strongly depends on the direction of
arrival and the wavelength of the interfering signal.

For the filter-and-sum beamformer the pure time delays are replaced by
linear filters with arbitrary transfer functions. This generalization leads to
some degrees of freedom over the delay-and-sum beamformer which can be
used for a more effective noise suppression. In a consequence, signals coming
from the desired direction are no more summed up in phase. The resulting
partly destructive interference for the desired signal has to be compensated
by higher filter amplifications in order to keep an undistorted transmission for
the desired direction. Due to its enhanced directional properties this approach
is also called superdirective beamforming.

Additional to the beamformer structure depicted in Fig. 12.1 the time
delays can be realized as separate time delay compensation filters. These filters
are connected in series to the residual filters. Such an implementation offers
the opportunity to design the noise suppression on the basis of time aligned
input signals which has the advantage of being simpler and more efficient.

A very important parameter of a beamformer is the spatial arrangement
of the microphones – the array geometry. Commonly the microphones are
positioned along an array axis uA as linear array. Depending on the steering
direction u0 broadside and endfire arrays are distinguished having the steering
direction perpendicular or parallel to the array axis, respectively.

In case of fixed beamformers the filters Wm(ω) are designed a priori under
the assumption of a known noise field or by specifying a desired beampat-
tern [34]. On the other hand the filter settings for adaptive beamformers are
changed permanently during operation in order to adapt to the present noise
situation.

In this section only continuous time signals are considered in order to ac-
commodate to the physical conditions. The analysis and the design of beam-
former filters are done in the frequency domain by transfer functions. In order
to implement the beamformers the resulting filter transfer functions have to
be realized by an appropriate structure. For this, usually FIR filters in the
time or frequency domain are utilized. Also sub-band implementations are
very common, where an analysis filter bank decomposes the signal into in-
dependent sub-band signals. A synthesis filter bank recombines the signals.
Depending on the chosen filter structure the specified transfer functions may
be replicated only approximately.
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12.2.2 Evaluation of Beamformers

In order to design optimum beamformers suitable performance criteria are
necessary. As in the literature hardly any attention is payed to the influence of
microphone characteristics on beamformers a comprehensive theoretical basis
for the evaluation of beamformers only exists for the case of omnidirectional
microphones, e. g. [8,12]. For this reason, in this section a generalization of the
known criteria for beamformer evaluation is proposed by explicitly considering
the influence of the single microphones.

For the evaluation as well as for the design of beamformers the acoustic
situation is commonly described by a simplified representation. The signal
spectra are separated into a desired component and a noise component. Often
a simple signal model is considered where the desired component consists of
one plane wave arriving from a single direction. The remaining signal por-
tion is considered as noise assuming that the desired signal and the noise are
statistically independent. In many practical applications this simplified signal
model turns out to be strongly idealized. For example in reverberant environ-
ments the direct path signal is superposed by various reflections which arrive
with some delay from arbitrary directions at the microphones. Depending on
the objective the reverberant signal path may be classified as an interfering
signal (i. e. for dereverberation) or as desired signal portion (i. e. for noise sup-
pression). In practice the performance which is predicted on the basis of the
simple signal model can mostly not be achieved completely.

12.2.2.1 Transfer Function

By its transfer function a beamformer is analyzed independently from a
present sound field purely by its array geometry and filter settings. The trans-
fer function HBF(ω,u) describes the relationship between an impinging signal
of a plane wave front and the output signal of the beamformer in dependence
of the direction of arrival u and the angular frequency ω. The microphones
are described by transfer functions HM

m (ω,u) of dimension one which contain
the directional characteristics in a normalized description:

HBF(ω,u) =
M∑

m=1

W ∗
m(ω)HM

m (ω,u) exp
{
− jω τm,1(u)

}
(12.6)

= W H(ω)H(ω,u)E(ω,u) . (12.7)

The three expressions in Eq. 12.7 represent the characteristics of the sound
field (E(ω,u)), of the microphone (H(ω,u)) and of the beamformer (W H(ω)).
According to Eq. 12.5 vector E(ω,u) contains the relative time delays τm,1(u)
and with it implicitly the positioning of the microphones. The spatial orienta-
tion of the microphones is taken into account by the diagonal matrix H(ω,u):

H(ω,u) = diag
{

HM
1 (ω,u) , . . . , HM

M (ω,u)
}

. (12.8)
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By introducing the matrix H(ω,u) the well-known beamformer transfer
function [8, 12] is generalized. Instead of the normally assumed identical
and omnidirectional microphones now microphones with arbitrary directional
characteristics can be considered.

12.2.2.2 Beampattern

The beampattern of a directional device is defined by the squared magnitude
of its transfer function:

ΨBF(ω,u) =
∣∣HBF(ω,u)

∣∣2 . (12.9)

Due to Eq. 12.6 the beampattern can also be expressed by

ΨBF(ω,u) = W H(ω)ΦM,p(ω)W (ω) (12.10)

where the normalized power density matrix for a plane wavefront5 ΦM,p(ω)
is composed by the elements

ΦM,p
m,n(ω,u) = HM

m (ω,u)
(
HM

n (ω,u)
)∗ exp

{
j ω

c (rm−rn)T u
}

. (12.11)

Here, rm and rn denote the positions of the microphones m and n, respectively.

12.2.2.3 Directivity

On the basis of the beampattern the directivity DBF(ω) forms an integral
measure which doesn’t depend on the direction of arrival. For this purpose
the beampattern for the desired direction u0 is normalized to the spatial
integration of the beampattern over all spherical directions:6

DBF(ω) =
ΨBF(ω,u0)

1
4π

2π∫
0

π∫
0

ΨBF(ω,u) sin θ dθ dϕ

. (12.12)

The steering direction of the beamformer u0 and the orientation of the micro-
phones uM

m do not need to be identical. However, in general a match of these
directions is advantageous with respect to an optimal performance.

For the case of an isotropic sound field as noise component and a plane
wave from direction u0 as desired signal component the directivity corresponds
to the array gain [11]:
5 Quantities corresponding to a plane wave sound field are labeled with an index p.

Respectively, the index i is used for the diffuse (isotropic) sound field. Only sound
signals with normalized power density spectra are considered here: ΦS,p

m,m(ω,u) =
ΦS,i

m,m(ω) = 1.
6 For the reason of simplicity the dependance on u0 has been dropped for DBF(ω)

here and in the following.
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DBF(ω) =
ΦBF,p(ω,u0)

ΦBF,i(ω)
. (12.13)

To consider the influence of the microphones the correlation characteristics of
the converted signals according to Eq. 12.4 have to be used.

Accordingly, the cross power spectral density for a diffuse sound field in-
cluding the transducers’ characteristics reads

ΦM,i
m,n(ω) =

1
4π

2π∫
0

π∫
0

HM
m (ω,u)

(
HM

n (ω,u)
)∗ exp

{
j ω

c (rm−rn)T u
}

sin θ dθ dϕ .

(12.14)

By using the two normalized power spectral density matrices ΦM,p(ω,u0)
and ΦM,i(ω) the power spectral densities ΦBF,p(ω,u0) and ΦBF,i(ω) at the
beamformer output can be determined using Eq. 12.4. In the case of a plane
wavefront arriving from the desired direction ΦBF,p(ω,u0) corresponds to
ΨBF(ω,u0). Thus, it is possible to determine the directivity of a beamformer
according to Eq. 12.13 on the basis of the cross power spectrum density of the
microphone signals and the beamformer filters:

DBF(ω) =
ΨBF(ω,u0)

W H(ω)ΦM,i(ω)W (ω)
. (12.15)

This generalized expression will be used to investigate the influence of non-
ideal microphone characteristics on beamformers. In that analysis the specific
transfer function of each microphone depends on frequency as well as the angle
of incidence.

12.2.2.4 Susceptibility

The evaluation criteria introduced so far all describe basically the mechanism
of a beamformer. A measure for a beamformer’s susceptibility to disturbances
was defined in [18]:7

K(ω) =
W H(ω)W (ω)
ΨBF(ω,u0)

. (12.16)

It corresponds to the L2 norm of the filter vector referring to the beampattern
for the desired direction ΨBF(ω,u0) = |W H(ω)H(ω,u0)E0(ω)|2. Thus, a
high value K(ω) also indicates a high internal signal amplification by the
filters. The inverse of the susceptibility is also known as white noise gain [11].

7 Deviating from the original definition in [18], here, the microphone influence ac-
cording to the generalized evaluation after Eq. 12.7 is incorporated in the denom-
inator.



424 M. Buck, T. Haulick, H.-J. Pfleiderer

12.2.3 Statistically Optimum Beamformers

This section describes the design of statistically optimum beamformers for
known sound field characteristics on the basis of the generalized expression
according to Sec. 12.2.2.

12.2.3.1 MVDR Criterion

A widely used design approach is the minimum variance distortionless re-
sponse (MVDR) design. The beamformer filters W (ω) are adjusted in such a
way that the output signal of the beamformer has minimum power. In order to
prevent the trivial solution W (ω) = 0M×1 it is required that at the same time
the transfer function for the desired direction equals HBF(ω,u0) = 1. With
the power spectral density of the output signal ΦBF(ω) according to Eq. 12.4
and the beamformer transfer function HBF(ω,u) according to Eq. 12.7 the
MVDR optimization criterion can be formulated as

min
W (ω)

{
W H(ω)ΦM(ω)W (ω)

}
(12.17)

subject to
W H(ω)H(ω,u0)E0(ω) = 1 . (12.18)

This is an optimization problem with linear constraints. The solution of this
problem can be derived analytically by the use of Lagrange multipliers and
reads:

W MVDR(ω) =

(
ΦM(ω)

)−1

H(ω,u0)E0(ω)

EH
0 (ω)HH(ω,u0)

(
ΦM(ω)

)−1

H(ω,u0)E0(ω)
. (12.19)

The expression in the numerator can be interpreted as a two step process [9]:
the inverse matrix affects a decorrelation of the microphone signals whereas
the remaining part acts as a matched filter beamformer. Since after this filter-
ing the desired signal components don’t necessarily sum up in phase MVDR
beamformers are superdirectional.

For the MVDR design the characteristics of the sound field as well as of
the microphones have to be specified within the normalized power density
matrix ΦM(ω). As sound field, commonly, a diffuse sound field is supposed.
With this choice inherently the directivity of the beamformer is maximized.

The filters resulting from the MVDR design typically show strong ampli-
fications for low frequencies. As a result the susceptibility K(ω) increases and
the beamformer gets sensitive to disturbances. For this reason it is advanta-
geous to limit the susceptibility to a maximum value Kmax. For this purpose
the optimization criteria according to Eqs. 12.17 and 12.18 are extended by
an additional quadratic constraint. The modified MVDR criterion reads
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min
W (ω)

{
W H(ω)ΦM(ω)W (ω)

}
(12.20)

subject to

W H(ω)H(ω,u0)E0(ω) = 1 and W H(ω)W (ω) ≤ Kmax . (12.21)

In [12] it is shown that a regularization of the normalized power spectral
density matrix by the term µ(ω) IM×M solves this optimization problem,
where IM×M denotes the identity matrix:

W
(µ)
MVDR(ω) =

(
ΦM(ω)+µ(ω) IM×M

)−1

H(ω,u0)E0(ω)

EH
0 (ω)HH(ω,u0)

(
ΦM(ω)+µ(ω) IM×M

)−1

H(ω,u0)E0(ω)
.

(12.22)
By the parameter µ(ω) ∈ R+

0 it is possible to influence the susceptibility
K(µ)(ω) where K(µ)(ω) shows a monotonously decreasing run over µ(ω) [18].
The optimal value for µ(ω) cannot be calculated analytically. But it is possible
to approximate the value µ(ω) in an iterative manner for example using the
bisection method [12].

12.2.3.2 Adaptive Beamformers

In case of the optimal beamformers investigated so far in this chapter it is
assumed that the statistical properties of the sound field are known a priori.
Since in general the acoustic situation may change over time in most cases
the sound field is not known in advance. For this reason the statistical prop-
erties may be estimated on the basis of the present microphone signals. The
beamformer filters are adjusted adaptively during operation in order to track
the optimum filter settings. For the optimization the MVDR criterion accord-
ing to Eqs. 12.20 and 12.21 may be used. An explicit consideration of the
microphone characteristics is not necessary for adaptive beamformers as the
estimate of the statistical properties bases on microphone signals rather than
on sound signals.

An adaptive MVDR beamformer can be implemented directly as a filter-
and-sum beamformer [15] as depicted in Fig. 12.2 a. Alternatively the MVDR
beamformer can be realized in the structure of a generalized sidelobe canceller
(GSC) [19] as shown in Fig. 12.2 b. In this approach the signal processing is
divided into two paths after the time delay compensation. The upper path
consisting of a fixed beamformer is non-adaptive. In the lower path a blocking
matrix realizes the directional constraint by cancelling signals from the desired
direction and thus in the ideal case generates pure noise reference signals.
These noise reference signals are led to unconstrained adaptive filters W a(ω)
which aim to cancel the remaining noise in the output signal of the fixed
beamformer XFBF(ω).
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X(ω) XBF(ω)

X(ω)

XB(ω)

XFBF(ω) XGSC(ω)

W (ω)

W q(ω)

W a(ω)B(ω)

a) Direct structure

b) GSC structure

Fig. 12.2. Diagram of the a) direct structure and the b) GSC structure of a beam-
former.

Obviously the optimization is based on the simple signal model, after which
the desired signal impinges as a plane wavefront from one discrete direction
u0 onto the microphone arrangement. For speech applications in closed rooms
this model is violated substantially: on the one hand there are deviations to the
acoustic model which may occur because of a mismatched steering direction
u0, sound reflections or nearfield effects. On the other hand the assumption
of an ideal transducer is not met because of microphone tolerances.

12.2.3.3 Signal Cancellation Effect

The effect of deviations from the signal model can be illustrated for the GSC
shown in Fig. 12.2 b: because of the above listed non-idealities, portions of the
desired signal may pour through the blocking matrix into the noise reference
signals XB(ω). From these portions the adaptive filters are able to partly
reconstruct the desired signal component in the output signal of the fixed
beamformer XFBF(ω). Thus, with the subtraction in Fig. 12.2 b the desired
signal is attenuated even though the directional constraint is formally fulfilled.
This phenomenon is known as signal cancellation effect [37]. For the case of a
mismatched steering direction this effect has been intensively studied [35,39].

Many methods have been proposed in order to prevent this effect. An
overview over these methods can be found for example in [24] or also in
Sec. 12.1. Here, only a few approaches which are particularly suitable for
speech applications are outlined:

• By additional linear constraints the degrees of freedom for the beampattern
can be reduced. For example so-called derivative constraints can be used
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in order to broaden the main lobe of the beamformer [2, 14, 32]. In this
way the beamformer gets more robust for small deviations of the steering
direction.

• By specifying quadratic constraints the susceptibility of the adaptive
beamformer can be limited. Thus, the robustness is enhanced. An example
for a quadratic constraint is given with Eq. 12.21 where the norm of the
filter vectors is bounded [11].

• Particularly for speech applications it is close at hand to control the adap-
tation step size depending on the acoustic situation. The signal cancella-
tion effect can be avoided if the adaption is stopped during speech activity
and performed only in speech pauses. One method for such a step size
control will be described in Sec. 12.5.4.

• The approaches listed so far each have the drawback of degrading the per-
formance of the beamformer. Instead, it can be attempted to compensate
for the room influences adaptively [1, 16, 23, 33]. In this way the causes
of signal cancellation are controlled without hampering the beamformer.
In [22] this approach is denoted as optimization under spatio-temporal
constraints.

12.3 Microphone Mismatch and its Effect
on Beamforming

While in the last section mainly microphones with ideal characteristics have
been considered, in this section the influence of non-ideal microphones is ex-
amined. Fixed and adaptive beamformers are handled separately in this in-
vestigation. The analyses are done in two steps: first, the filters W H(ω) of
the beamformer are determined, then, the resulting beamformer is evaluated
taking into account the microphone characteristics. For this, instead of signal
XM(ω) obtained by ideal microphones now the signal X̃

M
(ω) originating from

imperfect microphones is used. Accordingly, the cross power spectral density
of two microphone signals is Φ̃M

m,n(ω).
There is a fundamental difference between designing the filters of a fixed

beamformer and determining the adapted filters of an adaptive beamformer:
the filters of a fixed beamformer are optimized a priori with the assumption
of fictive boundary conditions and are applied independent of the specific mi-
crophone characteristic of the concrete array. On the contrary, the filters of
the adaptive beamformer adjust to the real boundary conditions on hand and
therefore depend among other things on the present microphone characteris-
tics.

In this chapter only linear deviations like mismatch of the frequency re-
sponse or the directional characteristics are considered. Non-linearities like
saturation effects are not treated here.
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12.3.1 Model for Non-Ideal Microphone Characteristics

In practical applications single microphones deviate from each other in their
transfer characteristics because of production tolerances or by environmental
influences. These deviations are regarded here as linear additive tolerances
relative to an ideal nominal value HM

m (ω,u):

H̃M
m (ω,u) = HM

m (ω,u) + ∆HM
m (ω,u) . (12.23)

In the case of mismatched microphones an evaluation can be accomplished
by the correlation properties. With H̃M

m (ω,u) Eq. 12.11 for a propagating
plane wave the spectral density now reads:

Φ̃M,p
m,n(ω,u) = H̃M

m (ω,u)
(
H̃M

n (ω,u)
)∗ exp

{
j ω

c (rm−rn)T u
}

. (12.24)

For a diffuse sound field Eq. 12.24 is averaged over all directions of a sphere
u = u(θ, ϕ) according to Eq. 12.14:

Φ̃M,i
m,n(ω) =

1
4π

2π∫
0

π∫
0

H̃M
m (ω,u)

(
H̃M

n (ω,u)
)∗ exp

{
j ω

c (rm − rn)T u
}

sin θ dθ dϕ .

(12.25)
The cross power density spectra are determined pairwise for all micro-
phone combinations of the array and gathered in the spectral density matri-
ces Φ̃

M,p
(ω,u) and Φ̃

M,i
(ω), respectively. These matrices contain information

on the sound field as well as on the microphone characteristics, implicitly
including the microphone mismatch.

With a given set of beamformer filters Wm(ω) an analysis can be performed
for actual non-idealities. The beampattern described by Eq. 12.10 reads for
mismatched microphones:

Ψ̃BF(ω,u) =

∣∣∣∣∣
M∑

m=1

W ∗
m(ω) H̃M

m (ω,u) exp
{
j ω

c rT
mu
}∣∣∣∣∣

2

(12.26)

=
M∑

m=1

M∑
n=1
n�=m

W ∗
m(ω)Wn(ω)

(
HM

m (ω,u) + ∆HM
m (ω,u)

)
·
(
HM

n (ω,u) + ∆HM
n (ω,u)

)∗
exp
{
j ω

c (rm − rn)T u
}

+
M∑

m=1

∣∣Wm(ω)
∣∣2 ∣∣HM

m (ω,u) + ∆HM
m (ω,u)

∣∣2
(12.27)

and the directivity of Eq. 12.15 is now written as:

D̃BF(ω) =
Ψ̃BF(ω,u0)

W H(ω) Φ̃
M,i

(ω)W (ω)
. (12.28)
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With a nominal beampattern that is normalized for the steering direction
ΨBF(ω,u0) = 1 for the susceptibility of Eq. 12.16 it follows:

K(ω) =
M∑

m=1

∣∣Wm(ω)
∣∣2 =

∥∥W (ω)
∥∥2

. (12.29)

12.3.2 Effect of Microphone Mismatch on Fixed Beamformers

Independently of the input signals non-adaptive beamformers show a fixed di-
rectionality that is defined by the design of the beamformer filters. However, in
practical applications with a real array the directional properties not only de-
pend on the filters but also on the actual properties of the single microphones.
That means that the nominal beampattern is not met exactly.

In this section, the imperfect beampattern according to Eq. 12.27 is sta-
tistically analyzed for given filter settings.8 For this purpose it is assumed
that the microphone array contains only microphones of the same nominal
type aligned into the same direction: HM

m (ω,u)=HM(ω,u). The microphone
deviations are considered as complex random variables that have zero-mean
E
{

∆HM
m (ω,u)

}
=0 and that are orthogonal E

{
∆HM

m (ω,u)∆HM
n (ω,u)

}
=0

for n 	= m. Using these assumptions the expectation value of the beampattern
can be determined:

E
{

Ψ̃BF(ω,u)
}

=
M∑

m=1

M∑
n=1
n�=m

W ∗
m(ω)Wn(ω)HM(ω,u)

(
HM(ω,u)

)∗
· exp

{
j ω

c (rm − rn)T u
}

+
M∑

m=1

∣∣Wm(ω)
∣∣2∣∣HM(ω,u)

∣∣2
+

M∑
m=1

∣∣Wm(ω)
∣∣2 E
{∣∣∆HM

m (ω,u)
∣∣2} .

(12.30)

For the succeeding investigation it is assumed that the deviations of the
single microphones have identical statistical distributions. With ε2(ω,u) =
E
{
|∆HM(ω,u)|2

}
the last equation can be reformulated:

E
{

Ψ̃BF(ω,u)
}

= ΨBF(ω,u) + ε2(ω,u)
M∑

m=1

∣∣Wm(ω)
∣∣2 (12.31)

or
E
{

Ψ̃BF(ω,u)
}

= ΨBF(ω,u) + ε2(ω,u)K(ω) . (12.32)

8 This approach corresponds to the analyses in [18] and [12]. In contrast to those
analyses, in the present approach a generalized model for the deviations of the
sensor transfer functions is utilized.
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Thus, in the statistical mean the microphone deviations cause the real beam-
pattern to be expanded for all directions relative to the nominal beampattern.
This amplification is proportional to the susceptibility of the beamformer. This
means in particular that the nulls of the beampattern are shaped less clearly.
For the case of a first-order differential array it has been shown in [3] that
phase deviations of the microphone transfer functions move the positions of
the nulls within the pattern whereas amplitude deviations reduce the depth
of the “nulls”.

12.3.3 Effect of Microphone Mismatch on Adaptive Beamformers

While non-adaptive beamformers are designed by predefined sound field prop-
erties without taking into account the microphone deviations of a present mi-
crophone array realization the optimization of adaptive beamformers is based
directly on microphone signals. Thus, the adjustment of the filters depend on
the microphone deviations on hand. According to Sec. 12.2.3.1 the power of
the beamformer output signal is to be minimized:

min
W (ω)

{
W H(ω) Φ̃

M
(ω)W (ω)

}
. (12.33)

The power density matrix of the microphone signals Φ̃
M

(ω) implicitly in-
cludes the influence of the microphone deviations. The directional constraint
according to Eq. 12.21 shall preserve an undistorted response for the desired
direction u0:

W H(ω)H(ω,u0)E0(ω) = 1 and W H(ω)W (ω) ≤ Kmax . (12.34)

This constraint does not depend on the input data since it is stiffly imple-
mented into the algorithm. That implies that microphone deviations are taken
into account for the power minimization in Eq. 12.33 but not for the con-
straint in Eq. 12.34. Besides the matrix Φ̃

M
(ω) the optimal solution for the

filters reads equal to Eq. 12.22:

W̃
(µ)

MVDR(ω) =

(
Φ̃

M
(ω) + µ(ω) IM×M

)−1

H(ω,u0)E0(ω)

EH
0 (ω)HH(ω,u0)

(
Φ̃

M
(ω) + µ(ω) IM×M

)−1

H(ω,u0)E0(ω)
.

(12.35)
If the microphones’ transfer characteristics deviate for the steering direc-

tion then despite keeping the directional constraint of Eq. 12.34 in general the
constraint is not met for the actual microphone transfer functions H̃(ω,u0):

W H(ω) H̃(ω,u0)E0(ω) 	= 1 . (12.36)

Thus, there is some room to move for the adjustment of the beamformer filters,
that as a matter of principle is used for further reduction of the output power
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according to Eq. 12.33. Because of the microphone deviations the constraint
doesn’t take effect completely.

If the beamformer is adapted during speech activity the power density-
matrix Φ̃

M
(ω) contains strongly correlated components. This may lead to a

compensation of the speech signal according to the signal cancellation effect
investigated in Sec. 12.2.3.3. However, in the further analysis we will restrict
solely to the case where adaptation is performed in speech pauses only. De-
pending on the correlation properties of the noise sound field also a compensa-
tion effect occurs in this case. This effect may affect the beamformer transfer
function for any direction of incidence. As the main lobe of the beamformer
picks up a considerable portion of noise power, the steering direction and thus
the response for the desired signal is affected in particular.

This effect has been studied in more detail in [4] by using a simple example
for concrete mismatch: a broadside beamformer consisting of two omnidirec-
tional microphones with spacing d is considered. The noise sound field is sup-
posed to be diffuse. The transfer functions of the two microphones are specified
by the real positive values η1 and η2 and shall not depend on frequency nor
on the direction of incidence:

H̃M
1 (ω,u) = η1 and H̃M

2 (ω,u) = η2 . (12.37)

For the diffuse sound field it is:

Φ̃M,i
m,n(ω) = ηm ηn si

(
ω (n−m) d

c

)
, (12.38)

with si(x) = sin(x)/x. With the acoustic delay vector for broadside steering
E0(ω) = [1, 1]T the filters of an MVDR beamformer result to

W̃ MVDR(ω) =
η1η2

η1
2 + η2

2 − 2 η1η2 si(ω d
c )

⎡⎢⎢⎣
η2

η1
− si

(
ω

d

c

)
η1

η2
− si

(
ω

d

c

)
⎤⎥⎥⎦ . (12.39)

For the case of identical microphones (η1 =η2) a delay-and-sum beamformer
with W̃MVDR,1(ω) = W̃MVDR,2(ω) = 1

2 results. For this constellation no su-
perdirective effect is achievable [7]. If the microphone characteristics differ
(η1 	= η2) filter curves result which deviate from the delay-and-sum beam-
former and depend on frequency.

For the desired direction the beamformer’s frequency response is depicted
for the given example in Fig. 12.3. Obviously, for mismatched microphones a
cancellation effect occurs which increases to lower frequencies. An attenuation
of 6 dB is reached for [4]

f6 dB ≈
√

3 c

2π d

|η1 − η2|√
η1 η2

. (12.40)
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Fig. 12.3. Beampattern for the desired direction ΨBF(ω,u0) for various relative
deviations of the microphone sensitivities. The frequencies f6 dB are marked.

For a relative deviation |η1−η2|√
η1 η2

of 1 dB and a microphone spacing of d=5 cm
a frequency f6 dB ≈ 216 Hz results.

In this simple example the mismatch of the microphones takes effect as an
high-pass filter for the desired direction despite the flat response which has
been specified by the directional constraint. The transfer characteristics of
real microphones are much more complex: in general the transfer functions of
the microphones depend on frequency as well as on the direction of incidence.
The deviations concern magnitudes as well as phases.

12.3.4 Comparison of Fixed and Adaptive Beamformers

Fixed beamformers are designed on the basis of pre-defined characteristics
of the sound field disregarding the actual microphone deviations. The opti-
mal solution for an adaptive beamformer however, is based directly on the
microphone signals and therefore depends on the present microphone devi-
ations. Solely the directional constraint is specified a priori for ideal micro-
phones without considering concrete deviations. The microphone deviations
have contrary effects on fixed and adaptive beamformers: while fixed beam-
formers show an expansion of the beampattern in the statistical mean, adap-
tive beamformers tend to attenuate the output signal.

12.4 Calibration Techniques and their Limits
for Real-World Applications

12.4.1 Calibration of Single Microphones

As discussed in the preceding section multi-channel noise reduction systems
lose performance for non-ideal microphones. For array processing the magni-
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tude as well as the phase of the frequency response of each single microphone
are important.

In order to determine in which range microphone mismatch may occur in
practical applications a series of microphones was measured and evaluated.
All microphones had the same nominal characteristics and were of the type
AKG Q400. This type of microphone is a differential microphone which has
been designed particularly for speech signal acquisition in automobiles.

12.4.1.1 Model for Microphone Deviations

First, it has to be specified which quantities are investigated and how devia-
tions are modeled.

Nominal Transfer Characteristics

The transfer functions of the microphones are considered to depend on the
angular frequency ω and the direction of incidence u. The nominal transfer
function GM

ref(ω,u) describes the conversion of the acoustic sound pressure
signal into an electrical output signal for an ideal microphone. The trans-
fer function can be separated into three factors: sensitivity TM

ref , frequency
response EM

ref(ω) and directional response HM
ref(ω,u):

GM
ref(ω,u) = TM

ref EM
ref(ω)HM

ref(ω,u) . (12.41)

The sensitivity is usually specified for the frequency f = 1 kHz. For this reason,
the nominal frequency response is normalized to this frequency:

EM
ref(ω=2π ·1 kHz) = 1. (12.42)

With this definition the nominal directional response HM
ref(ω,u) is not dis-

torted for the main direction uM since it describes the relative directional
properties relative to the main direction:

HM
ref(ω,uM) = 1 . (12.43)

For analyzing the influence of mismatch the relative deviations of the mi-
crophones are important. Therefore, the mean value of the measured quan-
tities are taken as nominal value for the microphones. The corresponding
results are depicted in Figs. 12.4 and 12.5. The nominal sensitivity has been
determined to TM

ref = 611 mV
Pa .

Microphones with Deviations

The transfer functions GM
n (ω,u) of real-world microphones show deviations

among one another. In this investigation these deviations are assigned com-
pletely to the directional responses HM

n (ω,u), whereas the frequency response
EM

n (ω)=EM
ref(ω) and the sensitivity TM

n =TM
ref are considered as ideal for all
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Fig. 12.4. Nominal frequency response EM
ref(ω) for the microphone type analyzed.

According to the definition there is EM
ref(ω=2π ·1 kHz) = 1.
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Fig. 12.5. Nominal directional response HM
ref(ω,u) separated in magnitude

and phase for the microphone type analyzed. According to the definition it is
HM

ref(ω,uM) = 1.

microphones. Thus, the analysis of the microphone mismatch can be accom-
plished purely on the basis of the directional responses HM

n (ω,u). Because of
the equalized reference value according to Eq. 12.43 the results can be eval-
uated directly without a further normalization. In contrast to the preceding
section here multiplicative deviations are considered instead of additive ones:

HM
n (ω,u) = ηM

n (ω,u) · HM
ref(ω,u) (12.44)

The multiplicative deviations ηM
n (ω,u) are regarded as complex random values

with
E
{
ηM

n (ω,u)
}

= 1 . (12.45)

From the multiplicative deviations the magnitude and phase mismatch can
directly be determined.
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12.4.1.2 Measurement of Microphone Deviations

For NMic = 47 microphones the transfer functions were measured in a plane
using a steerable turntable. For each microphone transfer functions were de-
termined for equidistant angles with distance ∆θ =10◦ at a sampling rate of
fA =16 kHz with 65 frequency points.9

Equalization of Microphone Responses

In order to determine deviations, first, the nominal values have to be specified.
As mentioned in Sec. 12.4.1.1 the average of the measured transfer functions
GM(ω,u) can be taken as nominal value GM

ref(ω,u).10 In order to accomplish
an equalization for the main direction uM the measured microphone transfer
functions are normalized:

HM
n (ω,u) =

GM
n (ω,u)

GM(ω,uM)
. (12.46)

Then, the nominal directional response HM
ref(ω,u) corresponds to the arith-

metic mean over all measured microphones:

HM(ω,u) =
1

NMic

NMic∑
n=1

HM
n (ω,u) . (12.47)

Determination of Deviations

The deviations are calculated according to Eq. 12.44:

ηM
n (ω,u) =

HM
n (ω,u)

HM(ω,u)
. (12.48)

By these definitions the following conditions are ensured:11

HM(ω,uM) = 1 , (12.49)

ηM(ω,u) = 1 . (12.50)

For the analysis of the multiplicative deviations ηM
n (ω, θ) the magnitudes

9 For the sake of a better readability in the further descriptions continuous quan-
tities ω and u are used instead of the discrete quantities ων and θµ of the mea-
surement points.

10 The arithmetic mean of a quantity is marked by an overline.
11 Within Eq. 12.48 the denominator can take on very small values for example

near a null of the directional response. By averaging over many measurements
the exact value zero doesn’t occur any more – however, very small values of the
denominator lead to high values for the deviations ηM

n (ω,u). In these areas the
phases for the respective angles are not very reliable.
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20 log10

∣∣ηM
n (ω, θ)

∣∣ dB (12.51)

and the phases
arg
{
ηM

n (ω, θ)
}

(12.52)

are evaluated separately. The results are presented in Sec. 12.4.1.4.

12.4.1.3 Calibration of Microphones

The objective of calibration is to measure existing deviations and to compen-
sate for them. In order to investigate the effect of a microphone calibration
residual deviations after the calibration are determined, evaluated, and com-
pared to the deviation of the uncalibrated microphones.

For the calibration each microphone is measured and a calibration filter
An(ω) is determined on the basis of this measurement. Since calibration is
accomplished by filtering the microphone output signal a calibration can only
correct for a frequency dependent deviation but not for deviations which de-
pend on the angle of incidence. As a matter of principle a complete match
of microphone transfer functions – i. e. for all frequencies and for all angles
of incidence – is not possible. Therefore, a calibration is mostly performed
for one specific direction of incidence, which typically is the direction of the
desired signal.

In this section, two calibration methods are compared:

• Calibration of the sensitivity
The deviation of the directional pattern at one discrete frequency fs in the
main direction uM is compensated by a real-valued scalar factor As

n:

H̃M,s
n (ω,u) = As

n HM
n (ω,u) , with As

n =
1∣∣HM

n (2πfs,uM)
∣∣ . (12.53)

This is equivalent to a calibration of the microphone’s sensitivity. After this
kind of calibration the condition according to Eq. 12.49 doesn’t hold any
more. A re-normalization becomes necessary which may shift the nominal
values marginally:

HM,s
n (ω,u) =

H̃M,s
n (ω,u)

H̃M,s(ω,uM)
. (12.54)

• Calibration of the frequency response
The directional response in main direction uM is equalized for the whole
frequency range by a complex-valued filter Ar

n(ω):

HM,r
n (ω,u) = Ar

n(ω)HM
n (ω,u) , with Ar

n(ω) =
1

HM
n (ω,uM)

. (12.55)
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Thus, the frequency response in main direction is equalized for angle and
phase deviations for each microphone. After having performed the calibration
the residual deviations are determined according to Eq. 12.48 with x ∈ {s, r}:

ηM,x
n (ω,u) =

HM,x
n (ω,u)

HM,x(ω,u)
. (12.56)

12.4.1.4 Results of the Measurements

By measuring the transfer functions GM
n (ω, θ) for the NMic =47 microphones

the random variables were determined according to Eqs. 12.51 and 12.52.
The mean value and the standard deviation of these random variables were
calculated, respectively.

The measured data sets were used to investigate the effect of the methods
for microphone calibration presented in Sec. 12.4.1.3. Since in this section
we are focussing on deviations, only standard deviations are depicted. The
nominal microphone transfer functions are shown in Sec. 12.4.1.1 on page 434.

Directional Pattern for Uncalibrated Microphones

For the uncalibrated microphones the resulting standard deviations of the log-
arithmic magnitudes and of the phases are shown in Fig. 12.6. The statistical
analysis of magnitudes and phases according to Eqs. 12.51 and 12.52 is prob-
lematic in the vicinity of nulls of the transfer function. There, the phase is
strongly varying and the logarithmic magnitude is showing very small values
with high dynamical range. Thus, the standard deviation is taking relative
high values in these areas. For the main direction uncalibrated microphones
show a standard deviation of about 0.5 dB to 1 dB for the logarithmic magni-
tudes and a standard deviation of about 4◦ to 5◦ for the phases.

Directional Pattern for Sensitivity-Calibrated Microphones

For the measured data base of transfer functions a calibration of the sen-
sitivities was performed according to Sec. 12.4.1.3. For this purpose, each
microphone transfer function was matched for the frequency fs = 1 kHz and
the main direction θ=0◦ by a real-valued scalar factor. After this calibration
the statistical analysis was accomplished. The results are depicted in Fig. 12.7.
Using the multiplicative model for the deviations the effect of the sensitivity
calibration gets obvious: in Fig. 12.7 b the standard deviation of the logarith-
mic magnitude for f =1kHz in main direction is 0 dB, whereas the standard
deviation of the phase at this point in the pattern doesn’t change signifi-
cantly compared to the uncalibrated case. This becomes evident by comparing
Fig. 12.7 d for the sensitivity calibration to Fig. 12.6 d for the case without
any calibration.
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Fig. 12.6. Results for the multiplicative deviations ηM
n (ω,u) for uncali-

brated microphones. a), b) Standard deviation of the logarithmic magnitude
20 log10 |ηM

n (ω,u)| dB. c), d) Standard deviation of the phase arg{ηM
n (ω,u)}.

Directional Pattern for Response-Calibrated Microphones

According to Sec. 12.4.1.3 also a frequency response calibration has been in-
vestigated by using the measured data base. For the main direction θ=0◦ the
magnitudes as well as the phases of the microphone transfer functions were
equalized by calibration filters. The corresponding results of the statistical
analysis are shown in Fig. 12.8.

After a response calibration (in the ideal case) no deviation should remain
for the main direction θ=0◦. Therefore, the standard deviations of the inves-
tigated random variables are exactly zero at these points. For this reason the
corresponding figures for the main direction are not depicted.

Analyzing Figs. 12.8 a and 12.8 b it is obvious that despite the response
calibration considerable deviations remain especially in the backward half-
space of the directional pattern of the microphones.

Discussion of the Different Calibration Methods

In Fig. 12.9 the statistical results of uncalibrated and calibrated micro-
phones are directly compared at different frequencies. Instead of multiplicative



Microphone Calibration for Multi-Channel Signal Processing 439

−180 −90 0 90 180
0

1

2

3

4

5

6

7

8

0

2

4

6

8

Angle in ◦

F
re

q
u
en

cy
in

kH
z

a) Magnitude in dB

0 1 2 3 4 5 6 7 8
0

0.5

1

1.5

Frequency in kHz

S
ta

n
d
ar

d
d
ev

ia
ti
o
n

b) Magnitude in dB, main direction

−180 −90 0 90 180
0

1

2

3

4

5

6

7

8

0

5

10

15

20

25

Angle in ◦

F
re

q
u
en

cy
in

kH
z

c) Phase in ◦

0 1 2 3 4 5 6 7 8
0

5

10

15

20

25

Frequency in kHz

S
ta

n
d
ar

d
d
ev

ia
ti
o
n

d) Phase in ◦, main direction

Fig. 12.7. Results for the multiplicative deviations ηM,s
n (ω,u) for sensitivity-

calibrated microphones. a), b) Standard deviation of the logarithmic magnitude
20 log10 |ηM,s

n (ω,u)| dB. c), d) Standard deviation of the phase arg{ηM,s
n (ω,u)}.

deviations again complex valued additive deviations ∆HM(ω,u) are consid-
ered here in order to get a more compact representation.

It is evident that calibration cannot improve the deviations at all angles.
Regarding the directional pattern a calibration is most effective in the local
surrounding of the direction for which the calibration has been performed.
Particularly for higher frequencies neither the sensitivity calibration nor the
response calibration are capable to reduce the microphone deviations signifi-
cantly in the backward half-space.

For all depictions in Fig. 12.9 strong deviations occur around an angle
of θ = 180◦, despite a zero is expected in this range. Reasons for that phe-
nomenon may be the fact that the position of the spatial nulls are varying from
microphone to microphone and that the depths of these “nulls” are different.

Overall, this investigation gives an indication what kind of microphone
specific deviations may occur in practical applications.
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12.4.2 Analysis of Fixed Beamformers

The data base of measured single microphones offers the possibility of inves-
tigating the effect of microphone mismatch on beamforming by Monte Carlo
simulations of concrete array realizations. In these simulations the deviations
are no more considered as statistical quantities but as deterministic ones.

For different beamformer parametrizations simulation runs were conducted
with I =500 concrete array “realizations” each. For each array “realization”
the transfer characteristics of the single microphones have been specified by
randomly selecting M different microphones and taking the corresponding
measurement data out of the data base. Thus, fictive microphone arrays are
combined on the basis of measured directional patterns.

For each combined array i ∈ {1, . . . , I} beamformers were calculated for
which the beampattern Ψ̃BF

i (ω,u) and the directivity D̃BF
i (ω) were evalu-

ated.12

As array configuration a linear broadside geometry is considered, which
consists of M = 4 microphones arranged equidistantly on the array axis uA

with a spacing of d = 5 cm. The orientations of the single microphones are
identical to the desired direction of the beamformer: uM

m =u0.
The calibration methods described in the preceding section are applied,

here: the simulations are carried out for uncalibrated, for sensitivity-calibrated
and for response-calibrated microphone data.

For the design of fixed beamformers according to Sec. 12.2.3 ideal mi-
crophone characteristics are supposed. As constraint the susceptibility of the
beamformer was limited to Kmax. The actual value of Kmax is a trade-off
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Fig. 12.8. Results for the multiplicative deviations ηM,r
n (ω,u) for response-

calibrated microphones. a) Standard deviation of the logarithmic magnitude
20 log10 |ηM,r

n (ω,u)| dB. b) Standard deviation of the phase arg{ηM,r
n (ω,u)}. The

standard deviations in main direction uM are both zero in accordance with the
definition.

12 Quantities which depend on concrete microphone deviations are marked with a
tilde (∼).
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Fig. 12.9. Variance of the additive microphone deviations for the different calibra-
tion methods.

between the robustness against microphone mismatch on the one hand and
the potential performance for noise reduction on the other hand. Thus, Kmax

should be chosen corresponding to the variance of the expected microphone
deviations. Within the simulations different values Kmax ∈ { 1

M , 1, 10, 100}
were analyzed. For the beamformer design ideal differential microphones of
the type supercardioid [13] were assumed. The filters were determined inde-
pendently of each calibration.

The beamformers were designed as MVDR beamformers according to
Sec. 12.2.3.1 under the assumption of a diffuse sound field. Thus, the sound
fields which are utilized for the design as well as for the evaluation agree.
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From the evaluated directivity curves the effect of microphone deviations on
the noise suppression performance can be deduced.

As result of the Monte Carlo simulations Fig. 12.10 shows the mean values
of the directivities and beampatterns for the desired direction for uncalibrated
and response-calibrated microphones. Compared to the delay-and-sum beam-
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Fig. 12.10. Average directivity D̃BF(ω) and average steering response Ψ̃BF(ω,u0)
for fixed beamformers for different limits for the susceptibilities. a, b) uncalibrated
mirophones, c) response-calibrated microphones, d) susceptibility K(ω) of the in-
vestigated beamformers.

former (Kmax =0.25) superdirective beamformers (Kmax >0.25) show higher
directivities which are increased by up to 2 dB. According to Figs. 12.10 a and
c this value is achieved for frequencies of about 1000 Hz. As expected, in the
frequency range above 3000 Hz no significant differences result for the different
beamformers because the allowed maximum value of the susceptibility Kmax

is not exploited there (Fig. 12.10 d). In the frequency range below 500 Hz a
high susceptibility has a negative effect:13 due to the high filter amplifications
the effect of microphone deviation is magnified. In Sec. 12.3.2 it has already
been shown that the directionality of a fixed beamformer is reduced for high

13 A similar behaviour has been observed in [12].
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susceptibilities in the statistical mean. The average directivity of the single
microphones is about 5 dB (see Fig. 12.14 on page 449).

According to the theoretical analysis in Sec. 12.3.2 the steering response
Ψ̃BF(ω,u0) equals the co-variance of the microphone transfer functions mul-
tiplied by the susceptibility of the beamformer. The results obtained by the
Monte Carlo simulations in Fig. 12.10 b confirm this effect.
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Fig. 12.11. Results for fixed beamformers with Kmax =10. Comparison of a) average
directivity and b) average steering response for different calibration methods. c, d)
mean values and extreme values of the directivities for different calibration methods.

In Fig. 12.11 the results for the different calibration methods are compared
for Kmax = 10. According to Fig. 12.11 a the directivity cannot be increased
significantly by calibration of the microphones. This refers to the problem of
matching single microphones as pointed out in Sec. 12.4.1.4. There, it has
been noticed that microphone deviations cannot completely be compensated
for (see Fig. 12.9).

For the case of the response-calibrated microphones – as expected – no
distortion of the steering direction occurs (Fig. 12.11 b) since for the de-
sired direction u0 the microphone deviations were equalized. By means of
a sensitivity-calibration only a slight improvement compared to the uncali-
brated case can be achieved. This is due to the fact that solely the magnitude
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at a specific frequency (fs = 1 kHz) was matched and the phases were not
considered at all.

As illustrated in Figs. 12.11 c and d the spread of the directivities is sig-
nificantly reduced by the response calibration.

12.4.3 Analysis of Adaptive Beamformers

Adaptive beamformers permanently adjust their filter coefficients in order to
adapt to varying acoustic situations. For stationary sound field properties the
beamformer filters converge against the optimal Wiener filter solution [11].

This optimal solution depends on the sound field characteristics as well
as on the microphone properties which are comprised in the power density
matrix ΦM(ω) according to Sec. 12.2.3. With the modification for mismatched
microphones introduced in Sec. 12.3.3 the power density matrix Φ̃

M
(ω) results.

Thus, the optimal solution for the beamformer filters does not depend only
on the properties of the sound field but also on the actual deviations of the
microphone transfer functions. In the Monte Carlo simulations for each array
“realization” a specific power density matrix Φ̃

M

i (ω) has to be determined
by using specific transfer functions of single microphones. Using this specific
matrix the corresponding optimal beamformer filters W̃

(µ)

MVDR,i(ω) can be
calculated which are in the same way specific for each array “realization”.

For speech applications the adaptation of the beamformer filters is per-
formed only during speech pauses in order to prevent the signal cancellation
effect. Accordingly, the analysis of the simulated beamformers is accomplished
by considering the noise sound field only, i. e. in the absence of the desired
signal. For the investigation of the adaptive beamformers – analogous to the
analysis of the fixed beamformers in the preceding section – a diffuse sound
field is assumed. A method to determine the power density matrix Φ̃

M,i

i (ω) in
a diffuse noise field for given microphone transfer functions has been sketched
in the preceding section. This method is documented in more detail in the
appendix 12.A.

With the resulting normalized spectral density matrix Φ̃
M,i

i (ω) the optimal
solution for the beamformer filters can be calculated in accordance to Eq. 12.35
[8, 11]:

W̃
(µ)

MVDR,i(ω) =

(
Φ̃

M,i

i (ω) + µ(ω,Kmax) IM×M

)−1

E0(ω)

EH
0 (ω)

(
Φ̃

M,i

i (ω) + µ(ω,Kmax) IM×M

)−1

E0(ω)
. (12.57)

Using the parameter µ(ω,Kmax) and the identity matrix IM×M the normal-
ized power density matrix Φ̃

M,i

i (ω) can be regularized for any frequency ω, in
such a way that the maximum value for the susceptibility Kmax is satisfied:∥∥W̃ (µ)

MVDR,i(ω)
∥∥2 ≤ Kmax . (12.58)
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In contrast to the design of fixed beamformers no assumptions about the
microphone type have to be made for adaptive beamformers. As the power
density matrix Φ̃

M,i

i (ω) refers to (“real”) microphone signals the directional
properties of the single microphones – including the specific deviations – are
already considered.
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Fig. 12.12. Average directivity D̃BF(ω) and average steering response Ψ̃BF(ω,u0)
for adaptive beamformers for different values Kmax. a, b) uncalibrated microphones,
c, d) sensitivity-calibrated microphones, e) response-calibrated microphones, f) av-
erage susceptibility K(ω) for the different calibration methods.
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As shown in Figs. 12.12 a and c high values of the susceptibility can have a
negative effect on adaptive beamformers as well. However, this holds only for
the cases where the microphone transfer functions H̃M

m (ω,u) show deviations
for the steering direction u0: for response-calibrated microphones the directiv-
ity shows a monotonously increasing run over the susceptibility. In these cases
a higher susceptibility never means a loss in directivity (see Fig. 12.12 e). Par-
ticularly for the lower frequencies the advantage of the calibration is evident.

In Figs. 12.12 b and d a strong attenuation for the steering direction in the
low frequency range is conspicuous. At the first glance this does not seem plau-
sible since the optimal beamformer filters W̃

(µ)

MVDR,i(ω) have been designed
by implicitly considering the specific microphone deviations. As discussed in
Sec. 12.3.3 the reason is that the concrete microphone deviations are con-
sidered of course for the power minimization at the beamformer output but
not in the formulation of the directional constraint. However, the directional
constraint was introduced with the aim to ensure an undistorted steering
response.

The directional constraint for the beamformer filters W (ω) is formulated
for ideal microphones independently of the actual sound field or microphone
properties:

HBF(ω,u0) = W H(ω)H(ω,u0)E0(ω) != 1 . (12.59)

If deviations from the ideal microphone transfer functions occur it is not
ensured that the a priori specified constraint according to Eq. 12.59 is met:

H̃BF(ω,u0) = W H(ω) H̃(ω,u0)E0(ω) ?= 1 . (12.60)

The adaptive filters W (ω) are adjusted in such a way that the output sig-
nal power of the beamformer is minimized while keeping the constraint of
Eq. 12.59. If the microphone transfer functions deviate for the steering direc-
tion a margin results which as a matter of principle is used by the adaptive
filters to further reduce the output power. Since for a diffuse sound field the
noise is spatial equally distributed any spatial direction may be subject of
this attenuation effect. This effect particularly affects the steering direction
as the main lobe of the beamformer is aiming in this direction and is receiving
a considerable portion of the total signal energy. With that, the reduction in
directivity shown in Figs. 12.12 a and c can be explained.

For the response-calibration H̃M
m (ω,u0) = HM

m (ω,u0) is valid. Thus,
Eqs. 12.59 and 12.60 are equivalent. No distortion for the steering direction
can occur and high filter amplifications – i. e. high susceptibilities – cause an
increase of the directivity (see Fig. 12.12 e). In the statistical mean there are
higher filter amplifications for uncalibrated microphones compared to cali-
brated microphones (see Fig. 12.12 f). This is again caused by the attenuation
effect described above which requires higher filter amplifications for the signal
attenuation. In Sec. 12.3.3 this phenomenon has been discussed theoretically
by means of a simple example.
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Fig. 12.13. Results for Kmax = 10 for adaptive beamformers. Comparison of a)
average directivity and b) average steering response for different calibration methods.
c, d) mean values and extreme values of the directivities for different calibration
methods.

It has to be emphasized that the previously discussed attenuation for the
steering direction is different to the well-known “signal cancellation” effect.
Signal cancellation can only occur when signal components of the desired sig-
nal impinge onto the microphone array from directions other than the steering
direction. This may occur due to an inaccurate time delay compensation or
due to reflections within a room [23, 37]. However, in the present case any
effect of the desired signal can be excluded as the beamformer filters are
adapted solely on the basis of the noise signal. Consequently, the attenuation
of the desired signal is caused only by the microphone deviations, as already
described above. In the literature very few contributions exist which analyze
the effect of microphone deviations on beamformers in the absence of the de-
sired signal. In [10] and [29] the influence of an incorrect steering direction
is analyzed in the absence of the desired signal. However, the respective ap-
proaches suppose ideal microphones and are therefore not suitable to consider
uncalibrated microphones.

Fig. 12.13 illustrates the effect of the different calibration methods on
adaptive beamformers with a maximum susceptibility of Kmax = 10. In con-
trast to fixed beamformers the directivity can be increased by up to 2 dB
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by means of microphone calibration (Fig. 12.13 a). Considering the steering
response in Fig. 12.13 b the necessity of a calibration becomes evident. The
sensitivity calibration shows good performance around f =1 kHz. But the re-
sponse calibration performs clearly best for all frequencies f <2 kHz. It is also
evident that the range of variation of the directivities D̃BF

i (ω) are significantly
smaller in Fig. 12.13 d than in Fig. 12.13 c.

12.4.4 Comparison of Fixed and Adaptive Beamformers

According to Figs. 12.14 a and c fixed beamformers show an advantage over
adaptive beamformers in the case of uncalibrated microphones and a diffuse
noise field. In the low frequency range the average directivity of the adaptive
beamformer is even lower than the average directivity of the single micro-
phones. Due to microphone deviations the signal attenuation effect described
in the preceding section as well as in Sec. 12.3.3 occurs. For the average
steering responses contrary curves result for fixed and adaptive beamformers.
In case of fixed beamformers the filters have been designed a priori without
considering microphone deviations. In the statistical mean a moderate ampli-
fication of the steering direction u0 results for mismatched microphones. By
contrast to this the filters of the adaptive beamformer were adapted specifi-
cally for the existing microphone deviations. This specific design induces an
attenuation of the signals from the desired direction which may be more or
less severe depending on the actual deviations.

A response calibration shows much more effect in the case of adaptive
beamformers than in the case of fixed beamformers. Especially in the low
frequency range the directivity of adaptive beamformers exceeds the ones of
the fixed beamformers (Fig. 12.14 b).

When comparing the susceptibilities according to Fig. 12.14 d, the filters
of fixed beamformers show in the average smaller amplifications than the
(specific) filters of the adaptive beamformers. Particularly the specific opti-
mization towards the existing microphone transfer functions requires higher
filter amplifications in the case of the adaptive beamformer. If the micro-
phones show deviations for the steering direction u0 additional freedom for
the filter adjustment occurs within the specific design which is misused for an
attenuation of the desired signal and a higher susceptibility.

In Fig. 12.15 the average beampatterns for Kmax =10 are depicted for the
frequency f =1 kHz. Comparing Figs. 12.15 a and c the described attenuation
effect for adaptive beamformers with uncalibrated microphones is evident:
for almost all spatial directions adaptive beamformers show smaller values
than fixed beamformers do. This effect increases towards lower frequencies. In
contrast to the well-known “signal cancellation” effect this phenomenon could
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Fig. 12.14. Comparison of fixed and adaptive broadside beamformers for Kmax =10.
a) average directivity for uncalibrated microphones, b) average directivity for
response-calibrated microphones, c) average steering response for uncalibrated mi-
crophones, d) (average) susceptibility.

more precisely be named as “pattern cancellation” since no desired signal was
considered for the filter adjustment and the whole beampattern is affected.14

For calibrated microphones (Figs. 12.15 b and d) the “nulls” in the beam-
pattern are more distinctive. Furthermore the constraint of an undistorted
response for the desired direction u0 is fulfilled on principle.

12.5 Self-Calibration Techniques

As discussed in the preceding section the signal model that has been used for
the beamformer design in Sec. 12.2.3 has turned out to be too simple for most
practical applications. On the one hand a more complex acoustic situation is
present: instead of a pure plane wave from the steering direction the desired
signal may impinge also from other directions due to sound reflections. Also
a mismatch between the steered direction and the real direction of incidence
14 The “signal cancellation” effect occurs due to signal components which are cor-

related to the desired signal and impinge from directions other than the desired
direction.
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Fig. 12.15. Beampatterns for fixed and adaptive broadside beamformers for the fre-
quency f =1 kHz and the maximum susceptibility Kmax =10: average values (−−−−),
maximum values (− ·) and minimum values (−−) each in dB. a) fixed beamform-
ers with uncalibrated microphones, b) fixed beamformers with response-calibrated
microphones, c) adaptive beamformers with uncalibrated microphones, d) adaptive
beamformers with response-calibrated microphones.

of the desired signal may occur. On the other hand in this signal model ideal
microphones are supposed. However, in practical applications tolerances re-
sulting from the production process or caused by environmental stress occur
by nature. Furthermore, microphone deviations may change over time due to
aging effects. They therefore cannot be considered as constant over the whole
life cycle.

Both, real room acoustics and microphone mismatch mean deviations form
the signal model and therefore may impair the performance of a beamformer.
This chapter is mainly focussed on deviations originating from microphones.
The effects of microphone mismatch has been studied theoretically in Sec. 12.3
and by simulations with real measured data in Sec. 12.4. Particularly adap-
tive beamformers show a high susceptibility to microphone mismatch (“pat-
tern cancellation” effect in Sec. 12.4.4). In this section a class of methods for
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performing a kind of response-calibration is presented. These methods work
adaptively during operation of the beamformer in the background. Whereas in
the preceding sections mainly continuous time signals have been considered,
now, sampled time signals are assumed. The signal processing is performed in
the sub-band domain with complex valued sub-band signals where the time
index of the sub-sampled signals is denoted with n. It is supposed that the
time domain input signals have already been decomposed by an analysis filter-
bank [20]. With an appropriate synthesis filter-bank the sub-band signals at
the output are combined to a time domain output signal.

12.5.1 Basic Unit

The methods proposed in this section are based on a simple basic unit. For
the multi-channel case one or more instances of this basic unit are necessary
to build up a self-calibrating stage. The basic unit relates two input signals to
two output signals as depicted in Fig. 12.16. For each sub-band µ the refer-
ence signal xIC,µ(n) is filtered by an adaptive FIR filter having N coefficients
vIC,µ(l, n) with 0 ≤ l < N and n denoting the subsampled time index. As a
result the calibrated output signal xc

IC,µ(n) is obtained:15

xc
IC,µ(n) =

N−1∑
l=0

v∗
IC,µ(l, n)xIC,µ(n − l) . (12.61)

xIC,µ(n)

dIC,µ(n)

vIC,µ(l, n)

z−D
eIC,µ(n)

xc
IC,µ(n)

IC

Fig. 12.16. Basic unit for self-calibration. The reference signal xIC,µ(n) is matched
to the desired signal dIC,µ(n) by the adaptive filter vIC,µ(l, n). Output signals of
the basic unit are the calibrated signal xc

IC,µ(n) and the error signal eIC,µ(n). The
abbreviation IC stands for interference canceller.

The other input signal dIC,µ(n) is used as target signal. For adjusting the
adaptive filter vIC,µ(l, n) the error signal eIC,µ(n) is calculated as the difference
15 The raised index c indicates the calibrated signal.
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of the target signal and the calibrated signal

eIC,µ(n) = dIC,µ(n − D) − xc
IC,µ(n) . (12.62)

In order to model non-causal portions a delay of D samples may be introduced
for the target signal. The filter coefficients vIC(l, n) are adjusted such that the
mean-squared error is minimized. This can be accomplished adaptively by the
normalized least-mean-square algorithm (NLMS) [21]:

vIC,µ(l, n+1) = vIC,µ(l, n)+
β(n)

N−1∑
p=0

∣∣xIC,µ(n − p)
∣∣2 e∗IC,µ(n)xIC,µ(n−l) . (12.63)

With the stepsize parameter β(n) the adaptation can be controlled.
The structure in Fig. 12.16 is also known as “Interference Canceller” (IC)

[36]. Originally, its task was to cancel out correlated signals from the input
signal dIC,µ(n) and it was the error signal eIC,µ(n) which was of interest.
However, in this contribution this basic unit is used to perform a matching
of the two input signals. Therefore the calibrated output signal xc

IC,µ(n) is
important, too. The filter coefficients are adapted only in time frames where
the desired signal has sufficient signal power over the background noise.

12.5.2 Configurations for Array Processing

For the multi-channel case with more than two microphones several instances
of the basic unit are necessary to build up a self-calibration stage. There are
different possibilities to choose the input signals of these units [6]. Four differ-
ent configurations can be distinguished which are depicted in Fig. 12.17. These
structures are marked by letters A, B, C and D, respectively. It is supposed
that the input signals are time aligned with respect to the desired direction. In
array configurations other than broadside this can be accomplished by using
fractional delay filters [27] that compensate for relative time delays.

12.5.2.1 Configuration A

The output signal of one arbitrarily chosen microphone from the array is used
as target signal. The signals of the M−1 other microphones are utilized as
reference signals for M−1 basic units, respectively. These signals are filtered
and thus calibrated with respect to the target signal. The calibrated output
signals can be used as input signals of a succeeding beamformer. The signal of
the target microphone must be delayed by D samples to enable the adaptive
filters to model positive as well as negative relative time delays.
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a) Configuration A

x1,µ(n)

x2,µ(n)

xM,µ(n)

xc
1,µ(n)

xc
2,µ(n)

xc
M,µ(n)

e1,µ(n)

eM−1,µ(n)

z−D

IC

IC

b) Configuration B

x1,µ(n)

x2,µ(n)

xM,µ(n)

yFBF,µ(n)

e1,µ(n)

eM−1,µ(n)

IC

IC

FBF

c) Configuration C

x1,µ(n)

xM,µ(n)

yFBF,µ(n)

xc
1,µ(n)

xc
M,µ(n)

e1,µ(n)

eM,µ(n)

IC

IC

FBF

d) Configuration D

x1,µ(n)

xM,µ(n)

yFBF,µ(n)

e1,µ(n)

eM,µ(n)

IC

IC

FBF

Fig. 12.17. Possible configurations of self-calibration for multi-channel signal pro-
cessing. For microphone arrangements other than linear broadside an additional
time delay compensation has to be applied in front of the self-calibration stage. The
abbreviation FBF stands for fixed beamformer.

12.5.2.2 Configuration B

A new configuration results if the input signals of each basic unit in config-
uration A are exchanged pairwise. Again M −1 basic units are utilized but
now M−1 microphones supply M−1 different target signals. The signal of
the remaining microphone is taken as reference signal for each basic unit. In
Fig. 12.17 b the output of microphone 1 is chosen as reference signal. The
calibrated output signals of the units are filtered versions of the reference
signal which originates from the same microphone for each basic unit. For
this reason they are not suitable as input signals for a succeeding beamformer
because they don’t contain useful spatial information. The ensemble of error
signals, however, do contain spatial information because they each depend
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on the corresponding target input signal. The error signals can be utilized as
noise reference signals within a GSC beamformer. In this case configuration B
replaces the blocking matrix and can be regarded as part of the beamformer
itself. In Fig. 12.17 b the fixed beamformer (FBF) is already indicated.

12.5.2.3 Configuration C

The configurations A and B, both, make use of single microphone signals
only. But employing a single microphone’s signal as reference signal bears the
risk of choosing a faulty microphone. Instead, the output signal of a fixed
beamformer can be chosen as an enhanced target signal for the basic units:

yFBF,µ(n) =
M∑

m=1

am,µ xm,µ(n) . (12.64)

With coefficients chosen to am,µ = 1
M a delay-and-sum beamformer results.

The fixed beamformer averages the microphone characteristics which makes
this configuration more robust. The reference signals of the basic units are
chosen similar to configuration A. However, M basic units have to be applied
now. Configuration C is depicted in Fig. 12.17 c.

12.5.2.4 Configuration D

A further configuration can be derived by exchanging the input signals of the
basic units of configuration C. In this case, the calibrated output signals of the
basic units contain no spatial information that could be exploited by a beam-
former analogous to configuration B. Therefore, the error signals are utilized
as noise reference signals within a GSC beamformer. Correspondingly to con-
figuration B the self-calibration stage replaces again the blocking matrix and
can be interpreted as part of the GSC. One important advantage of configu-
ration D is the fact that the reference signal shows a better SNR compared to
the other configuration as it is preprocessed by a fixed beamformer. However,
in the GSC beamformer M adaptive noise cancelling filters are necessary as
configuration D generates M output signals em,µ(n). In contrast the other
configurations do need only M − 1 noise cancelling filters in the beamformer
and are therefore computationally more efficient.

12.5.2.5 Relationship to Known Solutions

Some of the configurations introduced in this section correspond to known
approaches that have been sketched in Sec. 12.1: Configuration A agrees
with the system proposed by Van Compernolle [33], whereas configuration
B is very similar to the system of Gannot et al. [17]. Furthermore config-
uration D corresponds to the adaptive blocking matrix in the approach of
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Hoshuyama et al. [23] except for the constraints on the adaptive filters which
have been skipped here. All these methods have been developed in order to
compensate for a mismatch between the acoustic model and the real acous-
tic situation (e. g. an inaccurate steering direction). Thus, several well-known
methods are closely related to the methods for microphone calibration that
have been presented in this section. In fact, a mismatched steering direction
causes a similar effect as phase deviations of the microphones [3]. As deviations
of the steering direction and deviations of the microphone transfer functions
can hardly be distinguished from each other an adaptive self-calibration jointly
compensates for both kind of deviation.

12.5.3 Recursive Configuration

Configuration C can be extended by a recursive implementation. Instead of the
original microphone signals xm,µ(n) the calibrated microphone signals xc

m,µ(n)
are applied to a fixed beamformer:

xc
m,µ(n) =

N−1∑
l=0

v∗
m,µ(l, n)xm,µ(n − l) , (12.65)

yc
FBF,µ(n) =

M∑
m=1

am,µ xc
m,µ(n) . (12.66)

The output signal of this fixed beamformer yc
FBF,µ(n) serves as an enhanced

target signal for the adaptive filters of the basic units

em,µ(n) = yc
FBF,µ(n) − xc

m,µ(n) . (12.67)

Compared to configuration C the quality of the target signal is further en-
hanced because the calibrated signals are used for generating the target sig-
nal instead of the uncalibrated signals. This modified structure is referred
to as configuration Cc. The corresponding processing structure is depicted in
Fig. 12.18.

By taking the calibrated signals xc
m,µ(n) for generating the target sig-

nal, a closed loop has been introduced. Because of this recursive structure a
constraint has to be applied in order to prevent the filters from converging
towards zero. The arithmetic mean value of the calibration filters over the
microphones has to correspond to a pure delay of D samples16:

1
M

M∑
m=1

vm,µ(l, n) = fl (12.68)

with
16 With the delay D (0 ≤ D < N) the adaptive calibration filters can model non-

causal parts.
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Configuration Cc

x1,µ(n)

xM,µ(n)

yc
FBF,µ(n)

xc
1,µ(n)

xc
M,µ(n)

e1,µ(n)

eM,µ(n)

IC�

IC�

FBF

Fig. 12.18. Configuration Cc as extension of configuration C. The target signal
yc
FBF,µ(n) is generated from the calibrated microphone signals. Because of the closed

loop the basic unit IC� has to be stabilized by additional measures.

fl =

{
1, for l = D ,

0, for l 	= D .
(12.69)

For the NLMS algorithm a method which accomplishes this constrained
adaptation of the filter coefficients was derived in [4]. As cost function Jµ(n)
the sum of the mean-squared error signals is to be minimized:

Jµ(n) = E

{
M∑

m=1

∣∣em,µ(n)
∣∣2} . (12.70)

The expression E{.} denotes the expectation value. The proposed algo-
rithm consists of two steps. In the first step intermediate filter coefficients
ṽm,µ(l, n+1) are calculated by unconstrained adaptation:

ṽm,µ(l, n+1) = vm,µ(l, n)+

γSC,µ(n)

[
em,µ(n) − am,µ

M∑
i=1

ei,µ(n)

]∗
xm,µ(n−l) .

(12.71)

Afterwards, in the second step the constraint from Eq. 12.68 is applied to the
intermediate filter coefficients:

vm,µ(l, n+1) = fl + ṽm,µ(l, n+1) − 1
M

M∑
i=1

ṽi,µ(l, n+1) . (12.72)

For the adaptation step in Eq. 12.71 the step-size is normalized to the mag-
nitude square of the input data of the adaptive filters
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γSC,µ(n) =
βSC,µ(n)

M∑
m=1

N−1∑
l=0

∣∣xm,µ(n − l)
∣∣2 . (12.73)

With βSC,µ(n) the adaptation speed can be controlled. As the calibration
is accomplished exclusively for the steering direction, the adaption is only
permitted in phases when the desired signal is dominant. During speech pauses
the step-size is set to βSC,µ(n) = 0. In order to avoid instability βSC,µ(n) must
be chosen in the range of 0 ≤ βSC,µ(n) ≤ 2.

12.5.4 Adaptation Control

The self-calibration systems presented in the preceding sections are especially
suited for use combined with an adaptive beamformer. The adaptive filters of
a self-calibration system are only updated when the desired signal is active,
whereas the adaptive filters of the beamformer should only be adapted during
speech pauses. Therefore an adaptation control is required which analyzes the
microphone signals and determines step-sizes for the self-calibration stage and
the beamformer, respectively.

The adaptation step-sizes for both the adaptive beamformer as well as the
proposed self-calibration system are controlled by a criterion which detects
signal activity from the desired direction. This is accomplished by comparing
the output signal of a fixed beamformer

yFBF,µ(n) =
M∑

m=1

am,µxm,µ(n) (12.74)

which contains a strong portion of the desired signal and the output signals
of the blocking matrix which can be calculated for instance by

bm,µ(n) = xm,µ(n) − xm+1,µ(n) , m = 1, . . . , M − 1 (12.75)

containing only small portions of the desired signal. The power values of these
signals are smoothed over time by a first-order IIR filter, where α is a constant
smoothing parameter:

Psum,µ(n) = α Psum,µ(n−1) + (1−α)
∣∣yFBF,µ(n)

∣∣2, (12.76)

Pdif,µ(n) = α Pdif,µ(n−1) +
1−α

M−1

M−1∑
m=1

∣∣bm,µ(n)
∣∣2. (12.77)

During speech activity Psum,µ(n) will exceed Pdif,µ(n) because the summation
emphasizes signal components arriving from the steering direction whereas the
blocking operation suppresses them. Therefore, a ratio of both powers can be
used to define a spatial criterion for detecting signals from the target direction:
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qsd,µ(n) =
Psum,µ(n)

Pdif,µ(n)weq,µ(n)
. (12.78)

The adaptive equalization factors weq,µ(n) serve to normalize the ratios in
each sub-band. These factors are adjusted in speech pauses in such a way
that the ratio satisfies qsd,µ(n) ≈ 1 during stationary background noise. The
adjustment can be accomplished with a multiplicative correction

weq,µ(n + 1) = weq,µ(n) · ηeq,µ(n) (12.79)

where the correction ηeq,µ(n) is controlled by a voice activity detection:

ηeq,µ(n) =

⎧⎪⎨⎪⎩
η0, for speech pauses and qsd,µ(n) > 1 ,

η−1
0 , for speech pauses and qsd,µ(n) <= 1 ,

1, for speech activity .
(12.80)

The constant η0 has to be chosen slightly larger than one, for example η0 =
1.001 in order to ensure a smooth transition of the equalization factor.

Thus, values of qsd,µ(n) larger than one indicate signals coming from the
steering direction. To further improve robustness of this criterion the ratio
qsd,µ(n) can be averaged or smoothed over several sub-bands.

The beamformer filters are adjusted only when qsd,µ(n) falls below a preset
threshold QBF,µ. The calibration filters are adapted only if this ratio exceeds
a threshold QSC,µ (with QBF,µ < QSC,µ) and the signal power is sufficiently
high above the power of the background noise.

12.5.5 Experimental Results

The different realizations for self-calibration presented in this section were
evaluated in a real-life car environment with human speakers and driving
noise. As microphone array the system equipped as standard in Mercedes
sedans was used which consists of M =4 differential microphones integrated
at the bottom of the rear view mirror. The microphone arrangement is ap-
proximately linear with a microphone spacing of about 5 cm. The microphone
signals were sampled at a rate of fs = 11025 Hz and were decomposed each
into P = 256 complex sub-bands by using a poly-phase filter bank with a
sub-sampling rate of R = 64. As prototype low-pass filter a Hann window of
length Nwin =256 was used.

The performance for speech recognition was examined by using a Lombard
database. This database includes various utterances from a total of 53 speak-
ers. To induce the Lombard effect [26] different driving noises were played
back over headphones during recording the speech data with a headset. For
the evaluation these speech recordings were convolved with impulse responses,
which had been measured in a Mercedes S class sedan between the mouth ref-
erence point (MRP) and the single microphones of the array. Driving noise
which had been measured in the same car with the same microphones was
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added to the convolved signals in order to generate realistic microphone sig-
nals [5]. Afterwards the signals were processed off-line by the multi-channel
algorithms as discussed in the previous sections. For the evaluation a GSC
beamformer without any calibration serves as reference which is compared to
GSC beamformers with different configurations for self-calibration as prepro-
cessing stage.

For the recognition tests a speaker-independent continuous-word recogni-
tion engine was utilized which had been trained for single channel operation in
cars. The speech data consisted of digit loops of variable lengths. The test set
consisted of 1373 utterances with in total 12791 digits spoken. In Tab. 12.1 the
results for a driving speed of 130 km/h are listed. Configurations B, Cc and D
were tested each in combination with a GSC beamformer. For comparison also
the results for a single microphone and for a fixed beamformer are given. By
self-calibration the word error rate reduces considerably. In practical real-life
applications the self-calibration algorithms have proven to be very effective
and robust to noise. Typically the computational effort for the self-calibration
stage is significantly less compared to the pure GSC since the length of
the calibration filters should be chosen considerably shorter than the length
of the noise cancelling filters of the GSC.

Table 12.1. Results of speech recognition tests with digit loops at a driving speed
of 130 km/h.

Mik. 1 FBF GSC B+GSC Cc+GSC D+GSC

Word error rate 5.44 % 3.17 % 2.81 % 2.30 % 2.18 % 2.21 %

Relative reduction of
the word error rate

-93.6 % -12.8 % 0 % 18.1 % 22.4 % 21.4 %

12.6 Summary

In this chapter the effect of microphone mismatch on multi-channel noise re-
duction systems was studied by investigating MVDR beamformers. For this,
the well-known signal model was extended by considering the influence of each
single microphone in the equations for beamformer evaluation. This general-
ization leads to a modified power density matrix which includes the micro-
phone characteristics implicitly. On the basis of the new model the effect of
microphone deviations was studied theoretically and “practically” by simu-
lating beamformers with real measured data.

Several well-known algorithmic approaches to improve the robustness of
beamformers against microphone mismatch were presented. These methods
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mainly limit the performance of the beamformer in such a way that the
beamformer operates reasonably despite the existing microphone deviations.
In contrast, calibration aims to compensate for existing microphone mismatch
without impairing the beamformer’s performance. However, it turned out that
a calibration is not able to compensate perfectly for microphone mismatch. In
particular, when the deviations depend on the angle of incidence considerable
residual deviations may remain after a calibration.

In this chapter several approaches for fixed calibration as well as for adap-
tive calibration have been presented. The adaptive calibration adjusts its fil-
ters during operation of the system by using the speech signal as target signal
for the adaptation. The adaptive calibration is especially valuable for mass-
produced products, where an additional off-line calibration would mean an
increase in production costs.

12.A Experimental Determination of the Directivity
Index

This appendix describes how the directivity of a beamformer can be calculated
on the basis of free-field measurements. In general all spatial directions have to
be considered in order to determine the directivity. Within the mathematical
description according to Eq. 12.12 this is done by integrating over a spherical
surface.

First, in the following subsection it is shown how this integral over a sphere
can be approximated numerically with only a limited number of available mea-
surement points. In the succeeding subsections this result is used to determine
the directivity for the present problem.

12.A.1 Numerical Integration over a Spherical Surface

For a scalar function F (θ, ϕ): S �→ C, which is defined on a surface S of a
sphere with radius 1 the integral

1
4π

2π∫
0

π∫
0

F (θ, ϕ) sin θ dθ dϕ (12.81)

has to be solved numerically. θ and ϕ denote the angle of elevation and azimuth
of a spherical coordinate system, respectively.

The functional values F (θp, ϕq) are available only for discrete points
(θp, ϕq) on an angular grid. It is assumed that the grid points are equidis-
tantly spaced over the azimuth angle θ as well as over the elevation angle ϕ:



Microphone Calibration for Multi-Channel Signal Processing 461

θp = ∆θ · p , with ∆θ =
π

P
and p ∈ {0, 1, . . . , P} , (12.82)

ϕq = ∆ϕ · q , with ∆ϕ =
2π

Q
and q ∈ {0, 1, . . . , Q − 1} . (12.83)

Now, the spherical surface S is divided into small segments Sp,q, which
are each assigned to one grid point (θp, ϕq). For the numerical integration the
functional values of the points (θp, ϕq) are each passed on the complete area of
the corresponding segment Sp,q. The segments are specified by angular sectors
of equal width, which are chosen in such a way that the grid points lay in the
middle of the sectors. The borders of the surface segments are specified by

θ = θp +
∆θ

2
with p ∈ {0, 1, . . . , P − 1} (12.84)

and
ϕ = ϕq +

∆ϕ

2
with q ∈ {0, 1, . . . , Q − 1} . (12.85)

Because the range of integration for the azimuth angle θ reaches from 0 to π
the boundary sectors have half width compared to the other sectors.

The double integral over θ and ϕ of Eq. 12.81 can be divided into a double
sum of sub-integrals:

1
4π

2π∫
0

π∫
0

F (θ, ϕ) sin θ dθ dϕ ≈ 1
2π

Q−1∑
q=0

ϕq+ ∆ϕ
2∫

ϕq−∆ϕ
2

1
2

[ ∆θ
2∫

0

F (θ0, ϕq) sin θ dθ

+
P−1∑
p=1

θp+ ∆θ
2∫

θp−∆θ
2

F (θp, ϕq) sin θ dθ +

π∫
π−∆θ

2

F (θP , ϕq) sin θ dθ

]
dϕ .

(12.86)

As the functional value F is considered to be constant within each subintegral
it can be put out of the integrals. Therefore, the value of each subintegral is
equivalent to the corresponding area of integration Sp,q multiplied by the
corresponding functional value F (θp, ϕq):

∆ϕ

2π

Q−1∑
q=0

1
2

[
F (θ0, ϕq) ·

(
1 − cos ∆θ

2

)
+

P−1∑
p=1

F (θp, ϕq) ·
(
cos(θp − ∆θ

2 ) − cos(θp + ∆θ
2 )
)

+F (θP , ϕq) ·
(
cos(π − ∆θ

2 ) + 1
) ]

.

(12.87)

By applying the addition theorems and resorting the terms there is
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∆ϕ

2π

Q−1∑
q=0

[
sin ∆θ

2

P−1∑
p=1

sin θp F (θp, ϕq)+
1
2
(
1−cos ∆θ

2

) (
F (θ0, ϕq)+F (θP , ϕq)

)]
.

(12.88)
This expression can be formulated in matrix notation. With the weighting
factors for the elevation angle

gθ =
[
gθ,0, . . . , gθ,P

]T
, (12.89)

with

gθ,p =

{
1
2

(
1−cos( π

2P )
)
, for p = 0 and p = P ,

sin( π
2P ) sin(πp

P ) , for p ∈ {1, . . . , P − 1}
(12.90)

and the weighting factors for the azimuth angle

gϕ =
[
gϕ,0, . . . , gϕ,Q−1

]T
, (12.91)

with
gϕ,q =

1
Q

, for q ∈ {0, 1, . . . , Q − 1} (12.92)

and a matrix of size (P +1) × Q containing the functional values

F =

⎡⎢⎣ F (θ0, ϕ0) · · · F (θ0, ϕQ−1)
...

. . .
...

F (θP , ϕ0) · · · F (θP , ϕQ−1)

⎤⎥⎦ (12.93)

the numerical integration of Eq. 12.81 can be written as a product:

1
4π

2π∫
0

π∫
0

F (θ, ϕ) sin θ dθ dϕ ≈ gT
θ F gϕ . (12.94)

In this way the integration of a scalar function over a spherical surface can be
approximated numerically by means of a matrix multiplication.

Eq. 12.94 is utilized in Secs. 12.4.2 and 12.4.3 in order to calculate cross
power density spectra of microphone signals in a diffuse sound field. There,
the parameters are set to P = 36 and Q = 36.

12.A.2 Definition of the Coordinate System

The directivity of a beamformer is to be determined on the basis of the
measurement values which are available for the transfer functions of the sin-
gle microphones. In order to apply the numerical integration according to
Eq. 12.94, first, a coordinate system has to be defined. An appropriate choice
of the coordinate system can simplify the calculations considerably.

For array geometries where the microphones are all oriented into the same
direction uM

m = uM it is advantageous to set the z axis of the coordinate
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system equal to the main direction of the microphone: ez = uM. The az-
imuth angle ϕ = 0 of the spherical coordinate system is specified by the array
axis uA.17 For the microphone arrangements considered in this chapter the
grid points of the numerical integration correspond to the discrete angles for
which the microphone transfer functions have been measured as described in
Sec. 12.4.1.2.

The angle enclosed by the microphone axis uM and the array axis uA is
denoted θA according to Fig. 12.19. Thus, the array axis can be expressed in
cartesian coordinates:

uA = sin θA ex + cos θA ez . (12.95)

For an arbitrary angle of incidence u(θ, ϕ) it is

u(θ, ϕ) = sin θ cos ϕ ex + sin θ sin ϕ ey + cos θ ez . (12.96)

θ = θA,

ϕ = 0

|dm,n|

uA

uM

uM = ez

Fig. 12.19. Position of the directional vectors for microphone and array.

In order to calculate the directivity the relative time delays between the
single microphone positions have to be determined. Considering two positions
rm and rn = rm + dm,n uA with spacing |dm,n| on the array axis the relative
time delay between these two positions for a plane wave coming from direction
u(θ, ϕ) can be expressed by

τm,n(θ, ϕ) =
dm,n

c
cos
(
ψ(θ, ϕ)

)
. (12.97)

ψ(θ, ϕ) denotes the angle which is enclosed by the two directional vectors
u(θ, ϕ) and uA. The cosine can be expressed by the scalar product

cos
(
ψ(θ, ϕ)

)
= uT(θ, ϕ) · uA . (12.98)

17 For endfire arrays (uA = uM = ez) the expression ϕ = 0 is ambiguous. In this
case ϕ = 0 can be set arbitrarily.
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Thus, the relative time delay can be determined for the geometric arrange-
ments by using Eq. 12.95 and 12.96:

τm,n(θ, ϕ) =
dm,n

c

(
sin θ cos ϕ · sin θA + cos θ · cos θA

)
. (12.99)

With the coordinate system specified in this way the grid for the elevation
angle θp can be chosen according to the angular grid which has been used
for the microphone measurements. However, the microphone measurements
described in Sec. 12.4.1.4 have only be done in a plane and not for a sphere.
Thus, for the numerical integration measurement values for the remaining
spherical grid points are necessary. These values are generated by taking the
values which have been measured in the plane and assuming them identi-
cally for all azimuth angles. Thus, rotational symmetric microphone transfer
functions result.

12.A.3 Determination of the Directivity using the Normalized
Cross Power Spectral Densities of Microphone Signals

The directivity can be determined on the basis of the normalized cross power
spectral density of the microphone signals in a diffuse noise field Φ̃

M,i
(ω)

according to Sec. 12.2.2.3. According to Eq. 12.15 the directivity results to:

D̃BF(ω) =
Ψ̃BF(ω,u0)

W H(ω) Φ̃
M,i

(ω)W (ω)
. (12.100)

The cross power density of two microphone signals in a diffuse sound field
can be determined according to Eq. 12.14 by integration over a sphere. Con-
sidering deviations of the microphone transfer functions the formula reads

Φ̃M,i
m,n(ω) =

1
4π

2π∫
0

π∫
0

H̃M
m

(
ω,u(θ, ϕ)

) (
H̃M

n

(
ω,u(θ, ϕ)

))∗
· exp

{
− jωτm,n(θ, ϕ)

}
sin θ dθ dϕ .

(12.101)

This integral canbe solvednumerically bymatrixmultiplicationusingEq. 12.94.
For this purpose, a coordinate system according to Sec. 12.A.2 is specified and
the relative time delays τm,n(θp, ϕq) are calculated. Then, the elements of the
matrix F can be determined on the basis of the present measurement values
for the microphone transfer functions:

F (θp, ϕq) = H̃M
m

(
ω,u(θp, ϕq)

) (
H̃M

n

(
ω,u(θp, ϕq)

))∗
exp
{
− jωτm,n(θp, ϕq)

}
.

(12.102)
The numerical integration has to be accomplished for each pair of microphones
(m,n) of the array. The resulting cross power spectral densities Φ̃M,i

m,n(ω) are

gathered within the matrix Φ̃
M,i

(ω).
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The steering response Ψ̃BF(ω,u0) is calculated as specified in Sec. 12.2.2.2:

Ψ̃BF(ω,u0) =

∣∣∣∣∣
M∑

m=1

W ∗
m(ω) H̃M

m

(
ω,u(θ0, ϕ0)

)
exp
{
− jωτm,n(θ0, ϕ0)

}∣∣∣∣∣
2

.

(12.103)

In this way, the directivity according to Eq. 12.100 can be determined ap-
proximately. This method has been used in Secs. 12.3.2 and 12.3.3 within the
Monte Carlo simulations to evaluate the effect of microphone mismatch on
beamforming.
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27. T. I. Laakso, V. Välimäki, M. Karjalainen, U. K. Laine: Splitting the unit delay –
tools for fractional delay filter design, IEEE Signal Process. Mag., 13(1), 30–60,
1996.

28. Z. Liu, M. L. Seltzer, A. Acero, I. Tashev, Z. Zhang, M. Sinclair: A com-
pact multi-sensor headset for hands-free communication, Proc. WASPAA ’05,
138–141, New Paltz, NY, USA, 2003.

29. D. G. Manolakis, V. K. Ingle, S. M. Kogon: Statistical and adaptive signal pro-
cessing: spectral estimation, signal modeling, adaptive filtering and array pro-
cessing, Boston, MA, USA: McGraw-Hill, 2000.



Microphone Calibration for Multi-Channel Signal Processing 467

30. S. Nordholm, I. Claesson, M. Dahl: Adaptive microphone array employing cal-
ibration signals: an analytical evaluation, IEEE Trans. on Speech and Audio
Processing, 7(3), 241–252, 1999.

31. P. Oak, W. Kellermann: A calibration algorithm for robust generalized sidelobe
cancelling beamformers, Proc. IWAENC ’05, 97–100, Eindhoven, Netherlands,
2005.

32. A. K. Steele: Comparison of directional and derivative constraints for beam-
formers subject to multiple linear constraints, IEE Proceedings part H, 130(2),
41–45, 1983.

33. D. Van Compernolle: Switching adaptive filters for enhancing noisy and rever-
berant speech from microphone array processing, Proc. ICASSP ’90, 833–836,
Albuquerque, MN, USA, 1990.

34. B. D. Van Veen, K. M. Buckley: Beamforming: A versatile approach to spatial
filtering, IEEE ASSP Mag., 5(2), 4–24, 1988.

35. E. Wallach: On superresolution effects in maximum likelihood adaptive antenna
arrays, IEEE Trans. on Antennas and Propagation, 32(3), 259–263, 1984.

36. B. Widrow, J. R. Glover, F. M. McCool, J. Kaunitz, C. S. Williams,
R. H. Hearn, J. R. Zeidler, E. Dong, R. C. Goodlin: Adaptive noise cancellation:
principles and applications, Proc. IEEE, 63(12), 1692–1718, 1975.

37. B. Widrow, K. M. Duvall, R. P. Gooch, W. C. Newman: Signal cancellation
phenomena in adaptive antennas: causes and cures, IEEE Trans. on Antennas
and Propagation, 30(3), 469–478, 1982.

38. B. Widrow, S. Stearns: Adaptive Signal Processing, Englewood Cliffs, NJ, USA:
Prentice Hall, 1985.

39. C. L. Zahm: Effects of errors in the direction of incidence on the performance
of an adaptive array, Proc. IEEE, 60(8), 1008–1009, 1972.

40. X. Zhang, J. H. L. Hansen: CSA-BF: Novel constrained switched adaptive beam-
forming for speech enhancement and recognition in real car environments, Proc.
ICASSP ’03, 2, 125–128, Hong Kong, 2003.



13
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Mixtures
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Convolutive blind source separation (BSS) is a promising technique for sep-
arating acoustic mixtures acquired by multiple microphones in reverberant
environments. In contrast to conventional beamforming methods no a-priori
knowledge about the source positions or sensor arrangement is necessary re-
sulting in a greater versatility of the algorithms. In this contribution we will
first review a general BSS framework called TRINICON which allows a unified
treatment of broadband and narrowband BSS algorithms. Efficient algorithms
will be presented and their high performance will be confirmed by experimen-
tal results in reverberant rooms. Subsequently, the BSS model will be ex-
tended by incorporating background noise. Commonly encountered realistic
noise types are examined and, based on the resulting model, pre-processing
methods for noise-robust BSS adaptation are investigated. Additionally, an
efficient post-processing technique following the BSS stage, will be presented,
which aims at simultaneous suppression of background noise and residual
cross-talk. Combining these pre- or post-processing approaches with the al-
gorithms obtained by the TRINICON framework yield versatile BSS systems
which can be applied in adverse environments as will be demonstrated by
experimental results.

13.1 Introduction

Acoustic blind source separation can be applied to scenarios where there are a
number of point sources whose signals are picked up by several microphones.
As each microphone is located at a different position, each sensor acquires
a slightly different mixture of the original source signals. The goal of blind
source separation is to recover the separated source signals from this set of

† The research underlying this work was performed while the authors were with
Multimedia Communications and Signal Processing, University of Erlangen-
Nuremberg.
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sensor signals. The term “blind” stresses the fact that the source signals and
the mixing system are assumed to be unknown and no information about
the source positions and sensor arrangement is necessary. The fundamental
assumption for BSS methods is that the original source signals are mutually
statistically independent. In reality this assumption holds for a variety of
signals, such as multiple speakers. Therefore, the problem of BSS refers to
finding a demixing system whose outputs are statistically independent.

In reverberant environments delayed and attenuated versions of the source
signals sq(n) are picked up by the microphones. Assuming point sources, this
can be modeled by a mixing system consisting of finite impulse response (FIR)
filters of length M given as

xp(n) =
Q∑

q=1

M−1∑
κ=0

hqp,κsq(n − κ) + np(n), (13.1)

where hqp,κ, κ = 0, . . . , M − 1 denote the coefficients of the FIR filter model
from the q-th source to the p-th sensor. In addition to the source signals, a
noise signal np(n) may be picked up by each sensor which contains both, back-
ground noise and sensor noise. In blind source separation, we are interested
in finding a corresponding demixing system whose output signals yq(n) are
described by

yq(n) =
P∑

p=1

L−1∑
κ=0

wpq,κxp(n − κ). (13.2)

The parameter L denotes the FIR filter length of the demixing filters wpq,κ.
The convolutive mixing model together with the demixing system is depicted
as a block diagram in Fig. 13.1. From this it is obvious that BSS can be classi-
fied as a blind multiple-input multiple-output (MIMO) technique. Throughout
this chapter, we regard the standard BSS model where the number Q of po-
tentially simultaneously active source signals sq(n) is equal to the number of

s1(n)

sQ(n)

h11,κ

hQ1,κ

h1P,κ

hQP,κ

x1(n)

xP (n)

n1(n)

nP (n)

w11,κ

w1Q,κ

wP1,κ

wPQ,κ

y1(n)

yQ(n)

Mixing system Demixing system

Fig. 13.1. Convolutive MIMO model for BSS.
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sensor signals xp(n), i.e., Q = P . It should be noted that in contrast to other
BSS algorithms we do not assume prior knowledge about the exact number
of active sources. Thus, even if the algorithms will be derived for the case
Q = P , the number of simultaneously active sources may change throughout
the application of the BSS algorithm and only the condition Q ≤ P has to
be fulfilled. For Q > P the demixing system cannot be computed directly so
that usually the sparseness of the sources in transform domains, such as the
discrete Fourier transform (DFT) domain, is exploited and subsequently time-
frequency masking are applied to separate the sources. This research field is
termed computational auditory scene analysis (CASA) and a recent overview
on the state-of-the-art can be found, e.g., in [29, 84] or in Chap. 14 of this
book. Alternative statistical approaches for the case of P < Q are still in an
early stage [87].

As pointed out above, the source signals sq(n) are assumed to be mutually
statistically independent. For the case P = Q considered in this chapter it was
shown in [85] that merely utilizing second-order statistics (SOS) by decorre-
lating the output signals yq(n) does not lead to a separation of the sources.
This implies that we have to force the output signals to become statistically
decoupled up to joint moments of a certain order by using additional con-
ditions. This can be realized by exploiting one of the following source signal
properties:

(a) Nongaussianity. The probability density function (PDF) of an acoustic
source signal sq(n) is in general not Gaussian. Thus, the nongaussianity can
be exploited by using higher-order statistics (HOS) yielding a statistical
decoupling of higher-order joint moments of the BSS output signals. BSS
algorithms utilizing HOS are also termed independent component analysis
(ICA) algorithms (e.g., [48, 77]).

(b)Nonwhiteness. Audio signals exhibit temporal dependencies which can
be exploited by the BSS criterion. This means that the samples of each
source signal are not independent along the time axis. However, the signal
samples from different sources are mutually independent. Based on the as-
sumption of mutual statistical independence for non-white sources, several
algorithms can be found in the literature. There, mainly the nonwhiteness
is exploited by simultaneous diagonalization of output correlation matrices
over multiple time-lags, (e.g., [54, 67,78,81]).

(c) Nonstationarity. Audio signals are in general assumed to be nonstation-
ary. Therefore, in most acoustic BSS applications nonstationarity of the
source signals is exploited by simultaneous diagonalization of short-time
output correlation matrices at different time instants (e.g., [50,64,73,85]).
The signals within each block, as necessary for estimating the correlation
matrices, are usually assumed to be wide-sense stationary.

A simultaneous exploitation of two or even all three signal properties leads
to improved results as was shown within the TRINICON framework [14, 16]
which will be reviewed in the next section.
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It should be pointed out that, as long as the concept of BSS is solely
based on the assumption of mutual independence of the source signals, some
ambiguities are unavoidable:

• Permutation ambiguity: The ordering of the separated sources cannot be
determined.

• Filtering ambiguity: The estimated separated source signals can only be
determined up to an arbitrary filtering operation.

The permutation ambiguity cannot be resolved without additional a-priori in-
formation. However, if, e.g., the sensor positions are known, then the position
of each separated source can be determined from the demixing system [18]. For
some applications this may be sufficient for solving the permutation problem.

The filtering ambiguity is caused by the fact that in general, BSS ap-
proaches do not aim at blind dereverberation which would lead to a deconvo-
lution of the mixing system, i.e., at a recovery of the original source signals
up to an arbitrary scaling factor and a constant delay. Blind dereverberation
is a more challenging task as it requires to distinguish between the temporal
correlations introduced by the vocal tract of the human speaker and the corre-
lations originating from the reverberation of the room. This was addressed in
the extension of the TRINICON framework to blind dereverberation in [15].
However, even if we do not strive for solving the dereverberation problem
in BSS it is still desirable to avoid the arbitrariness of the filtering oper-
ation in blind source separation. Fortunately, it can be shown [8, 20] that
the filtering ambiguity reduces to a scaling ambiguity, if the demixing filter
length L is chosen less or equal to the optimum BSS demixing filter length
Lopt = (Q−1)(M−1)+1

P−Q+1 . Another popular approach to avoid the arbitrary filter-
ing is to apply a constraint which minimizes the distortion introduced by the
demixing system of the BSS algorithm. Thereby, the q-th separated source
yq(n) is constrained to be equal to the component of the desired source sq(n)
picked up, e.g., at the q-th microphone. This is done by back-projecting the
estimated sources to the sensors or by introducing a constrained optimization
scheme [49,65]. In the following we disregard these ambiguities and first con-
centrate on the fundamental BSS problem for convolutive acoustic mixtures
and then extend our treatment to noisy mixtures.

The rest of the chapter is structured as follows: In the next section the
TRINICON framework which is based on a generic time-domain optimization
criterion accounting for all three signal properties is reviewed. The minimiza-
tion of the criterion leads to a natural gradient algorithm which exhibits a
so-called Sylvester constraint. Subsequently, several approximations are dis-
cussed yielding various efficient BSS algorithms and experimental results in
reverberant environments are given. In Sec. 13.3 the framework is extended to
noisy environments. First, a model for background noise is discussed. Based on
this model several pre-processing methods and a post-processing approach are
presented which complement the BSS algorithms derived from the TRINICON
framework. Especially the most promising post-processing scheme is discussed
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in detail and experimental results demonstrate the increased versatility of the
complemented BSS algorithms.

13.2 Blind Source Separation for Acoustic Mixtures
Based on the TRINICON Framework

In this section, we introduce, based on a compact matrix notation, a generic
convolutive BSS framework which allows the simultaneous exploitation of the
three signal properties. Several efficient algorithms are presented which can be
derived from the optimization criterion of the framework and which allow real-
time separation of multiple sources in reverberant environments. Moreover,
links to well-known algorithms in the literature are illustrated.

13.2.1 Matrix Formulation

From the convolutive MIMO model illustrated in Fig. 13.1 it can be seen that
the output signals yq(n) are obtained by convolving the input signals xp(n)
with the demixing filter coefficients wpq,κ, κ = 0, . . . , L− 1. For an algorithm
which utilizes the nonwhiteness property of the source signals accounting for
D − 1 time-lags, a memory containing the current and the previous D − 1
output signal values yq(n), . . . , yq(n − D + 1) has to be introduced. The lin-
ear convolution yielding the D output signal values can be formulated using
matrix-vector notation as

yq(n) =
P∑

p=1

W T
pq xp(n), (13.3)

with the column vectors xp and yq given as1

xp(n) =
[
xp(n), . . . , xp(n − 2L + 1)

]T
, (13.4)

yq(n) =
[
yq(n), . . . , yq(n − D + 1)

]T
. (13.5)

To express the linear convolution as a matrix-vector product, the 2L × D
matrix W pq exhibits a Sylvester structure that contains all L coefficients of
the respective demixing filter in each column:

1 With respect to efficient DFT-domain implementations the vector xp contains
2L sensor signal samples instead of the L + D − 1 samples required for the linear
convolution (1 ≤ D ≤ L).
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W pq =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

wpq,0 0 · · · 0

wpq,1 wpq,0
. . .

...
... wpq,1

. . . 0

wpq,L−1

...
. . . wpq,0

0 wpq,L−1
. . . wpq,1

...
. . .

...
0 · · · 0 wpq,L−1

0 · · · 0 0
... · · ·

...
...

0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (13.6)

It can be seen that for the general case, 1 ≤ D ≤ L, the last L − D + 1
rows of W pq are padded with zeros to ensure compatibility with the length
of xp(n) which was chosen to 2L. Note that for D = 1, Eq. 13.3 simplifies to
the well-known vector formulation of a convolution, as it is used extensively
in the literature on supervised adaptive filtering, e.g., [41]. Finally, to allow a
convenient notation we combine all channels and thus, we can write Eq. 13.3
compactly as

y(n) = W Tx(n), (13.7)

with

x(n) =
[
xT

1 (n), . . . ,xT
P (n)

]T
, (13.8)

y(n) =
[
yT

1 (n), . . . ,yT
P (n)

]T
, (13.9)

W =

⎡⎢⎣W 11 · · · W 1P

...
. . .

...
W P1 · · · W PP

⎤⎥⎦ , (13.10)

with W exhibiting a blockwise Sylvester structure.

13.2.2 Optimization Criterion and Coefficient Update

As pointed out before, we aim at an optimization criterion simultaneously
exploiting the three signal properties nonstationarity, nonwhiteness, and non-
gaussianity. Therefore, based on a generalization of Shannon’s mutual infor-
mation [27], the following optimization criterion was defined in [14] and was
termed “TRIple-N-Independent component analysis for CONvolutive mix-
tures” (TRINICON) as it simultaneously accounts for the three fundamental
properties Nonwhiteness, Nonstationarity, and Nongaussianity:
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J (m,W ) =
∞∑

i=0

β(i,m)
1
N

N−1∑
j=0

⎧⎪⎪⎪⎨⎪⎪⎪⎩log
p̂y,PD

(
y(iL + j)

)
P∏

q=1
p̂yq,D

(
yq(iL + j)

)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (13.11)

The variable p̂yq,D(·) is the estimated or assumed multivariate probability
density function (PDF) for channel q of dimension D and p̂y,PD(·) is the
joint PDF of dimension PD over all channels. The usage of PDFs allows
to exploit the nongaussianity of the signals. Furthermore, the multivariate
structure of the PDFs, which is given by the memory length D, i.e., the
number of time-lags, models the nonwhiteness of the P signals with D chosen
to 1 ≤ D ≤ L. The expectation operator of the mutual information [27] is
replaced in Eq. 13.11 by a short-time estimate of the multivariate PDFs using
N time instants. To allow for a proper estimation of the multivariate PDFs
the averaging has to be done in general for N > PD time instants. The
block indices i,m refer to the blocks which are underlying to the statistical
estimation of the multivariate PDFs. For each output signal block yq(iL + j)
containing D samples a sensor signal block of length 2L is required according
to Eq. 13.4. The nonstationarity is taken into account by a weighting function
β(i,m) with the block indices i,m and with finite support. The weighting
function is normalized according to

∞∑
i=0

β(i,m) = 1 , (13.12)

and allows offline, online, and block-online implementations of the algorithms
[16]. As an example,

β(i,m) =

{
(1 − λ)λm−i, for 0 ≤ i ≤ m,

0, else,
(13.13)

leads to an efficient online version allowing for tracking in time-variant envi-
ronments. The forgetting factor λ is usually chosen close to, but less than 1.
A robust block-online adaptation was discussed in detail in [6].

The approach followed here is carried out with overlapping data blocks as
the sensor signal blocks of length 2L are shifted only by L samples due to the
time index iL in Eq. 13.11. Analogously to supervised block-based adaptive
filtering [41], this increases the convergence rate and reduces the signal delay.
If further overlapping is desired, then the time index iL in Eq. 13.11 is simply
replaced by iL/α. The overlap factor α with 1 ≤ α ≤ L should be chosen
suitably to obtain integer values for the time index.

The derivation of the gradient with respect to the demixing filter weights
wpq,κ for p, q = 1, . . . , P and κ = 0, . . . , L − 1 can be expressed compactly in
matrix notation by defining the matrix W̌ given as
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W̌ =

⎡⎢⎣ w11 · · · w1P

...
. . .

...
wP1 · · · wPP

⎤⎥⎦ ,

which is composed of the column vectors wpq containing the demixing filter
coefficients

wpq =
[
wpq,0, . . . , wpq,L−1

]T
. (13.14)

Then the gradient with respect to the P 2L demixing filter coefficients can be
expressed compactly as

∇W̌J (m,W ) =
∂J (m,W )

∂W̌
. (13.15)

With an iterative optimization procedure, the current demixing matrix is
obtained by the recursive update equation

W̌ (m) = W̌ (m − 1) − µ∆W̌ (m), (13.16)

where µ is a stepsize parameter, and ∆W̌ (m) is the update which is set equal
to ∇W̌J (m,W ) for gradient descent adaptation.

In order to calculate the gradient (Eq. 13.15), the TRINICON optimization
criterion J (m,W ) given in Eq. 13.11 has to be expressed in terms of the
demixing filter coefficients wpq,κ. This can be done by inserting the definition
of the linear convolution y = W Tx given in Eq. 13.7 into J (m,W ) and
subsequently transforming the output signal PDF p̂y,PD(y(iL + j)) into the
PD-dimensional input signal PDF p̂x,PD(·) using the Sylvester matrix W ,
which is considered as a mapping matrix for this linear transformation [71].
This leads to an expression of the optimization criterion 13.11 with respect to
the Sylvester matrix W . To be able to take the derivative with respect to W̌
instead of the Sylvester matrix W , the chain rule for the derivative of a scalar
function with respect to a matrix [40] was applied to the gradient (Eq. 13.15)
in [20]. There, it was shown that the chain rule leads to a Sylvester Constraint
operator (SC) which relates the gradient with respect to W̌ and with respect
to W as

∇W̌J (m,W ) = SC
{
∇WJ (m,W )

}
. (13.17)

The Sylvester constraint operator SC is illustrated for the pq-th submatrix
of ∇WJ (m,W ) in the left plot of Fig. 13.2 where it can be seen that it
corresponds (up to a scaling by the constant factor D) to an arithmetic average
over the elements on each diagonal of the 2L×D submatrices of the gradient
∇WJ (m,W ). Thus, the 2PL × PD gradient ∇WJ (m,W ) will be reduced
to the PL × P gradient ∇W̌J (m,W ).

To reduce computational complexity, two efficient approximated versions
of the Sylvester constraint SC (see Fig. 13.2) were discussed in [6] leading to
two different classes of algorithms:
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SC SCC SCR

DD

L

2L2L2L

D = L

Fig. 13.2. The Sylvester constraint (SC) and two popular approximations denoted
as the column Sylvester constraint SCC and row Sylvester constraint SCR all illus-
trated for the gradient ∇W pqJ (m, W ) with respect to the pq-th submatrix W pq.

(1) Computing only the first column of each channel of the update matrix to
obtain the new coefficient matrix W̌ . This method is denoted as SCC .

(2) Computing only the L-th row of each channel of the update matrix to
obtain the new coefficient matrix W̌ . This method is denoted as SCR.

It can be shown that in both cases the update process is considerably sim-
plified [6]. However, in general, both choices require some tradeoff in the al-
gorithm performance. While simulations showed [4] that SCC may provide
a potentially more robust convergence behaviour, it will not work for arbi-
trary source positions (e.g., in the case of two sources, they are required to
be located in different half-planes with respect to the orientation of the mi-
crophone array), or for P > 2, which is in contrast to the more versatile
SCR [4, 6]. Note that the choice of SC also determines the appropriate coeffi-
cient initialization [4, 6].

It is known that stochastic gradient descent, i.e., ∆W̌ (m) = ∇W̌J (m,W )
suffers from slow convergence in many practical problems. In the BSS applica-
tion the gradient and thus, the separation performance depends on the MIMO
mixing system. Fortunately, a modification of the ordinary gradient, termed
the natural gradient by Amari [9] and the relative gradient by Cardoso [21]
(which is equivalent to the natural gradient in the BSS application) has been
developed that largely removes all effects of an ill-conditioned mixing ma-
trix, assuming an appropriate initialization of W and thus leads to better
performance compared to the stochastic gradient descent. The idea of the
relative gradient is based on the equivariance property. Generally speaking,
an estimator behaves equivariantly if it produces estimates that, under data
transformation, are transformed in the same way as the data [21]. In the con-
text of BSS the key property of equivariant estimators is that they exhibit
uniform performance, e.g., in terms of bias and variance, independently of the
mixing system. In [17] the natural/relative gradient has been extended to the
case of Sylvester matrices W which together with the Sylvester constraint
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yields
∇NG

W̌
J (m,W ) = SC

{
WW T∇WJ (m,W )

}
. (13.18)

This leads to the following expression for the HOS natural gradient

∇NG
W̌

J (m,W )

= SC

⎧⎨⎩
∞∑

i=0

β(i,m)W (i)
1
N

N−1∑
j=0

{
y(iL + j)ΦT

(
y(iL + j)

)
− I
}⎫⎬⎭ ,

(13.19)

with the general weighting function β(i,m) and the multivariate score function
Φ(y(.)) consisting of the stacked channel-wise multivariate score functions
Φq(yq(.)), q = 1, . . . , P defined as

Φ
(
y(iL + j)

)
=

⎡⎢⎣
⎛⎝−

∂p̂y1,D(y1(iL+j))

∂y1(iL+j)

p̂y1,D(y1(iL + j))

⎞⎠T

, ... ,

⎛⎝−
∂p̂yP ,D(yP (iL+j))

∂yP (iL+j)

p̂yP ,D(yP (iL + j))

⎞⎠T
⎤⎥⎦

T

:=
[
ΦT

1

(
y1(iL + j)

)
, ... ,ΦT

P

(
yP (iL + j)

)]T
. (13.20)

The update in Eq. 13.19 represents a so-called holonomic algorithm as it
imposes the constraint y(iL + j)ΦT(y(iL + j)) = I on the magnitudes of the
recovered signals. However, when the source signals are nonstationary, these
constraints may force a rapid change in the magnitude of the demixing matrix
which in turn leads to numerical instabilities in some cases (see, e.g., [25]).
By replacing I in Eq. 13.19 with the term bdiag{y(iL+ j)ΦT(y(iL+ j))} the
constraint on the magnitude of the recovered signals can be avoided. This is
termed the nonholonomic natural gradient algorithm which is given as

∇NG
ˇW
J (m,W ) = SC

{ ∞∑
i=0

β(i,m)W (i)
1
N

N−1∑
j=0

{
y(iL + j)ΦT

(
y(iL + j)

)
− bdiag

{
y(iL + j)ΦT

(
y(iL + j)

)}}}
.

(13.21)

Here, the bdiag operator sets all cross-channel terms to zero. Due to the
improved convergence behaviour and the nonstationary nature of acoustic
signals the remainder of this chapter will focus on the nonholonomic algorithm
(Eq. 13.21) based on the natural gradient.

13.2.3 Approximations Leading to Special Cases

The natural gradient update (Eq. 13.21) rule provides a very general basis
for BSS of convolutive mixtures. However, to apply it to real-world scenarios,



Convolutive Blind Source Separation for Noisy Mixtures 479

the multivariate score function (Eq. 13.20) has to be estimated, i.e., we have
to estimate P multivariate PDFs p̂yq,D(yq(iL + j)), q = 1, . . . , P of dimen-
sion D. In general, this is a very challenging task, as it effectively requires
estimation of all possible higher-order cumulants for a set of D output sam-
ples, where D may be on the order of several hundred or thousand in real
acoustic environments.

As first shown in [14] we will present in Sec. 13.2.3.1 an efficient solution
for the problem of estimating the multivariate score function by assuming
so-called spherically invariant random processes (SIRPs). Moreover, efficient
realizations based on second-order statistics will be derived in Sec. 13.2.3.2 by
utilization of the multivariate Gaussian PDF.

13.2.3.1 Higher-Order Statistics Realization Based
on Multivariate PDFs

Early experimental measurements [28] indicated that the PDF of speech sig-
nals in the time domain can be approximated by exponential distributions
such as the Gamma or Laplacian PDF. Later on, a special class of multi-
variate PDFs based on the assumption of SIRPs was used in [13] to model
bandlimited telephone speech. The SIRP model is representative for a wide
class of stochastic processes [35,74,89] and is very attractive since multivariate
PDFs can be derived analytically from the corresponding univariate probabil-
ity density function together with the correlation matrices covering multiple
time-lags. The correlation matrices can be estimated from the data while for
the univariate PDF appropriate models can be assumed or the univariate
PDF can be estimated based on parameterized representations, such as the
Gram-Charlier or Edgeworth expansions [48].

The general model of a zero-mean non-white SIRP of D-th order for chan-
nel q is given by [13]

p̂yq,D

(
yq(iL + j)

)
=

1√
πDdet(Ryqyq

(i))
fyq,D

(
yT

q (iL + j)R−1
yqyq

(i)yq(iL + j)
)

(13.22)

with the D × D correlation matrix given as

Rypyq
(i) =

1
N

N−1∑
j=0

yp(iL + j)yT
q (iL + j), (13.23)

and the function fyq,D(·) depending on the chosen univariate PDF. As the best
known example, the multivariate Gaussian can be viewed as a special case of
the class of SIRPs. The multivariate PDFs are completely characterized by
the scalar function fyq,D(·) and Ryqyq

. Due to the quadratic form yT
q R−1

yqyq
yq,

the PDF is spherically invariant which means for the bivariate case (D = 2)
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Fig. 13.3. Illustration of a bivariate SIRP PDF (i.e., D = 2).

that independent of the choice of fyq,D(·) the bivariate PDFs based on the
SIRP model exhibit ellipsoidal or circular contour lines (see Fig. 13.3). The
function fyq,D(·) is determined by the choice of the univariate PDF and can
be calculated by using the so-called Meijer’s G-functions as detailed in [13].

By introducing SIRPs into the BSS optimization criterion we obtain a con-
siderably simplified expression for the multivariate score function (Eq. 13.20)
as first presented in [14]. After applying the chain rule to Eq. 13.22, the mul-
tivariate score function for the q-th channel can be expressed as

Φq

(
yq(iL + j)

)
= −

∂p̂yq,D(yq(iL+j))

∂yq(iL+j)

p̂yq,D(yq(iL + j))

= 2

⎡⎣− ∂fyq,D(uq(iL+j))

∂uq(iL+j)

fyq,D(uq(iL + j))

⎤⎦
︸ ︷︷ ︸

:=φyq,D(uq(iL+j))

R−1
yqyq

(i)yq(iL + j).(13.24)

For convenience, we call the scalar function φyq,D(uq(iL + j)) the SIRP score
of channel q and the scalar argument given as the quadratic form is defined
as

uq(iL + j) = yT
q (iL + j)R−1

yqyq
(i)yq(iL + j). (13.25)

From Eq. 13.24 it can be seen that the estimation of multivariate PDFs reduces
to an estimation of the correlation matrix together with a computation of the
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SIRP score which can be determined by choosing suitable models for the
multivariate SIRP PDF.

In [13,34] it was shown that the spherically symmetric multivariate Lapla-
cian PDF which exhibits Laplacian marginals is a good model for long-term
properties of speech signals in the time-domain. A derivation of the multivari-
ate Laplacian based on SIRPs can be found in, e.g., [13, 31, 53] and leads to
Eq. 13.22 with the function fyq,D(uq(iL + j)) given as

fyq,D

(
uq(iL + j)

)
=

(
1√

2uq(iL + j)

)D/2−1

KD/2−1

(√
2uq(iL + j)

)
.

(13.26)

where Kν(·) denotes the ν-th order modified Bessel function of the second
kind. The SIRP score for the multivariate Laplacian SIRP PDF can be
straightforwardly derived by using the relation for the derivative of a ν-th
order modified Bessel function of the second kind given as [1]

∂Kν

(√
2uq

)
∂
√

2uq

=
ν√
2uq

Kν

(√
2uq

)
− Kν+1

(√
2uq

)
, (13.27)

and is obtained as

φyq,D

(
uq(iL + j)

)
=

1√
2uq(iL + j)

KD/2

(√
2uq(iL + j)

)
KD/2−1

(√
2uq(iL + j)

) . (13.28)

It should be noted that the formulation of Eq. 13.28 in [14] is slightly different
but equivalent. In practical implementations the ν-th order modified Bessel
function of the second kind Kν(

√
2uq) may be approximated by [1]

Kν

(√
2uq

)
=

√
π

2
√

2uq

e−
√

2uq

(
1 +

4ν2 − 1
8
√

2uq

+
(4ν2 − 1)(4ν2 − 9)

2!(8
√

2uq)2
+ . . .

)
.

(13.29)

Having derived the multivariate score function (Eq. 13.24) for the SIRP
model, we can now insert it into the generic HOS natural gradient update
equation with its nonholonomic extension (Eq. 13.21) and will find several
attractive properties that lead to significant reductions in computational
complexity relative to the general case. Considering the fact that the auto-
correlation matrices are symmetric so that (R−1

yqyq
)T = R−1

yqyq
leads to the

following expression for the nonholonomic HOS-SIRP natural gradient :

∇NG
W̌

J (m,W )

= SC
{

2
∞∑

i=0

β(i,m)W (i)
[
Ryφ(y)(i) − bdiag

{
Ryφ(y)(i)

}]
bdiag−1

{
Ryy(i)

}}
(13.30)
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with the second-order correlation matrix Ryy consisting of the channel-wise
submatrices Rypyq

defined in Eq. 13.23 and Ryφ(y) consisting of the channel-
wise submatrices Rypφ(yq) given as

Rypφ(yq)(i) =
1
N

N−1∑
j=0

yp(iL + j)φyq,D

(
uq(iL + j)

)
yT

q (iL + j). (13.31)

The SIRP score φyq,D(·) of channel q which is a scalar value function causes
a weighting of the correlation matrix in Eq. 13.31. In Eq. 13.30 only channel-
wise submatrices have to be inverted so that it is sufficient to choose N > D
instead of N > PD for the estimation of Ryy(i) and Ryφ(y). Moreover,
from the update equation 13.30, it can be seen that the SIRP model leads to
an inherent normalization by the auto-correlation submatrices. This becomes
especially obvious if the update (Eq. 13.30) is written explicitly for a 2-by-2
MIMO system leading to

∇NG
ˇW
J (m,W )

= SC
{

2
∞∑

i=0

β(i,m)W (i)
[

0 Ry1φ(y2)
(i)R−1

y2y2
(i)

Ry2φ(y1)
(i)R−1

y1y1
(i) 0

]}
.

(13.32)

The normalization is important as it provides good convergence even for cor-
related signals such as speech and also for a large number of filter taps. The
normalization is similar as in the recursive least-squares (RLS) algorithm in
supervised adaptive filtering where also the inverse of the auto-correlation ma-
trix is computed [41]. To obtain efficient implementations, the normalization
by the computationally demanding inverse of the D × D matrix can be ap-
proximated in several ways as shown in Sec. 13.2.4 and outlined in Sec. 13.2.5.

13.2.3.2 Second-Order Statistics Realization Based
on the Multivariate Gaussian PDF

Using the model of the multivariate Gaussian PDF leads to a second-order
realization of the BSS algorithm utilizing the nonstationarity and the non-
whiteness of the source signals. The multivariate Gaussian PDF

p̂yq,D

(
yq(iL + j)

)
=

1√
(2π)Ddet

(
Ryqyq

(i)
) e

− 1
2 yT

q (iL+j)R−1
yqyq

(i)yq(iL+j)

(13.33)
is inserted in the expression for the multivariate score function (Eq. 13.20)
whose elements reduce to

Φq

(
yq(iL + j)

)
= R−1

yqyq
(i)yq(iL + j) . (13.34)
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Inserting Eq. 13.34 into the natural gradient update (Eq. 13.19) yields the
SOS natural gradient:

∇NG
ˇW
J (m,W )

= SC
{ ∞∑

i=0

β(i,m)W (i)
[
Ryy(i) − bdiag

{
Ryy(i)

}]
bdiag−1

{
Ryy(i)

}}
.

(13.35)

Comparing Eq. 13.35 to the HOS-SIRP update (Eq. 13.30) shows that due
to the fact that only SOS are utilized, we obtain the same update with the
nonlinearity (Eq. 13.28) omitted, i.e., φyq,D(uq(iL + j)) = 1, q = 1, . . . , P .
Therefore, the SOS natural gradient update also exhibits the inherent nor-
malization by the auto-correlation matrices which leads to very robust con-
vergence behaviour in real-world environments. Moreover, due to the inversion
of channel-wise D × D submatrices, N > D instead of N > PD is again suf-
ficient for the estimation of the correlation matrices.

In Fig. 13.4 the structure of the cost function in the case of SOS and
idealized/simplified mechanism of the adaptation update (Eq. 13.35) is illus-
trated. By assuming the multivariate Gaussian PDF (Eq. 13.33) and then
minimizing J (m,W ), all cross-correlations for D time-lags are reduced and
thus the algorithm exploits nonwhiteness. Nonstationarity is utilized by min-
imizing the correlation matrices simultaneously for several blocks i. Ideally,
the cross-correlations will be equal to zero upon convergence which causes the
update term to be zero because then Ryy(i) − bdiag {Ryy(i)} = 0.

D

D

Each diagonal
represents
one time-lag

Auto-correlation Ry1y1 Cross-correlation Ry1y2

Fig. 13.4. Illustration of the diagonalization of the correlation matrices Ryy(i)
performed by the natural gradient update (Eq. 13.35) for the 2 × 2 case.

An alternative derivation of a SOS BSS algorithm leading to the same
natural gradient update as given in Eq. 13.35 was presented in [17]. There,
the derivation was based on a generalized version of the cost function used
in [64], which also simultaneously exploits nonwhiteness and nonstationarity
of the sources.
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13.2.4 Estimation of the Correlation Matrices and an Efficient
Normalization Strategy

In this section some implementation aspects are addressed which allow to
reduce the computational complexity. The first aspect is the block-based es-
timation of the short-time output correlation matrices Rypyq

(i) for nonsta-
tionary signals for which two basic methods exist: The so-called covariance
method and the correlation method as they are known from linear prediction
problems [58]. It should be emphasized that the terms covariance method and
correlation method are not based upon the standard usage of the covariance
function as the correlation function with the means removed. In the defini-
tion of the correlation matrices in Eq. 13.23 the more accurate covariance
method was introduced. To obtain more efficient implementations, the com-
putationally less complex correlation method can be used which is obtained by
assuming stationarity within each block i. This leads to a Toeplitz structure
of the matrices Rypyq

(i) and thus simplifies the computation of the matrix
products [6]. Furthermore, it is important to note that regardless of the esti-
mation of the correlation matrices, the matrix product of Sylvester matrices
W pq and the remaining matrices in the update Eqs. 13.30 and 13.35 can be
described by linear convolutions due to the Sylvester structure involved.

As a second aspect, we discuss the inherent normalization by the auto-
correlation matrices in Eqs. 13.30 and 13.35 which is introduced by the usage
of multivariate PDFs as pointed out in the previous section. The normalization
is desirable as it guarantees fast convergence of the adaptive filters even for
large filter lengths and correlated input signals. On the other hand this poses
the problem of large computational complexity due to the required matrix
inversion of P matrices of size D × D. The complexity of a straightforward
implementation is O(D3) for using the covariance method and O(D2) for the
correlation method due to the Toeplitz structure involved. However, as D may
be even larger than 1000 for realistic environments this is still prohibitive for a
real-time implementation on regular PC platforms. Therefore, approximations
are desirable which reduce the complexity with minimum degradation of the
separation performance.

One possible solution is to approximate the auto-correlation matrices
Ryqyq

(i) by a diagonal matrix, i.e., by the output signal powers

Ryqyq
(i) ≈ 1

N

N−1∑
j=0

diag
{
yq(iL + j)yT

q (iL + j)
}

. (13.36)

for q = 1, . . . , P , where the operator diag{A} sets all off-diagonal elements
of matrix A to zero. This approximation is comparable to the one in the
well-known normalized least mean squares (NLMS) algorithm in supervised
adaptive filtering approximating the RLS algorithm [41]. It should be noted
that the SOS natural gradient algorithm based on Eq. 13.35 together with
the approximation 13.36 was also heuristically introduced for the case D = L



Convolutive Blind Source Separation for Noisy Mixtures 485

in [2, 70] as an extension of [50] incorporating several time-lags. It should be
pointed out that also a more sophisticated approximation of the normalization
is possible. One approach which exploits the efficiency of computations in the
DFT domain is outlined in the next section.

For blocks with speech pauses and low background noise the normaliza-
tion by the auto-correlation matrix Ryqyq

leads to the inversion of an ill-
conditioned matrix or in the case of the approximation (Eq. 13.36) to a division
by very small output powers or even by zero becomes likely and thus, the esti-
mation of the filter coefficients becomes very sensitive. For a robust adaptation
Ryqyq

is replaced by a regularized version Ryqyq
+ δyq

I. The basic feature
of the regularization is a compromise between fidelity to data and fidelity to
prior information about the solution [23]. As the latter increases robustness
but leads to biased solutions, similarly to supervised adaptive filtering [19], a
dynamical regularization

δyq
= δmaxe

−σ2
yq

/σ2
0 (13.37)

can be used with two parameters δmax and σ2
0 . This exponential method pro-

vides a smooth transition between regularization for low output power σ2
yq

and data fidelity whenever the output power is large enough. Other popular
strategies are the fixed regularization which simply adds a constant value to
the output power δyq

= const and the approach of choosing the maximum out
of the output signal power σ2

yq
and a fixed threshold δth.

13.2.5 On Broadband and Narrowband BSS Algorithms
in the DFT Domain

In the previous sections it was shown how different time-domain algorithms
can be derived from the TRINICON framework. On the other hand, for con-
volutive mixtures the classical approach of frequency-domain BSS appears to
be an attractive alternative because all techniques originally developed for
instantaneous BSS can typically be applied independently in each frequency
bin, e.g., [48]. Unfortunately, this traditional narrowband approach exhibits
several limitations as identified in, e.g., [10,55,75]. In particular, the permuta-
tion problem pointed out in Sec. 13.1, which is inherent in BSS may then also
appear independently in each frequency bin so that extra repair measures
have to be taken to address this internal permutation. Moreover, problems
caused by circular convolution effects due to the narrowband approximation
are reported in, e.g., [75].

To exploit the computational efficiency it is desirable to derive approaches
in the DFT domain, but on the other hand the above-mentioned problems of
the narrowband approach should be avoided. This can be achieved by trans-
forming the equations of the TRINICON framework into the DFT domain in
a rigorous way (i.e., without any approximations) as was shown in [16, 17].
As in the case of time-domain algorithms, the resulting generic DFT-domain
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broadband BSS may serve both as a unifying framework for existing algo-
rithms, and also as a starting point for developing new improved algorithms
by a considerate choice of selective approximations as shown in, e.g., [7, 16].
Fig. 13.5 gives an overview on the most important classes of DFT-domain BSS
algorithms known so far (various more special cases may be developed in the
future). A very important observation from this framework using multivariate
PDFs is that the internal permutation problem is avoided. This is achieved
by the following two elements:

1. Constraint matrices (consisting of an inverse DFT followed by a zeroing
of several elements in the time domain and a subsequent DFT) appear in
the generic DFT-domain formulation (see, e.g., [16, 17]) and describe the
inter-frequency correlation between DFT components.

2. The coupling between the DFT bins is additionally ensured by the mul-
tivariate score function which is derived from the multivariate PDF [16].
As an example, for SIRPs the argument of the multivariate score function
(which is in general a nonlinear function) is yT

q (iL+ j)R−1
yqyq

(i)yq(iL+ j)
according to Eq. 13.22. Even for the simple case R−1

yqyq
(i) = I, where

we have yT
q (iL + j)yq(iL + j) = ‖yq(iL + j)‖2, i.e., the quadratic norm,

and – due to the Parseval theorem – the same in the DFT domain, i.e.,
the quadratic norm over all DFT components ensures a coupling between
all DFT bins. From this we immediately see that for the adaptation of
an individual DFT bin all DFT bins are taken into account simultane-
ously so that the internal permutation problem is at least mitigated if not
completely avoided.

This illustrates that the dependencies among all DFT components (including
higher-order dependencies) are inherently taken into account in the TRINI-
CON framework. The traditional narrowband approach (with the internal
permutation problem) would result as a special case if we assume all DFT
components to be statistically independent from each other which is of course
not the case for real-world broadband signals such as speech and audio signals.
Actually, in the traditional narrowband approach, the additionally required re-
pair mechanisms for permutation alignment try to exploit such inter-frequency
dependencies [51].

In Fig. 13.5 it can be seen that the TRINICON framework allows to in-
troduce several selective approximations which can be used to cover several
well-known algorithms and also to derive new algorithms. Among these algo-
rithms, the system described in [7] has turned out to be very efficient. There,
only the normalization by the auto-correlation matrix in the SOS BSS update
(Eq. 13.35) has been approximated by a narrowband inverse which allows to
perform for each channel a scalar inversion for each DFT bin instead of a
D × D matrix inverse. Therefore, this algorithm is included in the experi-
mental evaluation in the next section. More details and a pseudo-code of the
algorithm can be found in [7].
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13.2.6 Experimental Results for Reverberant Environments

The separation performance of various BSS algorithms derived from the
TRINICON framework is shown for a living room scenario with a reverbera-
tion time T60 = 200 ms. Two sources have been placed at a distance of 1 m at
−20◦, 40◦ from a microphone pair with omnidirectional sensors and the signals
have been sampled at fs = 16 kHz. To cope well with the reverberation, the
demixing filter length has been chosen to L = 1024 taps. The nonwhiteness
is exploited by the memory of D = L = 1024 introduced in the multivariate
PDFs and in the correlation matrices. For accurate estimation of these quan-
tities a block length of N = 2048 was chosen. For all examined algorithms the
Sylvester constraint SCR together with the initialization wpp,15 = 1, p = 1, 2
(all other taps are set to zero) is used due to the increased versatility [4,6] and
the correlation method is used for the estimation of the correlation matrices to
reduce computational complexity. For the iterative adaptation procedure the
block-online update with �max = 5 offline iterations together with an adaptive
stepsize is used (for details, see [6]). This allows online processing of the sen-
sor signals and fast convergence when iterating �max times on the same data
block.

The evaluated algorithms include the computationally complex second-
order statistics algorithm (Eq. 13.35) as well as efficient algorithms obtained
by applying several approximations to the generic algorithm. A list of all
algorithms is given in Tab. 13.1. The performance of the algorithms is mea-
sured in terms of the segmental signal-to-interference ratio (SIR) improvement
∆SIRseg. The segmental SIR measures the ratio of the power of the desired
signal versus the power of the interfering signals and then averages this quan-
tity over all P channels.

Table 13.1. List of algorithms evaluated in the reverberant living room scenario.

Identifier Algorithmic description

(A) Broadband SOS algorithm (Eq. 13.35) based on the multivariate
Gaussian PDF.

(B) Broadband SOS algorithm based on multivariate Gaussian PDF
(Eq. 13.35) with normalization approximated as a narrowband in-
verse [7].

(C) Broadband SOS algorithm based on multivariate Gaussian PDF
(Eq. 13.35) with normalization approximated as a scaling by the
output signal variance (Eq. 13.36) [6, 17].

(D) Narrowband SOS algorithm based on multivariate Gaussian PDF
where the coupling between the DFT bins is ensured by one re-
maining constraint matrix [17].
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Fig. 13.6. Segmental SIR improvement ∆SIRseg for the second-order statistics
algorithms (A)-(D) evaluated in the living room scenario (T60 = 200 ms) for two
source position setups.

The experimental results in Fig. 13.6 show that the SOS algorithm (A)
provides the best performance. However, its high computational complex-
ity prevents a real-time implementation on current state-of-the-art hardware
platforms for such large demixing filter lengths. Therefore approximations are
needed which minimally affect the separation performance but result in com-
putationally efficient algorithms. As pointed out above, the main complexity
in the second-order statistics algorithms is caused by the inverse of the auto-
correlation matrix for each output channel. This inverse is approximated in
the broadband algorithm (B) by a narrowband inverse which leads to a scalar
inversion in each DFT bin [7]. The algorithm (B) can be implemented in
real-time on regular PC hardware and it can be seen in Fig. 13.6 that the sep-
aration performance is only slightly reduced. In the broadband algorithm (C)
the normalization is further simplified by using the variance of each output
signal [6,17] as shown in Sec. 13.2.4. This means that the normalization is not
frequency-dependent anymore. In the narrowband algorithm (D) all constraint
matrices except one are approximated [17]. This means that the narrowband
normalization is done analogously to algorithm (B), however, due to discard-
ing all constraint matrices except for one, the complete decoupling of the



490 R. Aichner, H. Buchner, W. Kellermann

DFT bins is only prevented by the last remaining constraint matrix. Thus,
the algorithm (D) already suffers from the permutation and scaling problem
occuring in each DFT bin. This explains the inferior separation performance
compared to the broadband algorithms (A)-(C). More extensive simulations
for algorithms derived from the TRINICON framework including different
source positions and reverberation times can be found in [8].

13.3 Extensions for Blind Source Separation in Noisy
Environments

In the previous section only noiseless reverberant environments were consid-
ered with the maximum number of simultaneously active point sources Q
assumed to be equal to the number of sensors P . However, in realistic scenar-
ios, in addition to the point sources to be separated, some background noise
will usually be present. Thus, in general BSS faces two different challenges in
noisy environments:

1. The adaptation of the demixing BSS filters should be robust to the noise
signals n1(n), . . . , nP (n) to ensure high separation performance of the
desired point sources s1(n), . . . , sP (n). This means that the signal-to-
interference ratio (SIR) should not deteriorate compared to the noiseless
case.

2. The noise contribution contained in the separated BSS output signals
should be suppressed, i.e., the signal-to-noise ratio (SNR) should be max-
imized.

Both requirements must be met if BSS should be attractive for noisy environ-
ments.

According to the literature (see e.g., [25, 48] and references therein), it
has been tried to address the first point by developing noise-robust BSS al-
gorithms. However, so far this has been considered only for the instantaneous
BSS case. Additionally, several assumptions such as spatial or temporal un-
correlatedness are usually imposed on the noise signals allowing to generate
optimization criteria which are not affected by the noise signals. However,
in the case of convolutive BSS for acoustic signals these assumptions for the
noise signals are too restrictive. In the next section when discussing a model
for background noise, we will see that in realistic scenarios the background
noise at the sensors is temporally correlated and for low frequencies and/or
small microphone spacings it will also be spatially correlated. This does not
allow the application of the noise-robust instantaneous BSS algorithms pre-
sented in the literature to the noisy convolutive BSS problem.

A more promising approach for increasing the robustness of the BSS
adaptation are pre-processing methods. In Sec. 13.3.2 we will describe single-
channel and multi-channel methods in order to remove the bias of the second-
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order correlation matrices caused by the noise. This will lead to a better
performance of previously discussed BSS algorithms.

Another approach to the noisy convolutive BSS problem is the application
of post-processing methods to the outputs of the BSS system. Without pre-
processing the separation performance of the BSS algorithms will decrease in
noisy environments. Therefore, the post-processing technique has to aim at the
suppression of both, background noise and residual crosstalk from interfering
point sources which could not be cancelled by the BSS demixing filters. This
will be discussed in detail in Sec. 13.3.3.

13.3.1 Model for Background Noise in Realistic Environments

A model often used to describe background noise is the 3-dimensional isotropic
sound field which is also termed diffuse sound field [56]. It can be modeled
by an infinite number of statistically independent point sources which are
uniformly distributed on a sphere. The phases of the emitted background
noise signals are uniformly distributed between 0 and 2π. If the radius of the
sphere is r → ∞, then the propagating waves from each point source picked
up be the microphones xp can be assumed to be plane waves.

The diffuse sound field allows to describe, e.g., speech babble noise in a
cafeteria, which is generated by a large number of background speakers or
exterior noise recorded in the passenger compartment of a car which is a
superposition of many different sources such as, e.g., motor, wind, or street
noise. Moreover, the diffuse sound field is also often used to model reverbera-
tion [56]. This requires that the direct sound and the reflections are assumed
to be mutually incoherent, i.e., the phase relations between the sound waves
are neglected and thus, a superposition of the sound waves only results in a
summation of the sound intensities. As the convolutive BSS demixing system
accounts for the phase relations by the FIR filters of length L only the reflec-
tions exceeding the time-delay covered by L filter taps can be considered as
being of diffuse nature. This case applies to highly reverberant environments
such as, e.g., lecture rooms, or train stations.

In the convolutive BSS model depicted in Fig. 13.1 we assumed that the
number of simultaneously active point sources Q is less or equal to the num-
ber of sensors P . Due to the limited number of point sources Q in the BSS
scenario, we thus cannot model the diffuse sound field by an infinite number
of point sources. Therefore, they are included in the BSS model in Fig. 13.1
as noise components np(n), p = 1, . . . , P which are additively mixed to each
microphone signal xp(n).

An adequate quantity to classify the sound field at the sensors is the
magnitude-squared coherence (MSC) function whose estimate for the m-th
data block and ν-th DFT bin is given by

∣∣Γ (ν)
x1x2

(m)
∣∣2 =

∣∣S(ν)
x1x2

(m)
∣∣2

S(ν)
x1x1

(m)S(ν)
x2x2

(m)
. (13.38)
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The estimation of the power-spectral densities S(ν)
xpxq

(m) for nonstationary
signals such as speech is usually performed using recursive averaging with a
forgetting factor γ given as

S(ν)
xpxq

(m) = γS(ν)
xpxq

(m − 1) + (1 − γ)X(ν)
p (m)X(ν)∗

q (m). (13.39)

A long-term estimate of the MSC can be obtained by averaging the short-term
MSC |Γ (ν)

x1x2
(m)|2 over all blocks.

In an ideally diffuse sound field the MSC between the microphone signals
x1(n) and x2(n) is given by

∣∣Γ (ν)
x1x2

∣∣2 =
sin2

(
2πνR−1fsd c−1

)
(2πνR−1fsd c−1)2

, (13.40)

where d denotes the distance between the microphones and R is the DFT
length. This result assumes omnidirectional sensor characteristics and was
first presented in [26] (a detailed derivation can be found, e.g., in [8, 60]).
Eq. 13.40 reflects that the noise components np(n) which originated from
a diffuse sound field are strongly correlated between the sensors at low fre-
quencies but less correlated for higher frequencies. Additionally, each np(n),
p = 1, . . . , P may also contain sensor noise which is usually assumed inde-
pendent across different sensors. For comparison, the MSC for a point source
sq(n) is equal to one. In Fig. 13.7 the estimated MSC of car noise is shown.
A two-element omnidirectional microphone array was positioned in the passen-
ger compartment at the interior mirror and two different spacings of d = 4 cm
and d = 16 cm have been examined. The car noise was measured while driving
through a suburban area. The estimate of the MSC (Eq. 13.38) was obtained
by using the recursive averaging procedure (Eq. 13.39) with γ = 0.9, DFT
length R = 512, and using Hann windowing. The long-term estimate |Γ (ν)
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Fig. 13.7. MSC |Γ (ν)
x1x2 |2 of car noise measured at two sensors x1(n) and x2(n)

positioned at the interior mirror in a car compartment for different sensor spacings d.
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was calculated by averaging over all blocks for a signal length of 20 sec. It
can be seen that the MSC of the measured data (solid) corresponds very well
to the sin2(x)/x2 characteristic of the MSC of an ideal diffuse sound field
(dashed) for both microphone spacings. Therefore, it can be concluded that
the MSC of car noise can be approximated by the MSC of a diffuse sound
field. Additionally, in [62] it was shown experimentally that also office noise
originating from computer fans and hard disk drives can be assumed to exhibit
the MSC of a diffuse noise field.

13.3.2 Pre-Processing for Noise-Robust Adaptation

From the literature only few pre-processing approaches for BSS in noisy en-
vironments are known. If the number of sensors P is equal to the number of
sources Q, as considered in this chapter, then usually so-called bias removal
techniques are used which aim at estimating and subtracting the contribu-
tion of the noise in the sensor signal itself or in the second-order correlation
matrix and possibly also in the higher-order relation matrix of the sensor sig-
nals. These techniques will be discussed in the following. If more sensors than
sources are available, i.e., P > Q, then also subspace techniques can be used as
a pre-processing step to achieve a suppression of the background noise. As we
restricted ourselves in this chapter to the case P = Q the subspace approaches
will not be treated here, but a summary and an outline of possible directions
of future research can be found in [8].

The signal model in matrix-vector notation (Eq. 13.7) yields the BSS
output signals y(n) containing D output signal samples for each of the
Q = P channels. If background noise np(n) is superimposed at each sensor
p = 1, . . . , P , the signal model can be decomposed as

y(n) = W Tx(n)

= W T
(
HTs(n) + n(n)

)
(13.41)

where the background noise and speech samples are contained in the column
vectors

s(n) =
[
sT
1 (n), . . . , sT

P (n)
]T

, (13.42)

sp(n) =
[
sp(n), . . . , sp(n − 2L − M + 2)

]T
, (13.43)

n(n) =
[
nT

1 (n), . . . ,nT
P (n)

]T
, (13.44)

np(n) =
[
np(n), . . . , np(n − 2L + 1)

]T
, (13.45)

and the matrix H is composed of channel-wise Sylvester matrices Hqp of size
(M + 2L− 1)× 2L containing the mixing FIR filters hqp,κ, κ = 0, . . . , M − 1.
It can be seen from the noisy signal model (Eq. 13.41) that the second-order
correlation matrix Ryy(n) and also the higher-order relation matrix Ryφ(y)(n)



494 R. Aichner, H. Buchner, W. Kellermann

will contain a bias due to the background noise. Due to the central limit
theorem, the distribution of the diffuse background noise can be assumed to
be closer to a Gaussian than the distribution of the speech signals. Therefore,
the bias will be larger for the estimation of the cross-correlation matrix Ryy(n)
and the background noise will affect the estimation of higher-order moments
less. Therefore, we will focus on bias removal for second-order correlation
matrices. The background noise n(n) and the point-source signals s(n) are
assumed to be mutually uncorrelated so that the second-order correlation
matrix Ryy(n) with its channel-wise submatrices defined in Eq. 13.23 can be
decomposed as

Ryy(n) = W T
(
HTRss(n)H + Rnn(n)

)
W (13.46)

with the source correlation matrix Rss(n) and noise correlation matrix
Rnn(n) defined as

Rss(n) =
1
N

N−1∑
j=0

s(n + j) sT(n + j), (13.47)

Rnn(n) =
1
N

N−1∑
j=0

n(n + j)nT(n + j). (13.48)

To remove the bias introduced by the background noise it is possible to ei-
ther aim at estimating and subsequently removing the noise component in
Eq. 13.41, e.g., by using single-channel noise reduction techniques, or to esti-
mate and remove the noise correlation matrix Rnn(n). The latter approach is
already known from the literature on instantaneous BSS. There, usually spa-
tially and temporally uncorrelated Gaussian noise is assumed, i.e., Rnn(n) is
a diagonal matrix (see, e.g., [24,25,30,48]). Moreover, most approaches assume
that Rnn(n) is known a-priori and stationary. However, in realistic scenarios
usually temporally correlated background noise is present at the sensors. This
noise can often be described by a diffuse sound field, leading to noise sig-
nals which are also spatially correlated for low frequencies (see Sec. 13.3.1).
Additionally, background noise is in general nonstationary and its stochastic
properties can at best be assumed slowly time-variant which thus requires a
continuous estimation of the correlation matrix Rnn(n) based on short-time
stationarity according to Eq. 13.48. The following bias removal techniques,
aiming at the noise signal n(n) or the noise correlation matrix Rnn(n), will
be examined under these conditions.

13.3.2.1 Single-Channel Noise Reduction

If the estimation and suppression of the noise components np(n) is desired
for each sensor signal xp(n) individually, then for each channel p = 1, . . . , P
a single-channel noise reduction algorithm can be used. The estimation and
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suppression of background noise using one channel is already a long-standing
research topic. In general, all algorithms consist of two main building blocks:

• the estimation of the noise contribution and
• the computation of a weighting rule to suppress the noise and enhance the

desired signal.

An overview of various methods can be found, e.g., in [39].
In all well-known noise estimation methods in the literature usually the

noise power spectral density (PSD) is estimated without recovering the phase
of the clean signal but using the phase of the noisy signal instead. This is
motivated by the fact that the human perception of speech is not much affected
by a modification of the phase of the clean signal [83]. However, for BSS
algorithms the relative phase of the signals acquired by different microphones
is crucial as this information is implicitly used to suppress signals depending
on their different directions of arrival. To evaluate the importance of amplitude
and phase for pre-processing techniques applied to BSS algorithms, we will in
the following generate pre-processed sensor signals by using the DFT-domain
amplitude of the clean mixture signals and the phase of the noisy mixture
signals. This corresponds to an optimum single-channel speech enhancement
algorithm which perfectly estimates the amplitude of the clean mixture signal
and thus, suppresses the background noise completely. These signals are then
used as inputs for the second-order statistics BSS algorithm described in [7].

For this experiment we use two noisy scenarios. The first one is a car
environment where a pair of omnidirectional microphones with a spacing of
20 cm was mounted to the interior mirror. The long-term SNR was adjusted to
0 dB which is a realistic value commonly encountered inside car compartments.
Analogously to the BSS experiments in Sec. 13.2.6 a male and a female speech
signal were convolved with the acoustic impulse response measured for the
driver and co-driver positions. The second scenario corresponds to the cocktail
party problem which is usually described by the task of listening to one desired
point source in the presence of speech babble noise consisting of the utterances
of many other speakers. The long-term statistics of speech babble are well
described by a diffuse sound field, however, there may also be several other
distinct noise point sources present. In our experiments we simulated such a
cocktail party scenario inside a living room environment where speech babble
noise was generated by a circular loudspeaker array with a diameter of 3 m.
The two omnidirectional microphones with a spacing of 20 cm were placed
in the center of the loudspeaker array from which 16 speech signals were
reproduced to simulate the speech babble noise. Additionally, two distinct
point sources at a distance of 1 m and at the angles of 0◦ and −80◦ were
used to simulate the desired and one interfering point source, respectively.
The long-term input SNR at the microphones has been adjusted for the living
room scenario to 10 dB. This is realistic, as due to the speech-like spectrum
of the background noise the microphone signals exhibiting higher SNR values
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are perceptually already as annoying as those with significantly lower SNR
values for lowpass car noise.

Due to the perfect estimation of the clean signal amplitude the background
noise is almost inaudible. However, the results in Fig. 13.8 show that due to
the noisy phase for the car environment no improvement in terms of separa-
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Fig. 13.8. Segmental SIR improvement ∆SIRseg depicted over time for two noisy
environments. Speech separation results are shown for the BSS outputs adapted with
the noisy mixtures and for BSS with pre-processing by restoring the magnitude of
the clean mixture signals but with the phase of the noisy mixtures.

tion performance can be obtained. Similarly, for the cocktail party scenario
only a small improvement in terms of separation of the point sources can
be achieved. Further experiments also indicated that when using a realistic
state-of-the-art noise reduction algorithm as, e.g., proposed in [63], then also
the improvements shown in Fig. 13.8(b) disappear. Therefore, it is concluded
that pre-processing by single-channel noise reduction algorithms only sup-
presses the background noise, but does not improve the degraded separation
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performance of the subsequent BSS algorithm. To improve the separation, it
is crucial that both, amplitude and phase of the clean mixture signals are
estimated. This usually requires multi-channel methods as presented in the
next section.

13.3.2.2 Multi-Channel Bias Removal

To also account for the phase contribution of the background noise we first
review briefly some methods initially proposed for instantaneous BSS which
aim at estimating and subsequently removing the noise correlation matrix
Rnn(n). For convolutive BSS only a few approaches have been proposed so
far: In [45] the special case of spatio-temporally white noise was addressed
and has been extended to the diffuse noise case in [46]. There, stationarity
of the noise was assumed and the preceding noise-only segments have been
used for the estimation of the correlation matrix. Already earlier in [3, 6]
a similar procedure was proposed where the minimum statistics approach
[63] was used for the estimation of the noise characteristics. This method
operates in the DFT domain and is based on the observation that the power
of a noisy speech signal frequently decays to the power of the background
noise. Hence by tracking the minima an estimate for the auto-power spectral
density of the noise is obtained. However, due to the spatial correlation not
only the auto- but also the cross-power spectral densities of the noisy signal
xp(n) and the background noise np(n) are required. They are estimated and
averaged recursively for each DFT bin whenever we detect a minimum (i.e.
speech pause) of the noisy speech signals. Thus, for slowly time-varying noise
statistics this method gives an accurate estimate of the noise spectral density
matrix used for the bias removal. In Fig. 13.9 the results of the approach in [3]
are shown in terms of the segmental SIR improvement for the separation of
the two point sources. It can be seen that the pre-processing slightly improves
the separation performance for the noisy car environment described in the
previous section.

In the cocktail party scenario this approach did not achieve good results
as the noise statistics is more time-variant and due to only few speech pauses
of the point sources the noise PSD cannot be estimated very well.

In contrast to the single-channel bias removal techniques, the multi-
channel approaches do not achieve any background noise reduction as they
merely aim at providing a better estimate of the correlation matrix of the point
sources which is then used for the adaptation of the demixing filter weights.
To additionally suppress the background noise, this approach would have to
be complemented by a post-processing technique. Note also that due to fewer
speech pauses it is more difficult to estimate the noise correlation matrix for
multiple active speakers compared to a single speaker as typically encountered
in single-channel speech enhancement applications. Therefore, the estimation
of the noise contribution may be done more reliably after the BSS stage where
already a partial suppression of the interfering point sources is achieved. This
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Fig. 13.9. Segmental SIR improvement ∆SIRseg depicted over time for the noisy
car environment. Speech separation results are shown for the BSS outputs adapted
with the noisy mixtures and for BSS with pre-processing by multi-channel bias
removal.

will be investigated in detail for the post-processing approach discussed in
Sec. 13.3.3

13.3.3 Post-Processing for Suppression of Residual Crosstalk
and Background Noise

In Sec. 13.3.2 several pre-processing approaches have been discussed. It could
be seen that for the case P = Q only multi-channel bias removal methods
achieved some noise robustness of the BSS algorithm. For these methods a
reliable voice activity detection is crucial but might be difficult to realize
in environments with several speech point sources so that in such cases post-
processing methods are a preferable alternative. Post-processing methods have
the advantage that the BSS system already achieves a suppression of the inter-
fering point sources so that in each BSS output channel only some remaining
interference of the other point sources is present. As will be shown later,
this simplifies the estimation of the quantities required by the post-processing
method. A suitable post-processing scheme is given by a single-channel post-
filter gq,κ applied to each BSS output channel as shown in Fig. 13.10. The
motivation of using a single-channel postfilter for each BSS output channel is
twofold:

Firstly, it is desired that the remaining background noise is reduced at
the BSS output channels. In [20] it was shown that the optimum solution for
BSS leads to blind MIMO identification and thus, the BSS demixing system
can be interpreted for each output channel as a blind adaptive interference
canceller aiming at the suppression of the interfering point sources. As the
background noise is usually described by a diffuse sound field, the BSS system
achieves only limited noise suppression. However, from adaptive beamforming
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Fig. 13.10. Noisy BSS model combined with postfiltering.

(e.g., [76]) it is known that in such environments the concatenation of an
adaptive interference canceller with a single-channel postfilter can improve
the noise reduction.

Secondly, BSS algorithms are in noisy environments usually not able to
converge to the optimum solution due to the bias introduced by the back-
ground noise. Moreover, moving point sources or an insufficient demixing fil-
ter length, which only partly covers the existing room reverberation, may lead
to reduced signal separation performance and thus, to the presence of resid-
ual crosstalk from interfering point sources at the BSS output channels. In
such situations, the single-channel postfilter should be designed such that it
also provides additional separation performance. Analogously, similar consid-
erations have led to a single-channel postfilter in acoustic echo cancellation
which was first proposed in [11,59].

The reduced separation quality due to an insufficient demixing filter length
in realistic environments was the motivation of several single-channel post-
filter approaches that have been previously proposed in the BSS literature
[22,68,69,72,80,82]. Nevertheless, a comprehensive treatment of the simultane-
ous suppression of residual crosstalk and background noise is still missing and
will be presented in the following sections. We will first discuss in Sec. 13.3.3.1
the advantages of the implementation of the single-channel postfilter in the
DFT domain and will introduce a spectral gain function requiring the power
spectral density (PSD) estimates of the residual crosstalk and background
noise. Then, the signal model for the residual crosstalk and the background
noise will be discussed in Sec. 13.3.3.2 allowing to point out the relationships to
previous post-processing approaches. The chosen signal model will lead to the
derivation of a novel residual crosstalk PSD estimation and additionally the
estimation of the background noise will be addressed. Subsequently, experi-
mental results will be presented which illustrate the improvements that can
be obtained by the application of single-channel postfilters both, in terms of
SIR and SNR.
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13.3.3.1 Spectral Weighting Function for a Single-Channel
Postfilter

The BSS output signals yq(n), q = 1, . . . , P can be decomposed for the q-th
channel as

yq(n) = ysr,q(n) + yc,q(n) + yn,q(n), (13.49)

where ysr,q(n) is the component containing the desired source sr(n). As a
possible permutation of the separated sources at the BSS outputs, i.e., r 	= q
does not affect the post-processing approach we will simplify the notation
and denote in the following the desired signal component in the q-th channel
as ys,q(n). The quantity yc,q(n) is the residual crosstalk component from the
remaining point sources that could not be suppressed by the BSS algorithm
and yn,q(n) denotes the contribution of the background noise.

From single-channel speech enhancement (e.g., [12]) or from the literature
on single-channel postfiltering for beamforming (e.g., [76]) it is well-known
that it is beneficial to utilize the DFT-domain representation of the signals and
estimate the single-channel postfilter in the DFT domain. Thus, Npost samples
are combined to an output signal block which is, after applying a windowing
operation, transformed by the DFT of length Rpost ≥ Npost yielding the DFT-
domain representation of the output signals as

Y (ν)
q (m) = Y (ν)

s,q (m) + Y (ν)
c,q (m) + Y (ν)

n,q(m) (13.50)

where ν = 0, . . . , Rpost − 1 is the index of the DFT bin and m denotes the
block time index. The advantage is that in the DFT domain speech signals
are sparser, i.e., we can find regions in the time-frequency plane where the
individual speech sources do not overlap (see e.g., [90]). This property is often
exploited in underdetermined blind source separation where there are more
simultaneously active sources than sensors (e.g., [29,84]). Here, this sparseness
is used for the estimation of the quantities necessary for the implementation of
the spectral gain function. A block diagram showing the main building blocks
of a DFT-based postfilter is given in Fig. 13.11. There it can already be seen
that analogously to single-channel speech enhancement or post-filtering ap-
plied to beamforming or acoustic echo cancellation, the DFT bins are treated
in a narrowband manner as all computations are carried out independently
in each DFT bin. Because of the narrowband treatment we have to ensure
that circular convolution effects, appearing due to the signal modification by
the spectral weighting, are not audible. Thus, the enhanced output signal zq,
which is the estimate ŷs,q(n) of the clean desired source component, is com-
puted by the means of an inverse DFT using a weighted overlap-add method
including a tapered analysis and synthesis windows as suggested in [38]. This
is in contrast to the BSS algorithms derived from the TRINICON framework
where the linear convolution of the sensor signals with the estimated FIR
demixing system is implemented without approximations equivalently in the
DFT domain by the overlap-save method. In contrast to postfiltering, the
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Fig. 13.11. DFT-based single-channel postfiltering depicted for the ν-th DFT bin
in the q-th channel.

selective narrowband approximations which are applied in the TRINICON
framework and have been outlined in Sec. 13.2.5 have only been made in the
adaptation process of the demixing filters to obtain efficient BSS algorithms.

According to Fig. 13.11 a spectral gain function G(ν)
q (m) in the ν-th DFT

bin aiming at simultaneous suppression of residual crosstalk and background
noise has to be derived. The output signal of the post-processing scheme is
the estimate of the clean desired source signal

Z(ν)
q = Ŷ

(ν)

s,q (13.51)

and is given as
Z(ν)

q (m) = G(ν)
q (m)Y (ν)

q (m) . (13.52)

According to [5] we choose in this chapter to minimize the mean-squared error
E{(Z(ν)

q (m)−Y (ν)
s,q (m))2} with respect to G(ν)

q (m). This leads to the ν-th bin
of the well-known Wiener filter for the q-th channel given as

G(ν)
q (m) =

E
{∣∣Y (ν)

s,q (m)
∣∣2}

E
{∣∣Y (ν)

q (m)
∣∣2} . (13.53)

With the assumption that the desired signal component, the interfering signal
components and the background noise in the q-th channel are all mutually
uncorrelated, Eq. 13.53 can be expressed as
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G(ν)
q (m) =

E
{∣∣Y (ν)

s,q (m)
∣∣2}

E
{∣∣Y (ν)

s,q (m)
∣∣2}+ E

{∣∣Y (ν)
c,q (m)

∣∣2}+ E
{∣∣Y (ν)

n,q(m)
∣∣2} . (13.54)

From this equation it can be seen that for regions with desired signal and
residual crosstalk or background noise components the output signal spec-
trum is reduced, whereas in regions without crosstalk or background noise
the signal passed through. On the one hand this fulfills the requirement that
an undisturbed desired source signal passes through the Wiener filter without
any distortion. On the other hand, if crosstalk or noise is present, the mag-
nitude spectrum of the noise or crosstalk attains a shape similar to that of
the desired source signal, so that noise and crosstalk are therefore partially
masked by the desired source signal. This effect was already exploited in post-
filtering for acoustic echo cancellation aiming at the suppression of residual
echo. There, this effect has been termed “echo shaping” [61]. Moreover, it
can be observed in Eq. 13.54 that if the BSS system achieves the optimum
solution, i.e., the residual crosstalk in the q-th channel Y (ν)

c,q (m) = 0, then
Eq. 13.54 reduces to the well-known Wiener filter for a signal with additive
noise used in single-channel speech enhancement. To realize Eq. 13.54 in a
practical system, the ensemble average E{·} has to be estimated and thus,
it is usually replaced by a time average Ê{·}. Thereby, the Wiener filter is
approximated by

G(ν)
q (m) ≈

Ê
{∣∣Y (ν)

q (m)
∣∣2}− Ê

{∣∣Y (ν)
c,q (m)

∣∣2}− Ê
{∣∣Y (ν)

n,q(m)
∣∣2}

Ê
{∣∣Y (ν)

q (m)
∣∣2} , (13.55)

where Ê{|Y (ν)
q (m)|2}, Ê{|Y (ν)

c,q (m)|2}, and Ê{|Y (ν)
n,q(m|2} are the PSD estimates

of the BSS output signal, residual crosstalk, and background noise, respec-
tively. Due to the reformulation in Eq. 13.55 the unobservable desired signal
PSD E{|Y (ν)

s,q (m)|2} does not have to be estimated. However, the main diffi-
culty is still to obtain reliable estimates of the unobservable residual crosstalk
and background noise PSDs. A novel method for this estimation process lead-
ing to high noise reduction with little signal distortion will be shown in the
next section.

Moreover, an estimate of the observable BSS output signal PSD is required.
The PSD estimates can be used to implement spectral weighting algorithms
other than the Wiener filter as described, e.g., in [39].

13.3.3.2 Estimation of Residual Crosstalk and Background Noise

In this section a model for the residual crosstalk and background noise is
introduced. Subsequently, based on the residual crosstalk model an estima-
tion procedure will be given which relies on an adaptation control. Different
adaptation control strategies will be outlined. Moreover, the estimation of the
background noise PSD will be discussed.
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Fig. 13.12. (a) Representation of mixing and demixing system for the case P = 2
by using the overall system FIR filters cqr. (b) Resulting model for the residual
crosstalk yc,1(n).

Model of Residual Crosstalk and Background Noise

We restricted our scenario to the case that the number of microphones equals
the maximum number of simultaneously active point sources. Therefore, the
BSS algorithm is able to provide an estimate of one separated point source at
each output yq(n). As pointed out above, due to movement of sources or long
reverberation, the BSS algorithm might not converge fast enough to the opti-
mum solution and thus, some residual crosstalk from point source interferers,
denoted in the DFT domain by Y (ν)

c,q (m), remains in the BSS output. To ob-
tain a good estimate of the residual crosstalk PSD E{|Y (ν)

c,q (m)|2} as needed
for the post-filter in the q-th channel, we first need to set up an appropriate
model.

In Fig. 13.12(a) the concatenation of the mixing and demixing systems
are expressed by the overall filters cqr of length M + L − 1 which denote
the path from the q-th source to the r-th output. For simplicity, we have
depicted the case Q = P = 2 in Fig. 13.12. As can be seen in Fig. 13.12(a),
the crosstalk component yc,1(n) of the first output channel is determined in
the case Q = P = 2 by the source signal s2(n) and the filter c21. However, as
neither the original source signals nor the overall system matrix are observable,
the crosstalk component yc,1(n) is expressed in Fig. 13.12(b) in terms of the
desired source signal component ys,2(n) at the second output. This residual
crosstalk model could be used if a good estimate of ys,2(n) is provided by the
BSS system, i.e., if the source in the second channel is well-separated.

It should also be noted that even if ys,2(n) is available, then this model
does not allow a perfect estimation of the residual crosstalk yc,1(n). This
is due to the fact that for a perfect replica of yc,1(n) based on the input
signal ys,2(n), the filter b21 has to model the combined system of c21 and the
inverse of c22. However, c22 is in general a non-minimum phase FIR filter
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Fig. 13.13. Model of the residual crosstalk component yc,q contained in the q-th
BSS output channel yq illustrated for the first channel, i.e., q = 1. In contrast to
Fig. 13.12(b) this model is solely based on observable quantities.

and thus, cannot be inverted in an exact manner by a single-input single-
output system as was shown in [66]. Hence, analogously to single-channel
blind dereverberation approaches, it is only possible to obtain an optimum
filter b21 in the least-squares sense [66]. We will see in the following that
due to the usage of additional a-priori information this model is nevertheless
suitable for the estimation of the residual-cross talk PSD.

The model in Fig. 13.12(b) requires the desired source signal component
ys,2(n) in the second BSS output. However, in practice it cannot be assumed
that the BSS system always achieves perfect source separation. Especially in
the initial convergence phase or with moving sources, there is some residual
crosstalk remaining in all outputs. Therefore, we have to modify the resid-
ual crosstalk model so that only observable quantities are used. Hence, in
Fig. 13.13 the desired signal component ys,i(n) for the i-th channel is replaced
by the signal y̆i,q(n) which denotes the BSS output signal of the i-th channel
but without any interfering crosstalk components from the q-th point source
(i.e., desired source sq(n)). This means that the overall filters cqi from the
q-th source to the i-th output (i = 1, . . . , P , i 	= q) are assumed to be zero. In
practice, this condition is fulfilled by an adaptation control which determines
time-frequency points where the desired source sq(n) is inactive. This a-priori
information about desired source absence is important for a good estima-
tion of the residual crosstalk PSD and thus, for achieving additional residual
crosstalk cancellation. A detailed discussion of the adaptation control will be
given in Sec. 13.3.3.2. Due to the bin-wise application of the single-channel
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postfilter we will in the following formulate the model in the DFT domain.
Consequently, the model for the residual crosstalk in the q-th channel based
on observable quantities is expressed for the ν-th DFT bin (ν = 1, . . . , Rpost)
as

Y (ν)
c,q (m) =

P∑
i=1,i �=q

Y̆
(ν)

i,q (m)B
(ν)
i,q (m)

= Y̆
(ν)T

q (m)B(ν)
q (m), (13.56)

where Y̆
(ν)

i,q (m) and B
(ν)
i,q (m) are the DFT-domain representations of Y̆i,q(m)

and biq(m), respectively. The variable Y̆
(ν)

q (m) is the P −1 dimensional DFT-

domain column vector containing Y̆
(ν)

i,q (m) for i = 1, . . . , P , i 	= q, and B(ν)
q (m)

is the column vector containing the unknown filter weights B
(ν)
i,q (m) for i =

1, . . . , P , i 	= q.
It should be pointed out that the adaptation control only ensures that

the desired source sq(n) is absent in the i-th BSS output channel Y̆
(ν)

i,q (m).

However, the background noise Y
(ν)
n,i (m) is still present in the i-th BSS output

channel as can also be seen in Fig. 13.13. If the background noise is spatially
correlated between the q-th and i-th BSS output channel, then the coeffi-
cient B

(ν)
i,q (m) would not only model the leakage from the separated source

in the i-th channel, but B
(ν)
i,q (m) would also be affected by the spatially cor-

related background noise. However, as an additional measure, the noise PSD
E{|Y (ν)

n,q(m)|2} is estimated individually in each channel by one of the noise es-
timation methods known from single-channel speech enhancement. Therefore,
if the background noise is already included in the residual crosstalk model,
this would lead to an overestimation of the noise PSD. In Sec. 13.3.1 the char-
acter of the background noise such as car or babble noise was examined and
the correlation of the noise sources between the sensors was evaluated using
the magnitude squared coherence (MSC). It was concluded that the MSC of
such background noise exhibits the same characteristics as a diffuse sound
field leading to strong spatial correlation for low frequencies but to very small
spatial correlation at higher frequencies. The model of the residual crosstalk is
based on the BSS output signals and hence, it is of interest how the BSS sys-
tem changes the MSC of the noise signals. In Fig. 13.14(a) and Fig. 13.14(b)
the MSC of car noise and babble noise, which was estimated recursively ac-
cording to Eq. 13.39 with the parameters R = 512, γ = 0.9 is plotted. For the
car scenario a two-microphone array with a spacing of 4 cm was mounted at
the interior mirror and the driver and co-driver were speaking simultaneously.
Then the block-online BSS algorithm given in Eq. 13.35 together with the nar-
rowband normalization [7] was applied. The same experiment was performed
with two sources in a reverberant room where the babble noise was generated
by a circular loudspeaker array using 16 individual speech signals. As pointed
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Fig. 13.14. Magnitude-squared coherence (MSC) of the car (a) and speech babble
(b) background noise between the sensors and between the BSS outputs. The long-
term noise PSDs of car noise and speech babble are shown in (c) and (d), respectively.

out in the beginning, the BSS algorithm tries to achieve source separation by
aiming at mutual independence of the BSS output signals. From Fig. 13.14
it can be seen that in the presence of background noise this also leads to a
spatial decorrelation of the noise signals at the BSS outputs. The car noise
which is dominant at low frequencies (see Fig. 13.14(c)) has a MSC close
to zero at these frequencies (see Fig. 13.14(a)). Only at higher frequencies,
where the noise signal has much less energy, a larger MSC can be observed.
The reduction of the MSC for the relevant frequencies can analogously also
be observed for the babble noise. This observation shows that the background
noise is spatially decorrelated at the BSS outputs and thus, confirms that
the model for the residual crosstalk introduced in Eq. 13.56 is valid even
in the case of background noise. This also justifies the independent estima-
tions of the background noise in each channel and thus, we can apply noise
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estimation methods previously derived for single-channel speech enhancement
algorithms. The residual cross-talk, however, is correlated across the output
channels. These characteristics of residual cross-talk and background noise
will be exploited in the next section to derive suitable estimation procedures.

After introducing the residual crosstalk model and validating it for the
case of existing background noise, we briefly discuss the relationships to the
models used in previous publications on post-processing for BSS. In [72] a
Wiener-based approach for residual crosstalk cancellation is presented for the
case P = 2. There, a greatly simplified model is used where all coefficients
B

(ν)
i,q (m) (i, q = 1, 2, i 	= q) are assumed to be equal to one. Similarly, in [80]

one constant factor was chosen for all B
(ν)
i,q (m). A model closer to Eq. 13.56,

but based on magnitude spectra, was given in [22] which was then used for the
implementation of a spectral subtraction rule. In contrast to the estimation
method presented in the next section, the frequency-dependent coefficients of
the model were learned by a modified least-mean-squares (LMS) algorithm.
In [68] and [69] more sophisticated models were proposed allowing for time-
delays or FIR filtering in each DFT bin. The model parameters were estimated
by exploiting correlations between the channels or by using an NLMS algo-
rithm. In all of these single-channel approaches the information of the multi-
ple channels is only exploited to estimate the PSDs necessary for the spectral
weighting rule. Alternatively, if also the phase of Y (ν)

c,q (m) is estimated, then
it is also possible to directly subtract the estimate of the crosstalk compo-
nent Y (ν)

c,q (m) from the q-th channel. This was proposed in [57] resulting in
an adaptive noise canceller (ANC) structure [86]. The ANC was adapted by a
leaky LMS algorithm [37] which includes a variable step size to allow also for
strong desired signal activity without the necessity of an adaptation control.

The background noise component in the q-th channel Y (ν)
n,q(m) is usually

assumed to be more stationary than the desired signal component Y (ν)
s,q (m).

This assumption is necessary for the noise estimation methods known from
single-channel speech enhancement which will be used to estimate the noise
PSD Ê{|Y (ν)

n,q(m)|2} in each channel and which are briefly discussed in the
next section.

Estimation of Residual Crosstalk and Background Noise Power Spectral
Densities

After introducing the residual crosstalk model (Eq. 13.56) we need to esti-
mate the PSDs E{|Y (ν)

c,q (m)|2} of the residual crosstalk and E{|Y (ν)
n,q(m)|2} of

the background noise for evaluating Eq. 13.55. To obtain an estimation proce-
dure based on observable quantities we first calculate the cross-power spectral
density vector S

(ν)

Y̆ qYc,q
(m) between Y̆

(ν)

q (m) and Y (ν)
c,q (m) given as
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S
(ν)

Y̆ qYc,q
(m) = Ê

{
Y̆

(ν)∗

q (m) Y (ν)
c,q (m)

}
= Ê

{
Y̆

(ν)∗

q (m) Y̆
(ν)T

q (m)
}

B(ν)
q (m)

=: S
(ν)

Y̆ qY̆ q
(m) B(ν)

q (m) , (13.57)

where in the first step B(ν)
q (m) was assumed to be slowly time-varying. Using

Eq. 13.56, the power spectral density estimate Ê{|Y (ν)
c,q (m)|2} can be expressed

as

Ê
{∣∣Y (ν)

c,q (m)
∣∣2} = Ê

{
Y (ν)H

c,q (m)Y (ν)
c,q (m)

}
= B(ν)H

q (m)S
(ν)

Y̆ qY̆ q
(m)B(ν)

q (m) . (13.58)

Solving Eq. 13.57 for B(ν)
q (m) and inserting it into Eq. 13.58 leads to

Ê
{∣∣Y (ν)

c,q (m)
∣∣2} = S

(ν)H

Y̆ qYc,q
(m)

(
S

(ν)

Y̆ qY̆ q
(m)
)−1

S
(ν)

Y̆ qYc,q
(m) . (13.59)

As Y (ν)
c,q (m), Y (ν)

s,q (m), and Y (ν)
n,q(m) in Fig. 13.13 are assumed to be mutu-

ally uncorrelated, S
(ν)

Y̆ qYc,q
(m) can also be estimated as the cross-power spec-

tral density S
(ν)

Y̆ qYq
(m) between Y̆

(ν)

q (m) and q-th output of the BSS system

Y (ν)
q (m) leading to the final estimation procedure:

Ê
{∣∣Y (ν)

c,q (m)
∣∣2} = S

(ν)H

Y̆ qYq
(m)

(
S

(ν)

Y̆ qY̆ q
(m)
)−1

S
(ν)

Y̆ qYq
(m). (13.60)

Thus, the power spectral density of the residual crosstalk for the q-th channel
can be efficiently estimated in each DFT bin ν = 0, . . . , R − 1 by computing
the 1×P −1 cross-power spectral density vector S

(ν)

Y̆ qYq
(m) between input and

output of the model shown in Fig. 13.13 and calculating the P − 1 × P − 1
cross-power spectral density matrix S

(ν)

Y̆ qY̆ q
(m) of the inputs. One possible

implementation for estimating this expectation is given by an exponentially
weighted average

Ê
{
a(m)

}
= (1 − γ)

∑
i

γm−ia(i) , (13.61)

where a(m) is the quantity to be averaged. The advantage is that this can
also be formulated recursively leading to

S
(ν)

Y̆ qY̆ q
(m) = γ S

(ν)

Y̆ qY̆ q
(m − 1) + (1 − γ) Y̆

(ν)∗

q (m) Y̆
(ν)T

q (m) , (13.62)

S
(ν)

Y̆ qYq
(m) = γ S

(ν)

Y̆ qYq
(m − 1) + (1 − γ) Y̆

(ν)∗

q (m)Y (ν)
q (m) . (13.63)

In summary, the power spectral density of the residual crosstalk for the q-
th channel can be efficiently estimated in each DFT bin ν = 0, . . . , R − 1
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using Eq. 13.60 together with the recursive calculation of the P − 1 × P − 1
cross-power spectral density matrix (Eq. 13.62) and the P − 1 × 1 cross-
power spectral density vector (Eq. 13.63). It should be noted that similar
estimation techniques have been used to determine a post-filter for residual
echo suppression in the context of acoustic echo cancellation (AEC) [32, 79].
However, the methods presented in [32,79] are different in two ways: Firstly, in
contrast to BSS where several interfering point sources may be active, the AEC
post-filter was derived for a single channel, i.e., the residual echo originates
from only one point source and thus all quantities in Eq. 13.60 reduce to
scalar values. Secondly, in the AEC problem a reference signal for the echo
is available. In BSS however, Y̆

(ν)

q (m) is not immediately available as it can
only be estimated if the desired source signal in the q-th channel is currently
inactive. Strategies how to determine such time intervals are discussed in the
next section.

The estimation of the PSD of the background noise Ê{|Y (ν)
n,q(m)|2} is al-

ready a long-standing research topic in single-channel speech enhancement
and an overview on the various methods can be found, e.g., in [39]. Usually
it is assumed that the noise PSD is at least more stationary than the desired
speech PSD. The noise estimation can be performed during speech pauses,
which have to be detected properly by a voice activity detector. As voice ac-
tivity detection algorithms are rather unreliable in low SNR conditions, several
methods have been proposed which can track the noise PSD continuously. One
of the most prominent methods is the minimum statistics approach which is
based on the observation that the power of a noisy speech signal frequently
decays to the power of the background noise. Hence, by tracking the minima
the power spectral density of the noise is obtained. In [63] a minima tracking
algorithm was proposed which includes an optimal smoothing of the noise
PSD together with a bias correction and which will be applied in the exper-
iments in Sec. 13.3.3.3. An overview of other methods providing continuous
noise PSD estimates can be found, e.g., in [39].

Adaptation Control Based on SIR Estimation

In the previous sections it was shown that the estimation of the residual
crosstalk power spectral density in the q-th channel is only possible at time
instants when the desired point source of the q-th channel is inactive. As
pointed out already above, speech signals can be assumed to be sufficiently
sparse in the time-frequency domain so that even in reverberant environments
regions can be found where one or more sources are inactive (see, e.g., [90]).
This fact will be exploited by constructing a DFT-based adaptation control
necessary for the estimation of the residual cross-talk PSD. In this section
we will first briefly review an adaptation control approach which is already
known from the literature on post-processing for BSS. Due to the similarity of
the adaptation control necessary for estimating the residual crosstalk and the
control necessary for adaptive beamformers applied to acoustic signals, also
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the existing approaches in the beamforming literature will be briefly sum-
marized. A sophisticated bin-wise adaptation control proposed in [42] in the
context of adaptive beamforming will then be applied in a slightly modified
version to the post-processing scheme.

In general, all adaptation controls aim at estimating the SIR in the time
domain or in a bin-wise fashion in the DFT domain. For the latter, the SIR
estimate is given for the ν-th DFT bin as the ratio of the desired signal PSD
and the PSD of the interfering signals. Thus, the SIR estimate at the q-th
BSS output is given as

ŜIR
(ν)

q (m) =
Ê
{∣∣Y (ν)

s,q (m)
∣∣2}

Ê
{∣∣Y (ν)

c,q (m)
∣∣2} . (13.64)

For the case of a BSS system with two output channels (P = 2) together with
the assumption that for the number of simultaneously active point sources Q ≤
P holds, a simple SIR estimate is given by approximating the desired signal
component Y (ν)

s,q (m) with the BSS output signal Y (ν)
q (m) of the q-th channel

and approximating the interfering signal component by the BSS output signal
of the other channel. This yields, e.g., for the approximated SIR estimate in
the first BSS output channel

ŜIR
(ν)

1 (m) ≈
Ê
{∣∣Y (ν)

1 (m)
∣∣2}

Ê
{∣∣Y (ν)

2 (m)
∣∣2} . (13.65)

This approximation is justified if the BSS system already provides enough
separation performance so that the BSS output signals can be seen as esti-
mates of the point sources. In [68, 69] the time-average Ê{·} in Eq. 13.65 has
been approximated by taking the instantaneous PSD values and the resulting
approximated SIR was used successfully as a decision variable for controlling

the estimation of the residual crosstalk. If ŜIR
(ν)

1 (m) < 1, then the crosstalk

Y
(ν)
c,1 (m) was estimated and for ŜIR

(ν)

1 (m) > 1 the crosstalk of the second

channel Y
(ν)
c,2 (m) was determined. In [5] this adaptation control was refined

by the introduction of a safety margin Υ to improve reliability. By compar-
ing Eq. 13.65 to a fixed threshold Υ it is ensured that a certain SIR value

ŜIR
(ν)

1 (m) < Υ has to be attained to allow the conclusion that the desired
signal is absent and thus, allow estimation of the residual crosstalk Y

(ν)
c,1 (m).

The safety margin Υ has to be chosen between 0 < Υ ≤ 1 and was set in [5]
to Υ = 0.9. For an extension of this mechanism to P,Q > 2 a suitable ap-
proximation for Ê{|Y (ν)

c,q (m)|2} in the SIR estimate (Eq. 13.64) is important.
In [5] it was suggested for P,Q > 2 to use the maximum PSD of the remaining
channels Ê{|Y (ν)

i (m)|2}, i 	= q. For increasing P,Q this requires a very careful
choice of Υ . In such scenarios, it is advantageous to replace the fixed threshold
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Υ by adaptive thresholding. As we will see in the following, such sophisticated
adaptation controls were treated in the beamforming literature and will now
be applied to the BSS post-processing scheme.

If adaptive beamformers, such as the generalized sidelobe canceller (GSC)
(see, e.g., [42]), are applied to acoustic signals, then usually an adaptation
control is required for the adaptive filters aiming at interference cancella-
tion. Analogously to the residual crosstalk estimation procedure discussed
in Sec. 13.3.3.2, the adaptation of the adaptive interference canceller has to
be stalled in the case of a strong desired signal. This analogy allows to ap-
ply the approaches in the literature on adaptive beamforming to the post-
processing of the BSS output signals. To control the adaptation of beam-
formers, a correlation-based method was proposed in [36] and recently in a
modified form also in [47]. Another approach relies on the comparison of the
outputs of a fixed beamformer with the main lobe steered towards the desired
source and a complementary beamformer which steers a spatial null towards
the desired source [44]. The ratio of the output signal powers, which consti-
tutes an estimate of the SIR is then compared to a threshold to decide if the
adaptation should be stopped. As both methods were suggested in the time-
domain, this corresponds to a full-band adaptation control, so that in case of
a strong desired signal the adaptation is stopped for all DFT bins. It has been
pointed out before that speech signals are sparse in the DFT domain and thus,
better performance of the adaptation algorithm can be expected when using
a bin-wise adaptation control. This was the motivation in [42] for transferring
the approach based on two fixed beamformer outputs to the DFT domain
leading to a frequency-dependent SIR estimate. Instead of a fixed threshold
Υ , additionally an adaptive threshold Υ (ν)

q (m) for each channel and DFT bin
has been proposed leading to a more robust decision. The application of this
adaptation control to the estimation of the residual crosstalk, which is required
for the post-processing algorithm, will be discussed in the following.

In [42] the estimate Ê{|Y (ν)
s,q (m)|2} of the desired signal required for the

SIR estimate (Eq. 13.64) is obtained by a delay-and-sum beamformer. This
requires an array of several microphones which should have a spacing that
is sufficiently large to allow the suppression of the interfering signals also at
low frequencies. Moreover, the positions of the microphones are assumed to
be known. This is in contrast to the BSS application where the sensors can be
arbitrarily positioned and where there might be only a small number of sensors
available (e.g., P = 2). Therefore, instead of a fixed beamformer output we
will use the q-th BSS output signal PSD Ê{|Y (ν)

q (m)|2} as an estimate of the
desired signal PSD Ê{|Y (ν)

s,q (m)|2}.
The estimate of the interfering signal components required for the SIR

estimate (Eq. 13.64) are obtained in [42] by a complementary beamformer
which places a spatial null towards the desired source. The difference to the
procedure in [44] is that this is done in a bin-wise manner. In our application
we will use the PSD of a complementary BSS signal Ȳ

(ν)
q which is obtained
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analogously to [42] as

Ê
{∣∣Ȳ (ν)

q (m)
∣∣2} = Ê

{∣∣X(ν)
q (m)

∣∣2}− Ê
{∣∣Y (ν)

q (m)
∣∣2} . (13.66)

Here it is assumed that the filtering due to the BSS demixing system is ap-
proximately linear phase and that the BSS output signal and the microphone
signal have been properly time-aligned before subtracting their PSD estimates.
It should be noted that due to the usage of a broadband BSS algorithm, the
permutation at the BSS output signals is not frequency-dependent. There-
fore, a possible permutation of the BSS output channels has no effect on the
calculation of the complementary BSS signal.

Usually a recursive average is used for the time-average indicated by the
operator Ê{·} which leads to the PSD estimates

S(ν)
xqxq

(m) = γ S(ν)
xqxq

(m − 1) + (1 − γ)
∣∣X(ν)

q (m)
∣∣2, (13.67)

S(ν)
yqyq

(m) = γ S(ν)
yqyq

(m − 1) + (1 − γ)
∣∣Y (ν)

q (m)
∣∣2, (13.68)

necessary for the estimation of the SIR in the q-th BSS output channel. The
SIR estimate (Eq. 13.64) can thus be expressed as

ŜIR
(ν)

q (m) ≈
S(ν)

yqyq
(m)

S(ν)
xqxq

(m) − S(ν)
yqyq

(m)
. (13.69)

The SIR estimate (Eq. 13.69) is then compared to an adaptive threshold

Υ (ν)
q (m). If ŜIR

(ν)

q (m) < Υ (ν)
q (m), then the absence of the desired signal

in the q-th channel can be assumed. The adaptive threshold is given as the

minimum of SIR estimate ŜIR
(ν)

q (m) which is determined for each DFT bin
by taking into account the last DΥ blocks [63]. In practice DΥ must be large
enough to bridge any peak of desired signal activity but short enough to track
the nonstationary SIR variations in case of absence of the desired signal. Here,
we choose an interval equivalent to a time period of 1.5 sec. Moreover, for small
variations ∣∣∣∣∣∣ ŜIR

(ν)

q (m) − Υ (ν)
q (m)

Υ (ν)
q (m)

∣∣∣∣∣∣ ≤ ∆Υ (13.70)

the threshold Υ (ν)
q (m) is updated immediately. In Fig. 13.15 the SIR estimate

ŜIR
(ν)

q and the adaptive threshold Υ (ν)
q determined by minimum tracking are

illustrated for the DFT bin corresponding to 1 kHz. The results are based
on the output signals of the BSS system applied to the car environment. It
can be seen that due to the parameter ∆Υ = 0.3 the threshold follows small
changes of the SIR estimate immediately. Moreover, it should be pointed out
that the SIR estimate in Fig. 13.15 exhibits high positive values due to the



Convolutive Blind Source Separation for Noisy Mixtures 513

0 1 2 3 4 5 6 7 8 9 10
−5

0

5

10

15

20

25

10 log10 ŜIR
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Fig. 13.15. Estimate 10 log10 ŜIR
(ν)

q of the SIR and adaptive threshold Υ (ν)
q deter-

mined by minimum tracking illustrated for the DFT bin corresponding to 1 kHz.

good convergence of the BSS algorithm. This is the reason why even in speech
pauses of the desired signal, the SIR estimate does rarely exhibit negative SIR
values.

In Fig. 13.16 the decision of the adaptation control is illustrated for
the first output channel of the BSS system applied to the car environment
(P = Q = 2). The desired component, residual crosstalk, and background
noise component at the first BSS output are depicted in (a)-(c). The deci-
sion of the adaptation control is obtained by estimating the SIR according to
Eq. 13.69 solely based on observable quantities. Especially due to the exis-
tence of background noise yn,q(n) this leads to a biased SIR. Nevertheless, the
adaptation control is very robust due to the adaptive threshold Υ

(ν)
1 based

on minimum tracking and the parameter ∆Υ = 0.3 which allows for small
variation of the threshold. This can be seen, when comparing the results of
the adaptation control with the true SIR illustrated in (e) which is estimated
based on unobservable quantities according to Eq. 13.64. In case of high SIR

values ŜIR
(ν)

1 (m), the desired signal in the first channel is present and the
residual crosstalk PSD Ê{|Y (ν)

c,2 (m)|2} of the other channel is estimated. Vice

versa, a low SIR in the first channel allows to adapt Ê{|Y (ν)
c,1 (m)|2}.

In case that the adaptation control stalls the estimation of the residual
crosstalk for the ν-th DFT bin in one of the P BSS output channels, the
residual crosstalk estimate from the previous block has to be used. As speech
is a nonstationary process and therefore, the statistics of the residual crosstalk
are quickly time-varying, this would deteriorate the performance of the postfil-
ter G(ν)

q (m). On the other hand, as pointed out above, the minimum statistics
algorithm can provide continuous noise PSD estimates even in periods with
desired signal activity. Therefore, for those time instants where the estimate
of residual crosstalk cannot be updated, i.e., where the desired source signal



514 R. Aichner, H. Buchner, W. Kellermann

0 1 2 3 4 5 6 7 8 9 10
−1

0

1

de
si

re
d 

si
gn

al

0 1 2 3 4 5 6 7 8 9 10
−1

0

1

in
te

rfe
rin

g 
si

gn
al

0 1 2 3 4 5 6 7 8 9 10
−1

0

1

no
is

e 
si

gn
al

(a) desired signal

(b) residual crosstalk

(c) noise component

Time in seconds

1 2 3 4 5 6 7 8 9 10

7

6

5

4

3

2

1

0

F
re

q
u
en

cy
in

k
H

z

Time in seconds

(d) Adaptation of residual crosstalk in...
Channel 2

Channel 1

None

1 2 3 4 5 6 7 8 9 10

7

6

5

4

3

2

1

0 −30

−20

−10

0

10

20

30

F
re

q
u
en

cy
in

k
H

z

Time in seconds

(e) SIR estimate according to Eq. 13.64

Fig. 13.16. BSS output signal components for the car environment with an input
SNR at the sensors of 0 dB showing the desired signal (a), residual crosstalk (b) and
background noise (c) in the first channel. Based on the SIR estimate (Eq. 13.69) and

the adaptive threshold Υ
(ν)
1 (m) the decision of the adaptation control is shown in

(d). For comparison, the SIR (Eq. 13.64) computed for the true signal components
in the first channel is illustrated in (e).
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is dominant, a postfilter

G(ν)
n,q(m) =

Ê
{∣∣Y (ν)

q (m)
∣∣2}− Ê

{∣∣Y (ν)
n,q(m)

∣∣2}
Ê
{∣∣Y (ν)

q (m)
∣∣2} (13.71)

merely aiming at suppression of the background noise is applied.
In Tab. 13.2 the adaptation control and the resulting application of the

postfilters is outlined for the q-th BSS output channel.

Table 13.2. Adaptation control and application of the postfilter for the q-th BSS
output channel and ν-th DFT bin.

Number Algorithmic part

1. Estimate S(ν)
xqxq

(m) and S(ν)
yqyq

(m) according to Eqs. 13.67 and 13.68

2. Estimate ŜIR
(ν)

q (m) according to Eq. 13.69

3. Estimate Ê{|Y (ν)
n,q(m)|2} by minimum statistics algorithm

4. Tracking of minima of ŜIR
(ν)

q (m):

If |(ŜIR
(ν)

q (m) − Υ (ν)
q (m))/Υ (ν)

q (m)| ≤ ∆Υ

Replace all values of Υ (ν)
q (i) inside the buffer, i.e.,

Υ (ν)
q (i) = ŜIR

(ν)

q (m), i = m, . . . , m − DΥ + 1

If ŜIR
(ν)

q (m) is the minimum of Υ (ν)
q (m − i), i = 0, . . . , DΥ − 1

Set current value of buffer Υ (ν)
q (m) = ŜIR

(ν)

q (m)

5. If minimum is detected, i.e., ŜIR
(ν)

q (m) ≤ Υ (ν)
q (m):

Calculate residual crosstalk Ê{|Y (ν)
c,q (m)|2} according to Eq. 13.60

Compute postfilter (Eq. 13.55) for residual crosstalk and noise

6. If no minimum is detected, i.e., ŜIR
(ν)

q (m) > Υ (ν)
q (m):

Compute postfilter (Eq. 13.71) for noise only

13.3.3.3 Experimental Results for Reverberant and Noisy
Environments

In the evaluation of the postfiltering algorithm summarized in Tab. 13.2 the
same two noisy scenarios have been considered as in Sec. 13.3.2 and their
description is briefly summarized. The first one is a car environment where
a pair of omnidirectional microphones with a spacing of 20 cm was mounted
at the interior mirror and recorded a male and female speaker at the driver
and co-driver positions, respectively using a sampling rate of fs = 16 kHz.
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The long-term SNR was adjusted to 0 dB which is a realistic value commonly
encountered inside car compartments. The second scenario corresponds to the
cocktail party problem which is usually described by the task of listening to
one desired point source in the presence of speech babble noise consisting
of the utterances of many other speakers. Speech babble is well described
by a diffuse sound field, however, there may also be several other distinct
noise point sources present. In our experiments we simulated such a cocktail
party scenario inside a living room environment where speech babble noise
was generated by a circular loudspeaker array with a diameter of 3 m. The
two omnidirectional microphones with a spacing of 20 cm were placed in the
center of the loudspeaker array from which 16 speech signals were reproduced
to simulate the speech babble noise. Additionally, two distinct point sources
at a distance of 1 m and at the angles of 0◦ and −80◦ were used to simulate
the desired and one interfering point source, respectively. The long-term input
SNR at the microphones has been adjusted for the living room scenario to
10 dB. This is realistic, as due to the speech-like spectrum of the background
noise the microphone signals which exhibit higher SNR values are perceptually
already as annoying as those with significantly lower SNR values for lowpass
car noise.

The second-order statistics BSS algorithm with the narrowband normal-
ization described in [7] is applied to the two noisy scenarios. To evaluate
the performance two measures have been used: The segmental SIR which is
defined as the ratio of the signal power of the desired signal to the signal
power of the residual crosstalk stemming from point source interferers and
the segmental SNR defined as the ratio of the signal power of the desired
signal to the signal power of the possibly diffuse background noise. In both
cases, the SIR and SNR improvement due to the application of the postfilter
is measured and averaged over both channels. The segmental SIR improve-
ment ∆SIRseg(m) is plotted as a function of the block index m to illustrate
the convergence effect of the BSS system. The channel-averaged segmental
SNR improvement ∆SNRseg is given as the average over all blocks. To assess
the desired signal distortion, the unweighted log-spectral distance (SD) which
describes the Euclidean distance between logarithmic short-time magnitude
spectra has been measured between the desired signal at the input and the
output of the postfilter and is given as

SDsr,q =
1

KS

KS∑
m=1

√√√√√√ 1
R

R−1∑
ν=0

⎛⎝20 lg

∣∣∣Z(ν)
s,q (m)

∣∣∣∣∣∣Y (ν)
s,q (m)

∣∣∣
⎞⎠2

. (13.72)

The DFT length R for computing SDsr,q is usually set to be small so that
speech can be assumed stationary. In our experiments we used R = 256 and
set KS large enough to cover the whole signal length. To reduce artifacts such
as, e.g., musical noise, the postfilter (Eq. 13.55) is usually calculated using an
adaptive oversubtraction factor ξ

(ν)
q as proposed in [12]. Moreover, negative
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Table 13.3. Segmental SNR and unweighted log-spectral distortion for both sce-
narios

Scenario ∆SNRseg ∆SNRseg SD
at BSS at postfilter at postfilter
outputs outputs outputs

Car 3.0 dB 4.9 dB 1.0 dB

Cocktail party 0.2 dB 1.3 dB 1.6 dB

gains of the postfilters are set to zero. Hence in the experiments the postfilter

G(ν)
q (m)

=

max

{(
Ê
{∣∣Y (ν)

q (m)
∣∣2}− ξ

(ν)
q

(
Ê
{∣∣Y (ν)

n,q(m)
∣∣2}+ Ê

{∣∣Y (ν)
c,q (m)

∣∣2})), 0

}
Ê
{∣∣Y (ν)

q (m)
∣∣2}

(13.73)

was used. For the post-processing algorithm, γ = 0.9 and a DFT length of
Rpost = 2048 was chosen. The block length Npost was equal to the DFT length
and an overlap factor α = 4 was used. The parameters of the adaptation
control are given as ∆Υ = 0.3 and DΥ = 94 corresponding to a period of
1.5 sec over which the minimum is tracked.

In Fig. 13.17 the results for the separation of the two speech point sources
can be seen. For both scenarios the separation performance of the combined
system of BSS and single-channel postfilter (solid) outperforms the BSS per-
formance (dashed). In contrast to the BSS system which possesses an inherent
adaptation control implied by the normalization term in the update equation,
the postfilter relies on a-priori information provided by the adaptation control.
Hence, it is possible to accurately estimate the residual crosstalk at the BSS
outputs for further improvement of the speech separation performance. The
reduced absolute level of the SIR improvement in the cocktail party scenario,
i.e., in the reverberant living room (Fig. 13.17(b)) is due to longer reverber-
ation and especially due to the background babble noise which exhibits a
speech-like long-term spectrum.

Moreover, in both scenarios also the background noise could be partially
suppressed. In Tab. 13.3 the segmental SNR averaged over all output channels
of the BSS system and of the postfilter is shown. It can be observed that the
postfilter achieves an additional SNR gain. As the car noise is more stationary
compared to the speech babble noise, the minimum statistics algorithm can
better estimate the noise PSD and thus a higher SNR improvement can be
achieved by the postfilter.
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(a) Car environment with traffic noise (SNR = 0 dB)
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Fig. 13.17. Segmental SIR improvement ∆SIRseg(m) depicted over time for two
environments containing two speech point-source and additional background noise:
(a) car compartment with background noise consisting of car and traffic noise
(SNR = 0dB) and (b) living room scenario with speech babble background noise
from 16 speakers (SNR = 10 dB). Speech separation results are shown for BSS
outputs and postfilter outputs.

To assess the speech quality, the SD (Eq. 13.72) between the desired signal
at the input and output of the post-filter was calculated and averaged over
both output channels. The small values in Tab. 13.3 indicate that the quality
of the desired signal is preserved. This was also confirmed by informal listening
tests where no musical noise was observed.

13.4 Conclusions

In this chapter we have presented a review of the TRINICON framework
which allows to derive BSS algorithms simultaneously exploiting the sig-
nal properties nongaussianity, nonwhiteness, and nonstationarity. After the
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introduction of a generic natural gradient algorithm several special cases lead-
ing to efficient implementations have been discussed. It was also outlined how
broadband BSS algorithms can be obtained from the TRINICON framework
without introducing ambiguities appearing in narrowband algorithms. This
has been supported by experimental results in a reverberant room. Subse-
quently, the application of BSS in noisy environments has been discussed.
First, it has been shown that realistic background noise can often be de-
scribed by the diffuse sound field. As such sound fields have to be modeled by
an infinite or at least large number of point sources, the BSS approach only
achieves limited noise reduction. Therefore, the extension of the TRINICON
framework with pre- and post-processing approaches has been examined. It
was shown that a single-channel postfilter applied to each BSS output signal
can yield better results than bias-removal techniques used for pre-processing.
The postfilter allowed to simultaneously address the cancellation of the resid-
ual crosstalk from point source interferers and the suppression of background
noise. This was achieved by developing a model for the residual crosstalk and
by using a-priori information provided by an adaptation control. The exper-
iments in a car environment and a cocktail-party scenario with background
babble noise showed good results for the complemented BSS algorithm. Thus,
it can be concluded that by applying the presented post-processing approach,
the versatility of the TRINICON BSS algorithms can be extended, resulting
in a simultaneous separation of point sources and attenuation of background
noise.
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It is relatively easy for a human listener to attend to a particular speaker at
a cocktail party in the presence of other speakers, music and environmental
sounds. To perform this task, the human listener needs to separate the tar-
get speech from a mixture of multiple concurrent sources reflected by various
surfaces. This process is referred to as auditory scene analysis. While humans
excel at this task using only two ears, machine separation based on two-
microphone recordings has proven to be extremely challenging. By incorpo-
rating the mechanisms underlying the perception of sound by human listeners,
computational auditory scene analysis (CASA) offers a new approach to sound
segregation. Binaural hearing – hearing with two ears – employs the difference
in sound source locations to improve sound segregation. In this chapter, we
describe the principles of binaural processing and review the state-of-the-art
in binaural CASA, particularly for speech segregation.

14.1 Introduction

Human listeners are able to effectively process the multitude of acoustic events
that surrounds them at all times. Each acoustic source generates a vibration
of the medium (air) and our hearing is confronted by the superposition of
all vibrations impinging on our eardrums. As Helmholtz noted in 1863, the
final waveform is “complicated beyond conception” [26]. Nonetheless, at a
cocktail party, we are able to attend to and understand a particular talker.
This perceptual ability is known as the “cocktail-party effect” – a term intro-
duced by Cherry in 1953 [15]. Cherry’s original experiments have triggered
research in widely different areas including speech perception in noise, selec-
tive attention, neural modeling, speech enhancement and source separation.
Of special interest is a machine solution to the problem of sound separation
in realistic environments, which is essential to many important applications
including automatic speech and speaker recognition, hearing aid design and
audio information retrieval. The field of automatic speech recognition (ASR),
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for example, has seen much progress in recent years. However, the performance
of current recognition systems degrades rapidly in the presence of noise and
reverberation and the degradation is much faster compared to human perfor-
mance in similar conditions [30,33].

The sound separation problem has been investigated in the signal processing
field for many years for both one-microphone recordings and multi-microphone
ones (for recent reviews see [8,19]). One-microphone speech enhancement tech-
niques include spectral subtraction [40], Kalman filtering [38], subspace anal-
ysis [20] and autoregressive modeling [5]. While requiring only one sensor
benefits many applications, these algorithms make strong assumptions about
interference and thus have difficulty in dealing with general acoustic mix-
tures. Microphone array algorithms include beamforming [8] and blind source
separation (BSS) through independent component analysis (ICA) [31]. To sep-
arate multiple sound sources, beamforming takes advantage of their different
directions of arrival while ICA relies on their statistical independence. The
main drawback of these approaches is that they generally require the num-
ber of microphones equal or exceed the number of sound sources. In the case
of two-microphone recordings typically only one wideband interfering source
can be canceled out by steering a null towards its location. To address this
problem, it has been proposed in [35] a subband adaptive beamformer which
steers independent nulls in each time-frequency (T-F) unit to suppress the
strongest interference. Another approach to this underdetermined problem –
more sources than sensors – is sparse signal representation based ICA [64].
The performance of these approaches is still limited in realistic multi-source
reverberant conditions.

Since the natural solution provided by human hearing is robust to noise
and reverberation, one can expect that a solution to the sound separation
problem can be devised using up to two microphones. While human listeners
can separate speech monaurally, binaural hearing adds to this ability when
sources are spatially separated [10]. A coherent theory on the human abil-
ity to segregate signals from noisy mixtures was presented by Bregman in
1990 [9]. He argues that humans perform an auditory scene analysis (ASA) of
the acoustic input in order to form perceptual representations of individual
sources called streams. ASA takes place in two stages: the first stage decom-
poses the input into a collection of sensory elements while the second stage se-
lectively groups the elements into streams that correspond to individual sound
sources. According to Bregman, stream segregation is guided by a variety of
grouping cues including proximity in frequency and time, pitch, onset/offset,
and spatial location. The ASA account has inspired a series of computational
ASA (CASA) systems that have significantly advanced the state-of-the-art
performance in monaural separation as well as binaural separation [12,28,60].
Mirroring the ASA processing described above, CASA systems generally em-
ploy two stages: segmentation (analysis) and grouping (synthesis).

In segmentation, the acoustic input is decomposed into sensory segments,
or contiguous T-F regions, each of which mainly originates from a single
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source. In grouping, segments that are likely to come from the same source are
put together. Most monaural segregation algorithms rely on pitch as the main
grouping cue and therefore can operate only on voiced speech or other periodic
sounds (e.g., [27]; see also [29] for an exception). On the other hand, binaural
algorithms employ location cues which are independent of signal content and
thus can be used to track both voiced and unvoiced speech. Compared with
signal processing techniques, CASA systems make relatively few assumptions
about the acoustic properties of the interference and the environment.

CASA systems typically employ T-F masking to segregate target signal
from mixture signal [11,59,60]. Specifically, T-F units in the acoustic mixture
are selectively weighted in order to enhance the desired signal. The weights
can be binary or real [53]. T-F binary masking is motivated by the mask-
ing phenomenon in human audition, in which a weaker signal is masked by
a stronger one in the same critical band [41]. Subsequently, the computa-
tional goal of a CASA system has been argued to be an ideal T-F binary
mask, which selects the target if it is stronger than the interference in a local
T-F unit [47, 49, 58]. Speech extracted from such masks has been shown to
be highly intelligible in multi-source mixtures [14, 49], as well as to produce
substantial improvements in robust speech recognition [17,49]. Following the
ASA account, the binary mask is estimated in a CASA system by grouping
T-F units using various perceptual cues. This binary masking framework has
recently become popular in the underdetermined BSS field as well, as it has
been observed that different speech signals can be approximately orthogonal
in a high-resolution T-F representation [3,44,62]. In [44] for example, ICA is
combined with T-F binary masking to iteratively extract speech signals from
underdetermined anechoic mixtures.

The binaural cues used by the auditory system for source localization are
interaural time difference (ITD) and interaural intensity difference (IID) be-
tween the two ears [6]. While filtering produced by head, torso and external ear
introduce only a weak frequency dependency for ITD [39], IID varies widely
across frequencies ranging from 0.5-1 dB at low frequencies to as much as
30 dB at high frequencies. Consequently, while ITD is the main localization
cue employed by the auditory system at lower frequencies (<1.5 kHz), both
binaural cues are used at higher frequencies. A series of psychoacoustically in-
spired binaural processors have shown that these location cues can be used to
substantially enhance target speech in binaural mixtures [7,37] [61]. Recently,
binaural CASA systems have employed supervised learning in the ITD-IID
feature space to optimally extract the target signal [13, 49, 53]. The main ob-
servation is that, in a given T-F unit, there exists a systematic relationship
between the a priori local SNR and the deviation of ITD/IID features [49].
Moreover, in the case of multiple concurrent sources, there exists a character-
istic clustering in the ITD/IID space which can be used to estimate the ideal
T-F binary mask. Systematic evaluations have shown that systems developed
based on these observations perform very well under multi-source anechoic
conditions [49,53].
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Reverberation presents an additional challenge to a binaural system as it
introduces potentially an infinite number of additional sources due to reflec-
tions from hard surfaces. This smears considerably the ITD/IID statistics. As
a result, the performance of the above location-based segregation systems de-
grades as reverberation level increases. Inspired by psychoacoustical studies,
many systems use a model of precedence effect prior to binaural processing
to emphasize the cues in the direct wavefront over the cues in the later reflec-
tions [13,43]. Alternatively, we have proposed to replace the anechoic modeling
of ITD/IID with an adaptive filter to better characterize the target location
in reverberant conditions [50]. The system in [50] performs target cancella-
tion through adaptive filtering followed by an analysis of the output-to-input
attenuation level to estimate the ideal binary mask. A systematic evaluation
shows that the system results in large SNR gains and it outperforms stan-
dard two-microphone beamforming algorithms as well as a recent binaural
processor.

The rest of the chapter is organized as follows. The next section de-
scribes T-F masks for CASA systems. Sec. 14.3 describes a binaural system
for multi-source anechoic conditions. Sec. 14.4 describes a binaural system for
multi-source reverberant conditions. Sec. 14.5 gives evaluation data for the
systems described in Sec. 14.3 and Sec. 14.4. The last section concludes the
chapter.

14.2 T–F Masks for CASA

The first stage of a CASA system is usually a T-F analysis of the input
signal using either a physiologically motivated filterbank that mimics cochlear
filtering [16] or a short-time Fourier transform (STFT). In this paper, we
use an STFT representation to illustrate the concepts of T-F masking and
binaural processing (see also the next two sections) but a similar description
can be made using an auditory filterbank. Given a T-F decomposition of the
acoustic mixture, the target source can be recovered by applying independent
weights to individual T-F units. This type of T-F masking can be viewed
as a nonstationary Wiener filter. The authors in [21] have shown that the
minimum mean-square error estimate of the target signal amplitude in a T-F
unit is related to the a priori local SNR. Hence, we define an ideal ratio mask
using the a priori energy ratio as follows:

R(Ω, t) =

∣∣∣S (ejΩ, t
)∣∣∣2∣∣∣S (ejΩ, t)

∣∣∣2 +
∣∣∣N (ejΩ, t)

∣∣∣2 , (14.1)

where S(ejΩ, t) is the spectral value for the target signal and N(ejΩ, t) is the
spectral value for the interference at frequency Ω and frame index t.

As described previously, a number of researchers have shown the potential
of binary T-F masking in speech segregation. The upper limit for a CASA
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system that uses binary masking is an ideal binary mask, which selects the
T-F units where the target energy is stronger than the interference energy.
Formally, this ideal binary mask is defined as follows:

MIBM(Ω, t) =

{
1, if

∣∣∣S (ejΩ, t
)∣∣∣ > ∣∣∣N (ejΩ, t

)∣∣∣,
0, otherwise.

(14.2)

This is equivalent to applying a threshold of 0.5 on the energy ratio R(Ω, t).
By selecting the T-F units where the target is stronger than the interference,
this definition results in the optimal SNR gain among all possible binary
masks because the SNR in each T-F unit is positive if the unit is retained
and negative if the unit is discarded [27]. Although an ideal ratio mask will
outperform an ideal binary mask [53], the estimation of an ideal ratio mask
has turned out to be more sensitive to corruptions by noise and reverberation
than estimating the ideal binary mask. This chapter will therefore focus on
the estimation of an ideal binary mask.

An important application for CASA systems is to provide a robust front-
end for ASR. Given a T-F mask (binary or ratio), the target signal can be
reconstructed using the element-wise multiplication of the mask and the spec-
tral energy of the mixture. While the signal obtained from a ratio mask can
be used directly as input to a speech recognizer, conventional ASR systems
are highly sensitive to the distortions introduced by binary masks. Cooke
et al. [17] have proposed a missing-data approach to ASR which performs
recognition using only the reliable (clean) components. Hence, a binary mask
which labels the T-F units where target dominates interference is therefore an
ideal front-end for this approach. A number of authors have shown that the
ideal binary masks used as front-ends to a missing-data ASR provide impres-
sive results even under very low SNR conditions [17, 49]. Alternatively, Raj
et al. [46] have proposed a spectral reconstruction method for the T-F units
dominated by noise to alleviate the mismatch introduced by binary masking.
The reconstructed signal is then used as input to a conventional ASR system.
While the missing-data ASR requires spectral features, a conventional ASR
usually employs cepstral features which are known to be more effective than
the spectral ones.

14.3 Anechoic Binaural Segregation

Under anechoic conditions, the signal emitted by an acoustic source arrives at
the ear further away from the source at a later time and attenuated compared
to the signal arriving at the ear closer to the emitting source. Inspired by psy-
choacoustical studies of sound localization, binaural sound separation systems
have typically employed the binaural cues of ITD and IID for localization and
further segregation of target source [6, 7, 49, 53]. Specifically, the filtering due
to head, pinna and torso introduces at each frequency natural combinations
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of ITD and IID which are location dependent. When the target source dom-
inates a particular frequency bin, the observed ITD and IID correspond to
the target values. When an interfering source overlaps with the target one in
the same frequency bin, the observed ITD and IID undergo systematic shifts
as the energy ratio between the two sources changes [49]. This relationship
is used to estimate the weights independently in each T-F unit in order to
extract target signal from noisy mixture.

The presentation here is based on the binaural system proposed in [53].
The ITD and IID estimates are computed based on the spectral ratio at the
left and right ears:

(
ÎTD, ÎID

)
(Ω, t) =

[
− 1

Ω
A

(
XL

(
ejΩ, t

)
XR (ejΩ, t)

)
,

∣∣∣∣∣XL

(
ejΩ, t

)
XR (ejΩ, t)

∣∣∣∣∣
]

(14.3)

where XL(ejΩ, t) and XR(ejΩ, t) are the left and right ear spectral values of
the mixture signal at frequency Ω and frame t and A(rejφ)=φ, -π < φ < π.
The function A computes the phase angle, in radians, of a complex number
with magnitude r and phase angle φ. The phase is ambiguous corresponding to
integer multiples of 2π. We therefore consider ITD in the range 2π/Ω centered
at zero delay.

A corpus of 10 speech signals from the TIMIT3 database [23] is used
for training. Five sentences correspond to the target location set and the
rest belong to the interference location set. Binaural signals are obtained by
convolving monaural signals with measured head-related impulse responses
(HRIRs) corresponding to the direction of sound incidence. The responses to
multiple sources are added at each ear. The HRIR measurements consist of
left/right responses of a KEMAR4 manikin from a distance of 1.4 m in the
horizontal plane, resulting in 128 point impulse responses at a sampling rate
of 44.1 kHz [22].

Fig. 14.1 shows empirical results from the above corpus for a two-source
configuration: target source in the median plane and interference at 30◦. The
T-F resolution is 512 discrete Fourier transform (DFT) coefficients extracted
every 20 ms with a 10 ms overlap. ITD/IID and energy ratio estimates are
computed every frame using the formulas in Eqs. 14.1 and 14.3. The scatter
plot in Fig. 14.1(a) shows samples of ÎTD(Ω, t) and R(Ω, t) for a frequency bin
at 1 kHz. Similarly, Fig. 14.1(b) shows the results that describe the variation
of ÎID(Ω, t) and R(Ω, t) for a frequency bin at 3.4 kHz. Note that the scatter
plots in Fig. 14.1 exhibit a systematic shift of the estimated ITD and IID
with respect to R. Moreover, a location-based clustering is observed in the
joint ITD-IID space as shown in Fig. 14.1(c). Each peak in the histogram
corresponds to a distinct active source.

3 The term TIMIT results from Texas Instruments (TI) and Massachusetts Institute
of Technology (MIT).

4 KEMAR abbreviates Knowles electronic manikin for acoustic research.
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Fig. 14.1. Relationship between ITD/IID and the energy ratio R (from [53]). Statis-
tics are obtained with target in the median plane and interference on the right side
at 30◦. (a) The top panel shows the scatter plot for the distribution of R with respect
to ITD for a frequency bin at 1 kHz. The solid white curve shows the mean curve
fitted to the data. The vertical bars represent the standard deviation. The bottom
panel shows the histogram of ITD samples. (b) Corresponding results for IID for a
frequency bin at 3.4 kHz. (c) Histogram of ITD and IID samples for a frequency bin
at 2 kHz.

To estimate the ideal binary maskMIBM(Ω, t) we employ a non-parametric
classification in the joint ITD-IID feature space. There are two hypotheses for
the binary decision:

• H1 – target is stronger or R(Ω, t) ≥ 0.5 and
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• H2 – interference is stronger or R(Ω, t) < 0.5.

The estimated binary mask, M̂IBM(Ω, t), is obtained using the maximum a
posteriori (MAP) decision rule:

M̂IBM(Ω, t) =

{
1, if p(H1)p(x|H1) > p(H2)p(x|H2),
0, otherwise,

(14.4)

where x corresponds to the ITD and IID estimates. The prior probabilities,
p(Hi), are computed as the ratio of the number of samples in each class
to the total number of samples. The conditional probabilities, p(x|Hi) are
estimated from the training data using the kernel density estimation method
(see also [49]). Alternatively, the ITD/IID statistics can be used to derive
ratio/soft masks [13,53]. In [53] for example, the empirical mean curves shown
in Fig. 14.1 are used to estimate the energy ratio from the observed ITD/IID.
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Fig. 14.2. Comparison between estimated and ideal T-F binary masks for a mix-
ture of speech utterance presented in the median plane and an interference signal
presented at 30◦ (redrawn from [53]). (a) Spectrogram of the clean speech utter-
ance. (b) Spectrogram of the mixture. (c) The ideal binary mask. (d) The estimated
binary mask.
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Fig. 14.2 shows a comparison between an ideal and an estimated T-F bi-
nary mask. Figs. 14.2(a) and (b) show the spectrograms of a clean speech
utterance and the noisy mixture, respectively. The mixture is obtained using
the spatial configuration in Fig. 14.1 and a factory noise as interference. The
SNR is 0 dB. The algorithm described above is applied and the T-F binary
mask obtained is shown in Fig. 14.2(d). Fig. 14.2(c) shows the correspond-
ing ideal binary mask. As seen in Sec. 14.5, evaluations across a range of
SNRs show that the estimated masks approximate very well the ideal binary
mask under noisy but anechoic conditions. Similar results are obtained in [49]
where the processing of ITD/IID statistics follows the description above but
an auditory filterbank is used for frequency decomposition.

In reverberant conditions, the anechoic modeling of time delayed and at-
tenuated mixtures is inadequate. Since the binaural cues of ITD and IID are
smeared by reflections, the system performance of ITD/IID based binaural
systems degrades considerably. A model of precedence effect is typically em-
ployed to improve the robustness against these smearing effects. The system
proposed in [43] includes a delayed inhibition circuit which gives more weight
to the onset of a sound in order to detect reliable spectral regions that are not
contaminated by interfering noise or echoes. Speech recognition is then per-
formed in the log spectral domain by employing missing data ASR. In order
to account for the reverberant environment, a spectral energy normalization
is employed before recognition. Similarly, the system proposed in [13] uses
the interaural coherence to identify the T-F regions that are dominated by
the direct sound. Soft masks are derived using probability distributions esti-
mated from histograms of ITD/ILD estimates. The soft masks are then used
as front-ends to a modified missing-data ASR. Under mildly reverberant con-
ditions, the authors show that these techniques can improve ASR performance
considerably.

14.4 Reverberant Binaural Segregation

We present here an alternative strategy to the binaural processors described
previously which can deal more effectively with multiple interfering sources
under reverberant conditions. The system proposed is a two-stage model that
combines target cancellation with a nonlinear processing stage in order to
estimate the ideal binary mask [50]. As seen in Fig. 14.3, an adaptive filter is
applied in the first stage to the mixture signal, which contains both target and
interference, in order to cancel the target signal. The adaptive filter is trained
for simplification in the absence of noise. In the second stage, the system labels
1 only the T-F units that have been largely attenuated in the first stage since
those units are likely to have originated from the target source; and labels 0
the other units.

The signal model in Fig. 14.3 assumes that a desired speech source s(n) has
been produced in a reverberant enclosure and recorded by two microphones
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Fig. 14.3. Schematic diagram of the proposed model. The input signal is a mixture
of reverberant target sound and acoustic interference. At the core of the system is
an adaptive filter for target cancellation. The output of the system is an estimate of
the ideal binary mask.

to produce the signal pair [x1(n), x2(n)]. . The transmission path from target
location to microphones is a linear system and is modeled as:

x1(n) = h1(n) ∗ s(n), (14.5)
x2(n) = h2(n) ∗ s(n), (14.6)

where hi(n) corresponds to the room impulse response for the i’th microphone.
The challenge of source separation arises when an unwanted interference pair
[n1(n), n2(n)] is also present at the input of the microphones resulting in a
pair of mixtures [y1(n), y2(n)]:

y1(n) = x1(n) + n1(n), (14.7)
y2(n) = x2(n) + n2(n). (14.8)

The interference is a combination of multiple reverberant sources and ad-
ditional background noise. Here, the target is assumed to be fixed but no
restrictions are imposed on the number, location, or content of the interfer-
ing sources. In realistic conditions, the interference can suddenly change its
location and may also contain impulsive sounds. Under these conditions, it is
hard to localize each individual source in the scene. The goal is therefore to
remove or attenuate the noisy background and recover the reverberant target
speech based only on target source location.

In the classical adaptive beamforming approach with two microphones
[24], the filter learns to identify the differential acoustic transfer function of
a particular noise source and thus perfectly cancels only one directional noise
source. Systems of this type, however, are unable to cope well with multiple
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noise sources or diffuse background noise. As an alternative, the adaptive
filter is used here for target cancellation. The noise reference is then used in
a nonlinear scheme to estimate the ideal binary mask. This approach offers a
potential solution to the multiple interference problem in reverberation.

In the experiments reported here, we assume a fixed target location and
the filter w(n) in the target cancellation module (TCM) is trained in the
absence of interference. A white noise sequence of 10 s duration is used
to calibrate the filter. We implement the adaptation using the Fast-Block
Least Mean Square algorithm [25] with an impulse response of 375 ms length
(6000 samples at 16 kHz sampling rate). After the training phase, the filters
parameters are fixed and the system is allowed to operate in the presence of in-
terference. Both the TCM output z(n) and the noisy mixture at the primary
microphone y1(n) are analyzed using a short time-frequency analysis. The
time-frequency resolution is 20-ms time frames with a 10-ms frame shift and
257 DFT coefficients. Frames are extracted by applying a running Hamming
window to the signal.

As a measure of signal suppression at the output of the TCM unit, we
define the output-to-input energy ratio as follows:

OIR(Ω, t) =

∣∣∣Z (ejΩ, t
)∣∣∣2∣∣∣Y1 (ejΩ, t)
∣∣∣2 , (14.9)

where Y1(ejΩ, t) and Z(ejΩ, t) are the corresponding Fourier transforms of
y1(n) and z(n), respectively.

Consider a T-F unit in which the noise signal is zero. Ideally, the TCM
module cancels perfectly the target source resulting in zero output and there-
fore OIR(Ω, t) → 0. On the other hand, T-F units dominated by noise are not
suppressed by the TCM and thus OIR(Ω, t) � 0. Hence, a simple binary de-
cision can be implemented by imposing a decision threshold on the estimated
output-to-input energy ratio. The estimated binary mask M̂IBM(Ω, t) is 1 in
those T-F units where OIR(Ω, t) > θ(Ω) and 0 in all the other units.

Fig. 14.4 shows a scatter plot of R(Ω, t) and OIR(Ω, t) obtained for indi-
vidual T-F units corresponding to a frequency bin at 1 kHz. Similar results
are seen across all frequencies. The results are extracted from 100 mixtures
of reverberant target speech fixed at 0◦ azimuth mixed with four interfering
speakers at −135◦, −45◦, 45◦ and 135◦ azimuths. The room reverberation
time, T60, is 0.3 s (see Sec. 14.5 for simulation details); T60 is the time re-
quired for the sound level to drop by 60 dB following the sound offset. The
input SNR considering reverberant target as signal is 5 dB. Observe that there
exists a correlation between the amount of cancellation in the individual T-F
units and the relative strength between target and interference. In order to
simplify the estimation of the ideal binary mask we have used in our eval-
uations a frequency-independent threshold of −6 dB on the output-to-input
energy ratio. The −6 dB threshold is obtained when the reverberant target
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signal and the noise have equal energy in Eq. 14.1. Fig. 14.5 demonstrates the
performance of the proposed system for the following male target utterance:
“Bright sunshine shimmers on the ocean” mixed with four interfering speak-
ers at different locations. Observe that the estimated mask is able to estimate
well the ideal binary mask especially in the high target energy T-F regions.
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Fig. 14.4. Scatter plot of the output-to-input ratio with respect to the relative
strength of the target to the mixture for a frequency bin centered at 1 kHz (from
[50]). The mean and the standard deviation are shown as the dashed line and vertical
bars, respectively. The horizontal line corresponds to the -6 dB decision threshold
used in the binary mask estimation.

14.5 Evaluation

With the emergence of voice-based technologies, current ASR systems are
required to deal with adverse conditions including noisy background and re-
verberation. Conventional ASR systems are constructed as a classification
problem which involves the maximization of the posterior probability

p
(
W
∣∣∣Y sqr(t)

)
,

where Y sqr(t) is an observed short-term speech spectral power vector

Y sqr(t) =
[
Ysqr(Ω = 0, t), . . . , Ysqr(Ω = π, t)

]T
(14.10)
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Fig. 14.5. A comparison between the estimated mask and the ideal binary mask
for a five-source configuration (from [50]). (a) Spectrogram of the reverberant target
speech. (b) Spectrogram of the mixture of target speech presented at 0◦ and four
interfering speakers at locations −135◦, −45◦, 45◦ and 135◦. The SNR is 5 dB. (c)
The estimated T-F binary mask. (d) The ideal binary mask. (e) The mixture spec-
trogram overlaid by the estimated T-F binary mask. (f) The mixture spectrogram
overlaid by the ideal binary mask. The recordings correspond to the left microphone.
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with

Ysqr(Ω, t) =
∣∣∣Y (ejΩ, t

)∣∣∣2 (14.11)

and W is a valid word sequence. The classification is highly sensitive to distor-
tions in the spectral vector Y sqr(t). The standard approach to improving the
ASR robustness is to enhance the target speech in the acoustic input. Given
a T-F mask, the signal is resynthesized through the mask to reconstruct the
target speech and the output is then fed to a conventional ASR system.

An alternative approach is the missing-data ASR proposed by Cooke
et al. [17] which identifies the corrupted T-F spectral regions and treats them
as unreliable or missing. In this approach, the spectral vector Y sqr(t) is parti-
tioned into its reliable and unreliable components as Y sqr,r(t) and Y sqr,u(t),
where Y sqr(t) = Y sqr,r(t)∪Y sqr,u(t). The Bayesian decision is then sought us-
ing only the reliable components. In the marginalization method, the posterior
probability is computed by integrating over the unreliable ones. However, fur-
ther information about the mixing process can give lower and upper bounds
for these unreliable components which can be used in the integral involved
in marginalization. Under the assumption of additive and uncorrelated sound
sources, the true value of the speech energy in the unreliable parts can be con-
strained between 0 and the observed spectral energy Y sqr,u(t). The T-F units
indicated as 1 in the binary mask are the reliable units while those indicated
as 0 are the unreliable ones. It has been shown that this approach outperforms
conventional ASRs with input resynthesized from T-F binary masks. More-
over, ideal binary masks produce impressive recognition scores when applied
to the missing-data ASR for a variety of noise intrusions including multiple
interfering sources [17,49].

The binaural system presented in Sec. 14.3 has been evaluated under noisy
but anechoic conditions using the missing-data ASR. As in [17], the task
domain is speaker independent recognition of connected digits. Thirteen (the
number 1-9, a silence, very short pause between words, zero and oh) word-level
models are trained using an hidden Markov model (HMM) toolkit, HTK [63].
All except the short pause model have 8 emitting states. The short pause
model has a single emitting state, tied to the middle state of the silence model.
The output distribution in each state is modeled as a mixture of 10 Gaussians.
The grammar for this task allows for one or more repetitions of digits and all
digits are equally probable. Both training and testing are performed using the
male speaker dataset in the TIDigits database [34]. Specifically, the models
are trained using 4235 utterances in the training set of this database. Testing
is performed on a subset of the testing set consisting of 461 utterances from
6 speakers, comprising 1498 words. All test speakers are different from the
speakers in the training set. The signals are sampled at 20 kHz.

Fig. 14.6 shows recognition results for target source in the median plane
and one noise source on the right side at 30◦ for a range of SNRs from −5 to
10 dB. The noise source is the factory noise from the NOISEX corpus [57]. The
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factory noise is chosen as it has energy in the formant regions, therefore posing
challenging problems for recognition. The binaural mixtures are obtained by
convolving the original signals with the HRIRs of the corresponding sound
source locations. The binaural processing described in Sec. 14.3 is applied to
derive the corresponding T-F binary mask which is then fed to the missing-
data ASR. Feature vectors for the missing-data ASR are derived from the 512
DFT coefficients extracted in each time frame. Recognition is performed using
log-spectral energy bandlimited to 4 kHz. Hence only 98 spectral coefficients
along with delta coefficients in a two-frame delta-window are extracted in
each frame. As seen in Fig. 14.6, the estimated masks approximate very well
the ideal binary masks resulting in large recognition improvements over the
baseline. Similar results have been obtained in multispeaker conditions in [49].
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Fig. 14.6. Comparison between estimated and ideal binary masks as front-ends
to a missing-data ASR under anechoic conditions (redrawn from [53]). The target
source in the median plane is presented with a noise source on the right side at 30◦

for a range of SNRs from −5 to 10 dB. For comparison, the baseline performance is
shown.

To illustrate the binaural system described in Sec. 14.4, we present here
systematic recognition results under multi-source reverberant conditions. The
reverberation is generated using the room acoustic model described in [43].
The reflection paths of a particular sound source are obtained using the image
reverberation model for a small rectangular room (6 m× 4 m× 3 m) [1]. The
resulting impulse response is convolved with the same HRIRs as before in order
to produce the binaural input to our system. Specific room reverberation times
are obtained by varying the absorption characteristics of room boundaries.
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The position of the listener was fixed asymmetrically at (2.5 m× 2.5 m× 2 m)
to avoid obtaining near identical impulse responses at the two microphones
when the source is in the median plane. All sound sources are presented at
different angles at a distance of 1.5 m from the listener. For all our tests,
target is fixed at 0◦ azimuth unless otherwise specified. To test the robustness
of the system to various noise configurations we have performed the following
tests:

• an interference of rock music at 45◦ (scene 1);
• two concurrent speakers (one female and one male utterance) at azimuth

angles of −45◦ and 45◦ (scene 2); and
• four concurrent speakers (two female and two male utterances) at azimuth

angles of −135◦, −45◦, 45◦ and 135◦ (scene 3).

The initial and the last speech pauses in the interfering utterances have been
deleted in conditions scene 2 and scene 3 making them more comparable
with condition scene 1. The signals are upsampled to 44.1 kHz and convolved
with the corresponding left and right ear HRIRs to simulate the individual
sources for the above three testing conditions (scene 1 – scene 3). Finally,
the reverberated signals at each ear are summed and then downsampled to
16 kHz. In all our evaluations, the input SNR is calculated at the left ear
using reverberant target speech as signal. While in scene 2 and scene 3 the
SNR at the two ears is comparable, the left ear is the ‘better ear’ – the ear with
higher SNR – in the scene 1 condition. In the case of multiple interferences,
the interfering signals are scaled to have equal energy at the left ear.

While the missing-data approach has shown promising results with addi-
tive noise in anechoic conditions, an extension to reverberant conditions has
turned out to be problematic (see for example [43]). We therefore adapt here
the spectrogram reconstruction method proposed in [46] to reverberant con-
ditions which shows improved performance over the missing-data recognizer.
This approach has been suggested in the context of additive noise. In this
approach, a noisy spectral vector Y sqr(t) at a particular frame is partitioned
in its reliable Y sqr,r(t) and its unreliable Y sqr,u(t) components. The task is
to reconstruct the underlying true spectral vector Xsqr(t). Assuming that the
reliable features Y sqr,r(t) are approximating well the true ones Xsqr,r(t), a
Bayesian decision is then employed to estimate the remaining Xsqr,u(t) given
only the reliable component. Hence, this approach works seamlessly with the
T-F binary mask that our speech segregation system produces. Here, the re-
liable features are the T-F units labeled 1 in the mask while the unreliable
features are the ones labeled 0. Although the reliable data in our system
contains some reverberation, we train the prior speech model only on clean
data. This actually avoids the trouble of obtaining a prior for each deploy-
ment condition, and is desirable for robust speech recognition. The signals
reconstructed in this way are then used as input to a conventional ASR which
employs cepstral features.
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The speech prior is modeled empirically as a mixture of Gaussians and
trained on the clean database used for training the conventional ASR (see
below):

p
(
Xsqr(t)

)
=

M∑
k=1

p(k)p
(
Xsqr(t)

∣∣ k), (14.12)

where M = 1024 is the number of mixtures, k is the mixture index, p(k) is
the mixture weight and p(X|k) = N(X;µk;Σk).

Previous studies [17, 46] have shown that a good estimate of Xsqr,u(t) is
its mean conditioned on Xsqr,r(t):

E
{

Xsqr, u(t)
∣∣Xsqr,r(t), 0 ≤ Xsqr,u(t) ≤ Y sqr,u(t)

}
=

M∑
k=1

p
(
k
∣∣Xsqr,r(t), 0 ≤ Xsqr,u(t) ≤ Y sqr,u(t)

)

·
Y sqr,u(t)∫

0

X p
(
X
∣∣ k, 0 ≤ X ≤ Y sqr,u(t)

)
dX

︸ ︷︷ ︸
X̃sqr,u(t)

(14.13)

where p(k |Xsqr,r(t), ...) is the a posteriori probability of the k’th Gaussian
given the reliable data and the integral denotes the expectation X̃sqr,u(t)
corresponding to the k’th mixture. Note that under the additive noise condi-
tion, the unreliable parts may be constrained as 0 ≤ Xsqr,u(t) ≤ Y sqr,u(t) [17].
Here it is assumed that the prior can be modeled using a mixture of Gaus-
sians with diagonal covariance. Theoretically, this is a good approximation if
an adequate number of mixtures are used. Additionally, empirical evaluations
have shown that for the case of M = 1024 this approximation results in an
insignificant degradation in recognition performance while the computational
cost is greatly reduced. Hence, the expected value can now be computed as:

X̃sqr,u(t) =

⎧⎪⎪⎨⎪⎪⎩
µu,k , 0 ≤ µu,k ≤ Y sqr,u(t),

Y sqr,u(t) , µu,k > Y sqr,u(t),

0 , µu,k < 0.

(14.14)

The a posteriori probability of the k’th mixture given the reliable data is
estimated using the Bayesian rule from the simplified marginal distribution
p(Xsqr,r|k) = N(Xsqr,r;µr,k, σr,k) obtained without utilizing any bounds on
Xsqr,u. While this simplification results in a small decrease in accuracy, it
gives substantially faster computation of the marginal.

The same recognition task is used as in the previous evaluation. Training
is performed using the 4235 clean signals from the male speaker dataset in the
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TIDigits database downsampled to 16 kHz to be consistent with the system
described in Sec. 14.4. The HMMs are trained with clean utterances from
the training data using feature vectors consisting of the 13 mel-frequency
cepstral coefficients (MFCC) including the zeroth order cepstral coefficient,
C0(n), as the energy term together with their first and second order temporal
derivatives. MFCCs are used as feature vectors as they are most commonly
used in state-of-the-art recognizers [45]. Cepstral mean normalization (CMN)
is applied to the cepstral features in order to improve the robustness of the
system under reverberant conditions [52]. Frames are extracted using 20 ms
windows with 10 ms overlap. A first-order preemphasis coefficient of 0.97 is
applied to the signal. The recognition result using clean test utterances is 99 %
accuracy. Using the reverberated test utterances, performance degrades to
94 % accuracy.

Testing is performed on a subset of the testing set containing 229 utter-
ances from 3 speakers which is similar to the test used in [43]. The test speak-
ers are different from the speakers in the training set. The test signals are
convolved with the corresponding left and right ear target impulse responses
and noise is added as described above to simulate the conditions of Scene 1
to Scene 3. Speech recognition results for the three conditions are reported
separately in Figs. 14.7, 14.8 and 14.9 at five SNR levels: −5 dB, 0 dB, 5 dB,
10 dB and 20 dB. Results are obtained using the same MFCC-based ASR as
the back-end for the following approaches:

• fixed beamforming (delay-and-sum),
• adaptive beamforming,
• target cancellation through adaptive filtering followed by spectral subtrac-

tion,
• our proposed front-end ASR using the estimated mask
• and finally our proposed front-end ASR using the ideal binary mask.

Note that the ASR performance depends on the interference type and we
obtain the best accuracy score in the two speaker interference. The baseline
results correspond to the unprocessed left ear signal. Observe that our system
achieves large improvements over the baseline performance across all condi-
tions.

The adaptive beamformer used in evaluations follows the two-stage adap-
tive filtering strategy described in [56] that improves the classic Griffiths-Jim
model [24] under reverberation. The first stage is identical to our target can-
cellation module and is used to obtain a good noise reference. The second
stage uses another adaptive filter to model the difference between the noise
reference and the noise portion in the primary microphone in order to extract
the target signal. Here, training for the second filter is done independently
for each noise condition in the absence of target signal using 10 s white noise
sequences presented at each location in the tested configuration. The length of
the filter is the same as the one used in the TCM (375 ms). As seen in Fig. 14.7,
the adaptive beamformer outperforms all the other algorithms in the case of
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Fig. 14.7. Recognition performance for Scene 1 at different SNR values for the
reverberant mixture (∗), a fixed beamformer (�), an adaptive beamformer (�), a
system that combines target cancellation and spectral subtraction (�), an ASR
front-end using the estimated binary mask (•), and an ASR front-end using the
ideal binary mask (�) (from [50]).

a single interference (scene 1). However, as the number of interferences in-
creases, the performance of the adaptive beamformer degrades rapidly and
approaches the performance of the fixed beamformer in scene 3. As proposed
in [2], we can combine the target cancellation stage with spectral subtrac-
tion to attenuate the interference. As illustrated by the recognition results
in Figs. 14.8 and 14.9, this approach outperforms the adaptive beamformer
in the case of multiple concurrent interferences. While spectral subtraction
improves the SNR gain in target-dominant T-F units, it does not produce
a good target signal estimate in noise-dominant regions. Note that our ASR
front-end employs a better estimation of the spectrum in these unreliable T-F
units and therefore results in large improvements over the spectral subtrac-
tion method. Although the results using our ASR front-end show substantial
performance gains, further improvement can be achieved as can be seen in the
results reported with the ideal binary mask.

14.6 Concluding Remarks

In anechoic conditions, there exists a systematic relationship between com-
puted ITD and IID values and local SNR within individual T-F units. This
relationship leads to characteristic clustering in the joint ITD-IID feature
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Fig. 14.8. Recognition performance for Scene 2 at different SNR values for the
reverberant mixture (∗), a fixed beamformer (�), an adaptive beamformer (�), a
system that combines target cancellation and spectral subtraction (�), an ASR
front-end using the estimated binary mask (•), and an ASR front-end using the
ideal binary mask (�) (from [50]).

space, which enables the effective use of supervised classification to estimate
the ideal binary mask. Estimated binary masks thus obtained from mixtures
of target speech and acoustic interference have been shown to match the ideal
ones very well.

In natural settings, reverberation alters many of the acoustical properties
of a sound source reaching our ears, including smearing the binaural cues due
to the presence of multiple reflections. This is especially detrimental when
multiple sound sources are present in the acoustic scene since the binaural
cues are now required to distinguish between the competing sources. Location
based algorithms that rely on the anechoic assumption of time delayed and
attenuated mixtures are highly affected by these distortions. In this chapter
we have described strategies to alleviate this problem as well as a system that
integrates target cancellation through adaptive filtering and T-F binary mask-
ing which is able to perform well under multi-source reverberant conditions.

Most work in binaural CASA assumes that sound sources remain fixed
throughout testing. The system proposed in Sec. 14.4 alleviates somehow the
problem; it is insensitive to interference location changes but assumes a fixed
target location. None of these are realistic situations since head movement as
well as source movement can occur. One way to approach the problem is to add
a source tracking component. For example, the system proposed in [48] is able
to track the azimuths of multiple acoustic sources using ITD/IID estimates.
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Fig. 14.9. Recognition performance for Scene 3 at different SNR values for the
reverberant mixture (∗), a fixed beamformer (�), an adaptive beamformer (�), a
system that combines target cancellation and spectral subtraction (�), an ASR
front-end using the estimated binary mask (•), and an ASR front-end using the
ideal binary mask (�) (from [50]).

Such a system could be coupled with a binaural processor to deal with mov-
ing sources. Nix and Hohmann [42] have recently proposed to simultaneously
track sound source locations and spectral envelopes using a non-Gaussian
multidimensional statistical filtering approach. This strategy could be used to
integrate in a robust way different acoustic cues even when they are corrupted
by noise, reverberation and motion. Other two-microphone algorithms com-
bine location cues and pitch information or other signal processing techniques
to improve system robustness [4, 36,51].

The computational goal of many CASA algorithms is the ideal binary T-F
mask which selects target-dominant spectrotemporal regions. Signals recon-
structed from such masks have been shown to be substantially more intelligible
for human listeners than the original mixtures [14,49]. However, conventional
ASR systems are extremely sensitive to the distortions produced during resyn-
thesis. Here, we have utilized two strategies that minimize these effects on
recognition:

• the missing-data ASR proposed by Cooke et al. [17] that utilizes only the
reliable target dominant features in the acoustic mixture

• and a target reconstruction method for the unreliable features proposed
by Raj et al. [46].

As seen in our evaluations, the proposed binaural CASA systems coupled with
these two strategies can produce substantial ASR improvements over baseline
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under both anechoic and reverberant multi-source conditions. Recently, a new
approach to robust speech recognition has been proposed to additionally take
into account the varied accuracy of features derived from front-end prepro-
cessing [18]. Srinivasan and Wang [55] convert binary uncertainty in the T-F
mask into real-valued uncertainty associated with cepstral features, which can
then be used by an uncertainty decoder during recognition. Such uncertainty-
based strategies can be utilized to further improve the performance of current
binaural CASA systems when applied to robust speech recognition [54].
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The sound quality for acoustical communication, information, and entertain-
ment is often subject to impairments by room reflections and undesired noise
sources. As a remedy, various signal processing techniques have been devel-
oped for different applications, like acoustic echo cancelation and active noise
control. Starting from the single channel case, these techniques have recently
been extended to multiple channels. These extensions increased the intricacy
of the original problem by the added complexity of the multichannel case. The
effect was that the resulting techniques like multichannel active listening room
compensation and multichannel active noise control appeared as unrelated
solutions to different kinds of problems. This chapter gives a unifying descrip-
tion of these spatio-temporal adaptive methods on the perspective of sound
reproduction by tracing them back to the fundamental problem of inverse
filtering. After analyzing the problems of an adaptive solution, eigenspace
adaptive filtering is introduced as a concept for decoupling the multichannel
problem. Unfortunately, this concept is not straightforward applicable in its
pure form, since it requires data-dependent transformations. Therefore, an ap-
proximate solution called wave-domain adaptive filtering is introduced. It has
the advantage of being data independent and still performs a close-to-ideal
decoupling. Based on the unifying inverse filtering description, the application
of wave-domain adaptive filtering to active listening room compensation and
to active noise control is shown.

15.1 Introduction

In many practical situations, signals are impaired by processes which can
be regarded as linear systems. Signal processing operations to recover the
original signal from such an impaired version are called inverse filtering. In
electroacoustics these impairments are typically caused by room reflections
and undesired noise sources.
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Room reflections may be described as a linear filtering process with the so-
called room impulse response. Therefore, undoing the effects of room acoustics
is equivalent to the inversion of the room impulse response. However, since the
propagation of sound waves is a spatially distributed phenomenon, it cannot
be represented well by a single-input, single-output system. Therefore the
concept of a room impulse response needs some more refinement.

More appropriate is a description of room acoustics as a distributed pa-
rameter system in the form of the acoustic wave equation. The corresponding
response to a spatio-temporal impulse is then given by the Green’s function.
However, Green’s functions depend on continuous time and continuous space
in a fashion which is determined by the boundary conditions of the wave equa-
tion, i.e. by the properties of the enclosure. Therefore, Green’s functions serve
more as a theoretical concept than as a signal processing tool.

A more practical approach is to consider the Green’s functions between
selected spatial locations like the positions of loudspeakers and the positions
of microphones. The time function between a pair of these locations is the
corresponding room impulse response. Assembling the room impulse responses
between all loudspeaker positions and all microphone positions in matrix form
leads to the so-called room response matrix. Recovering a signal impaired by
room acoustics is therefore equivalent to an inversion of the room response
matrix.

Unfortunately, the acoustical properties of an enclosure are not static.
Movements of sources, receivers, and other objects in a room as well as varia-
tions of the room temperature require to consider the room impulse matrix as
time-variant. To cope with such a situation by inverse filtering means to em-
ploy adaptive filters. In short, reducing the effects of room acoustics by signal
processing requires the inversion of the time-varying room response matrix by
adaptive filtering.

Such an endeavor immediately poses a number of problems, like the contin-
uing estimation of the room impulse matrix, the uniqueness of the inversion,
and the convergence of the adaptation. So far, these problems have been ap-
proached typically in the context of special application fields like multichannel
acoustic echo cancelation, room compensation for multichannel reproduction,
or active noise control.

This chapter presents a unified representation of spatio-temporal adaptive
filtering problems. It encompasses various application areas which are typi-
cally seen as independent fields. Two of these are described in the next section:
active room compensation (ARC) for multichannel sound reproduction and
active noise control (ANC). Room compensation pertains to the inversion of
room acoustics as described above, while noise control is related to the reduc-
tion of additive noise. Then it is shown that both problems – although quite
different in nature – are special cases of the same unified representation.

The remaining sections discuss the solution of the adaptive inverse filter-
ing problem in this unified context. After the formulation of the multichannel
adaptation and a discussion of its associated problems, a generic framework
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for multichannel pre-equalization in the so-called eigenspace is presented. Al-
though this framework yields an optimal decoupling of the multichannel prob-
lem, it is not yet suitable for implementation. A practical solution is finally
obtained by wave-domain adaptive filtering [9, 38]. It is an approximation of
the optimal solution based on efficient building blocks.

15.2 Problem Description

In the following, a unified problem description for multichannel inverse adap-
tive filtering will be developed. For this purpose we review multichannel sound
reproduction, active listening room compensation and active noise control.
Since we will consider the potential and challenges in conjunction with high
channel numbers (>10) we will explicitly refer to such systems as massive
multichannel systems in the following.

15.2.1 Nomenclature

The following conventions are used throughout this chapter: Vectors are de-
noted by lower case boldface, matrices by upper case boldface. The temporal
frequency domain is denoted by underlining the quantities, the spatial trans-
form domain (eigenspace, wave domain) by a tilde placed over the respective
symbol. The two-dimensional position vector in Cartesian coordinates is given
as x = [x, y]T. The Cartesian coordinates are related to polar coordinates by
x = r cos(α) and y = r sin(α).

15.2.2 Massive Multichannel Sound Reproduction

The solution of the homogeneous wave equation for a bounded region V with
respect to inhomogeneous boundary conditions is given by the Kirchhoff-
Helmholtz integral [55]

p(x, ω) = −
∮

∂V

{
g(x|x0, ω)

∂

∂n
p(x0, ω) − p(x0, ω)

∂

∂n
g(x|x0, ω)

}
dS0 ,

(15.1)

where p(x, ω) denotes the pressure field inside a bounded region V surrounded
by the border ∂V (x ∈ V ), g(x|x0, ω) a suitable chosen Green’s function,
p(x0, ω) the acoustic pressure at the boundary ∂V (x0 ∈ ∂V ) and ∂

∂n the
directional gradient in direction of the inward pointing normal vector n of V .
The wave field outside of V is zero and V is assumed to be source-free. Fig. 15.1
illustrates the geometry.

The Green’s function g(x|x0, ω) represents the solution of the inhomoge-
neous wave equation for an excitation with a spatio-temporal Dirac pulse at
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Fig. 15.1. Geometry used for the Kirchhoff-Helmholtz integral.

the position x0. It has to fulfill the homogeneous boundary conditions im-
posed on ∂V . Within the context of this chapter we will assume that V is
free of any objects and that the border ∂V does not restrict propagation.
Hence, we assume free-field propagation within V . The Green’s function is
then given as the free-field solution of the wave equation and is referred to as
free-field Green’s function. The free-field Green’s function can be interpreted
as the field of a monopole source placed at the point x0 and its directional
gradient as the field of a dipole source at the point x0, whose main axis points
towards n.

Eq. 15.1 states that the wave field p(x, ω) inside V is fully determined
by the pressure p(x0, ω) and its directional gradient on the boundary ∂V .
Consequently, if we realize the Green’s function by a continuous distribution
of monopole and dipole sources which are placed on the boundary ∂V , the
wave field within V is fully determined by these sources. This principle can
be used for sound reproduction as will be illustrated in the following. In this
context the monopole and dipole sources on the boundary are referred to as
(monopole/dipole) secondary sources.

For authentic sound reproduction it is desired to reproduce the wave field
s(x, ω) of a virtual source inside a limited area (listening area) as closely as
possible. In the following, the listening area is assumed to be the bounded
region V . Concluding the considerations given so far, authentic sound repro-
duction can be realized if a distribution of secondary monopole and dipole
sources on the boundary ∂V of the listening area V are driven by the di-
rectional gradient and the pressure of the wave field of the virtual source,
respectively. The wave field p(x, ω) inside the listening area V is then equal
to the wave field s(x, ω) of the virtual source. Note, that there might be
additional near-field contributions present [45].

The Kirchhoff-Helmholtz integral and its interpretation given above lay the
theoretical foundation for sound reproduction systems like wave field synthesis
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(WFS) and higher-order ambisonics (HOA). However, for a practical realiza-
tion several simplifications are typically applied. These will be illustrated for
the example of WFS. The simplifications that are typically applied for WFS
are [20,33,43]:

1. elimination of dipole secondary sources,
2. spatial sampling of the continuous secondary source distribution, and
3. usage of secondary point sources for two-dimensional reproduction.

The first simplification is to remove one of the two secondary source types.
Typically the dipole sources are removed, since monopole sources can be re-
alized reasonably well by loudspeakers with closed cabinets. The Kirchhoff-
Helmholtz integral (Eq. 15.1) takes inherently care that only those secondary
sources are driven whose local propagation direction coincides with the wave
field to be reproduced. This inherent feature gets lost when using monopoles
only. Hence, removing the dipole secondary sources requires to sensibly select
the secondary sources used for the reproduction of a particular virtual sound
field. Suitable selection criteria have been derived in [44,46].

The second simplification accounts for the fact that secondary sources
(loudspeakers) can only be placed at discrete spatial positions. This implies
a spatial sampling of the continuous secondary source distribution in the
Kirchhoff-Helmholtz integral. Sampling of the secondary source distribution
may lead to spatial aliasing artifacts being present in the reproduced wave
field [20, 42]. As a consequence, control over the wave field within the listen-
ing area is only possible for a limited bandwidth. However, for a reasonable
bandwidth a high number of secondary sources is required. Within the con-
text of this chapter we refer to such systems as massive multichannel sound
reproduction systems.

The third simplification is related to the choice of secondary sources. For
two-dimensional reproduction line sources would be the appropriate choice
as secondary sources. However, two-dimensional WFS utilizes point sources
(closed loudspeakers) instead of secondary line sources for reproduction.
Please see e. g. [33, 43] for more details.

A number of WFS systems with different shapes, channel numbers and
loudspeaker technologies have been successfully realized in the past on the
basis of the discussed simplifications. Objective and subjective evaluation has
proven the ability of WFS to accurately recreate the impression of a desired
virtual source [12,48,50,51]. Other massive multichannel sound reproduction
systems, like HOA, are inherently based on the same simplifications.

Common to most approaches for massive multichannel sound reproduc-
tion is that they rely on free-field wave propagation and do not consider the
influence of reflections within the listening room. Since these reflections may
impair the carefully designed spatial sound field, their influence should be min-
imized by taking appropriate countermeasures. Another kind of impairments
are noise sources within the listening room. The next sections will introduce
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active listening room compensation and active noise control as potential coun-
termeasures for these impairments.

15.2.3 Multichannel Active Listening Room Compensation

The influence of the listening room on the performance of sound reproduction
systems is a topic of active research [3–5,11,13,15,17,25,35,52–54]. Since the
acoustic properties of the listening room and the reproduction system used
may vary in a wide range, no generic conclusion can be given for the percep-
tual influence of the listening room. However, it is generally agreed that the
reflections imposed by the listening room will have influence on the perceived
properties of the reproduced scene. These influences may be, e. g. degradation
of directional localization performance or sound coloration. A reverberant lis-
tening room will superimpose its characteristics on the desired impression
of the recorded room. Listening room compensation aims at eliminating or
reducing the effect of the listening room.

Ideally, the desired control over the undesired reflections can be applied
within the entire listening area by destructive interference. Advanced repro-
duction systems like WFS provide control over the reproduced wave field
within certain limits provided by the spatial sampling of the secondary source
distribution. Hence, in principle these systems allow to compensate for the
reflections of the listening room throughout the entire listening area. In order
to cope with the limits imposed by spatial sampling of the secondary sources
they may be supported easily by passive damping of the listening room for
high frequencies.

Listening room compensation requires to analyze the reproduced wave
field throughout the entire listening area. Again the Kirchhoff-Helmholtz in-
tegral (Eq. 15.1) provides the basis for advanced wave field analysis (WFA)
techniques. It states that the wave field within a bounded region is fully de-
termined by the acoustic pressure and its gradient on the boundary of that
bounded region. Some simplifications of this fundamental principle have to
be applied to arrive at a realizable WFA system [22, 49]. One of these is to
spatially sample the analysis positions at the boundary of the region of in-
terest. As for sound reproduction, an adequate analysis of the reproduced
wave field within the listening area will require a large number of analysis
channels [2, 23,43].

A suitable combination of both, massive multichannel sound reproduction
and WFA, will result in an enlarged compensation zone which is free of the
influence of the listening room. Fig. 15.2 illustrates this approach to active
listening room compensation.

The wave field reproduced by the (spatially discrete) secondary source
distribution on the boundary ∂Vls is analyzed by the (spatially discrete) dis-
tribution of microphones on the boundary ∂Val.

Due to the causal nature of listening room reflections, active listening
room compensation can be realized by pre-filtering the secondary source
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Listening area

Listening room

Virtual
source

∂Vls

∂Val

Fig. 15.2. Block diagram illustrating massive multichannel active listening room
compensation system based on the Kirchhoff-Helmholtz integral.

(loudspeaker) driving signals with suitable compensation filters. This pre-
filtering results in cancelation of the room reflections by destructive interfer-
ence within the listening area.

In general, the listening room characteristics may change over time. For
instance as a result of a temperature variation in the listening room the speed
of sound and hence the acoustic properties will change [29,32]. This calls for an
adaptive computation of the compensation filters on the basis of a continuous
analysis of the reproduced wave field.

The block diagram of an adaptive system for multichannel active room
compensation (ARC) is shown in Fig. 15.3. The vector of input signals

d(R)(n) =
[
d1(n), d2(n), . . . , dR(n)

]T (15.2)

represents the R secondary source driving signals dr(n), r = 1, . . . , R provided
by a multichannel spatial rendering system which is based on the assumption
of a reflection-free listening room. Throughout this chapter the discrete time
index is denoted by n. In Eq. 15.2 r denotes the index of the scalar signals
dr(n) and R is their total number and hence the length of the vector d(R)(n).
The same notation scheme is also used for the other signals w(N)(n), a(M)(n),
l(M)(n) and e(M)(n) in Fig. 15.3, with with m = 1, ...,M and p = 1, ..., N .
The matrices of impulse responses CARC(n), R(n), and F (n) represent the
compensation filters, the listening room impulse responses, and the desired
listening room impulses responses, respectively. The elements of the matri-
ces are composed from the n-th element of the impulse response from the
respective input to the respective output. For example, the matrix R(n) is
defined as
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Fig. 15.3. Block diagram illustrating the generic listening room compensation
system.

R(n) =

⎡⎢⎣ r1,1(n) · · · r1,N (n)
...

. . .
...

rM,1(n) · · · rM,N (n)

⎤⎥⎦ , (15.3)

where rm,p(n) denotes the n-th element of the impulse response from the p-
th loudspeaker to the m-th microphone. The matrices CARC(n) and F (n) are
composed from the n-th element of the impulse responses cp,r(n) and fm,r(n).

In order to eliminate the effect of the listening room, free-field condi-
tions are desired for reproduction. Hence, the matrix F (n) is composed from
the free-field impulse responses from each loudspeaker to each microphone.
The matrix elements fm,r(n) can be derived from the analytical solution of
the wave equation for the free-field case. A modeling-delay can be introduced
to ensure causal compensation filters. After the compensation filters there are
N pre-filtered driving signals for the loudspeakers, that are combined into a
column vector w(N)(n). A total of M microphones are used for the analysis
of the resulting wave field. Their signals are combined in the vector l(M)(n),
representing spatial samples of the desired wave field on which the undesired
listening room reflections are superimposed. The N×1 column vector w(N)(n)
and the M × 1 vector l(M)(n) are defined in an analogous way as given by
Eq. 15.2. The vector a(M)(n) results from filtering the driving signals d(R)(n)
with the idealized M × R matrix F (n) of free-field impulse responses.

The error e(M)(n) between free-field propagation a(M)(n) and the actual
microphone signals l(M)(n) describes the deviation of the rendered wave field
from the reflection-free case. It is used to adapt the matrix of compensation
filters CARC(n). After convergence of CARC(n), the response of the pre-filtered
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reproduction system in the listening room produces the desired free-field sound
field.

The shaded region in Fig. 15.3 denotes the acoustic character of the sig-
nals and systems between the loudspeakers and the microphones. The other
signals/systems are either electrical or digital. The required conversion be-
tween analog and digital signals at various locations is not shown explicitly.
As mentioned before, a reasonable control and analysis within an enlarged
listening area and temporal bandwidth can only be gained with a high num-
ber of synthesis and analysis channels. This results in a massive multichannel
adaptation problem.

15.2.4 Multichannel Active Noise Control

Acoustic active noise control aims at suppressing an undesired noise source
based on the principle of superposition using appropriately driven loudspeak-
ers [26]. The loudspeaker driving signals are typically derived from acoustic
measurements and adaptive algorithms in order to cope for arbitrary noise
fields and the time varying nature of acoustics. For some applications a large
zone where the noise is canceled (quiet zone) is desirable. As for active room
compensation, a suitable combination of massive multichannel sound repro-
duction and WFA will result in an enlarged quiet zone for ANC as will be
illustrated.

Quiet zone

Room

Noise
source

∂Vref

∂Verr

∂Vls

Fig. 15.4. Block diagram illustrating massive multichannel ANC based on the
Kirchhoff-Helmholtz integral.

Fig. 15.4 illustrates the setup considered in the following. A distributed
noise source located outside the ANC system emits noise that is scattered
at the walls of a reverberant room. The resulting complex noise field and
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its residual (superposition of noise field and the wave field generated by the
loudspeakers) is analyzed by reference microphones and error microphones
arranged on the closed contours ∂Vref and ∂Verr, respectively. The wave field
is controlled by the loudspeakers arranged on the contour ∂Vls. For continu-
ous microphone and loudspeaker distributions a perfect analysis and control
of the wave field is possible according to the Kirchhoff-Helmholtz integral
(Eq. 15.1). The result will be an enlarged quiet zone which fully covers Verr.
For a practical implementation of the proposed ANC scheme spatial sampling
of the continuous microphone and loudspeaker distributions is required. As
a consequence, active compensation of the noise field is limited by spatial
aliasing artifacts. Therefore, for a reasonable noise suppression and size of the
quiet zone a high number of microphones and loudspeakers is required.

As for active listening room compensation, the realization of an ANC sys-
tem is based on pre-filtering the loudspeaker driving signals with suitable
compensation filters. Due to the time-varying nature of the acoustic environ-
ment, these filters have to be derived by adaptive algorithms. The discrete
time and space block diagram shown in Fig. 15.5 illustrates a generic multi-
channel ANC system without feedback paths, i.e. we assume that the effects of
feedback from the loudspeakers to the reference microphones can be neglected.

P (n)
M × R

CANC(n)
N × R

S(n)
M × N

x(R)(n) e(M)(n)

w(N)(n)

· · ·

· · ·

· · ·

· · ·

· · ·
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Fig. 15.5. Block diagram illustrating the generic feedforward broadband multichan-
nel ANC system without feedback paths.

The matrices of impulse responses P (n), S(n) and CANC(n) characterize
the primary paths between the reference microphones and the error micro-
phones, the secondary paths between the secondary sources and the error mi-
crophones, and the compensation filters used to generate the secondary source
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signals from the reference signals. The signals from the reference microphones
are combined into the vector x(R)(n). The signals from the error microphones
are denoted by the vector e(M)(n) and the secondary source driving signals by
w(N)(n). The shaded region denotes again the domain of acoustical signals
and systems.

The reference signal is filtered by the compensation filters and reproduced
by the secondary sources in order to achieve the desired goal of a quiet zone.
The primary path response P (n) and secondary path response S(n) are in
general not known a-priori and may change over time due to a varying acous-
tic environment. This calls for an adaptive computation of the compensation
filters. The fundamental problem of adaptive ANC is to compute compensa-
tion filters CANC(n) on the basis of the reference x(R)(n) and error signals
e(M)(n) such that the error signal is minimized with respect to a given cost
function. For a high number of analysis and synthesis channels this will be
subject to fundamental problems, as outlined in Sec. 15.3.4.

15.2.5 Unified Representation of Spatio-Temporal Adaptive
Filtering Problems

The preceding two subsections introduced multichannel adaptive systems for
active listening room compensation and active noise control. Inspection of the
block diagrams for ARC and ANC shown in Figs. 15.3 and 15.5 reveals a strong
similarity between both approaches. The structure of both block diagrams is
equal, however the meanings of the signals and systems and the ingredients
of the shaded region differ. The following section will derive a unified rep-
resentation of both multichannel adaptation problems. For this purpose the
similarities and differences between both approaches will be discussed first.

Besides the matrix of compensation filters, the block diagrams for ARC
and ANC consist of two matrices that model acoustic propagation paths.
For active listening room compensation R(n) and F (n) describe the room
and desired free-field characteristics, respectively. For ANC, S(n) and P (n)
characterize the secondary and primary path characteristics. Both, the room
response R(n) and the secondary path S(n) describe the propagation of sound
from the secondary sources to the analysis/error microphones. Hence, both
matrices represent the same propagation paths and can be treated as equal
for a unified description. However, the matrix F (n) for ARC and the matrix
P (n) for ANC represent different acoustic paths. The matrix F (n) models the
desired propagation characteristics from the loudspeakers to the analysis mi-
crophones, while P (n) characterizes the acoustic transmission paths from the
reference to the error microphones. Hence, F (n) represents a digital system,
while P (n) represents an acoustic system (as depicted by the shaded regions
in Figs. 15.3 and 15.5).

Both, ARC and ANC can be classified as pre-equalization problems. In
both cases, a multichannel acoustic system is pre-equalized by a multiple-
input/multiple-output compensation filter. However, the input signal to the
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compensation filter is different. For ARC the input signal is the secondary
source driving signal d(R)(n), while for ANC the input is the signal of the
reference microphones x(R)(n). For active room compensation, a(M)(n) and
l(M)(n) represent the desired and the reproduced wave field at the analysis po-
sitions/microphones. The error e(M)(n) denotes the difference between both
signals. For an ANC system the equivalent signals to a(M)(n) and l(M)(n) are
not directly accessible, only the error e(M)(n) can be measured. For active
noise control a(M)(n) and l(M)(n) would represent the noise field without ac-
tive noise control and the anti-noise generated by the loudspeakers at the error
microphones. In both approaches, ARC and ANC, the error signals are used
to drive the adaptation of the pre-equalization filters CARC(n) and CANC(n),
respectively. However, the construction of the error signal is different in both
approaches. For ARC the error signal denotes the difference between a(M)(n)
and l(M)(n), while in ANC an acoustic superposition of these signals takes
place. In order to stay consistent with the literature on adaptive filtering
we will assume that the error e(M)(n) denotes the difference between the
signals a(M)(n) and l(M)(n). As a consequence, the pre-filter in the unified
representation for ANC will become the ANC pre-filter with negative sign
C(n) = −CANC(n). This is in conjunction with the literature on ANC [26].

Beside the differences discussed so far, the block diagrams for ARC and
ANC are structurally equivalent. In order to derive a unified representation the
highlighting of the acoustical systems will be dropped in the remainder of this
chapter. Fig. 15.6 illustrates the unified representation of the block diagrams
of multichannel active listening room compensation and active noise control.
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Fig. 15.6. Unified representation of multichannel active listening room compensa-
tion and active noise control.
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The nomenclature of the ANC block diagram shown in Fig. 15.5 was used
for the unified representation. In addition, the signals a(M)(n) and l(M)(n)
where introduced since they play a prominent role for active room compensa-
tion and the derivation of adaptive algorithms. Note, that the unified scheme
does not cover the combination of ARC and ANC, it represents either one of
them in a unified manner.

Fig. 15.6 illustrates a generic multichannel pre-equalization or multichan-
nel inverse adaptive filtering problem. The matrices of impulse responses
P (n), S(n) and C(n) describe discrete linear multiple-input/multiple-output
(MIMO) systems. Hence, the underlying problems of ARC and ANC can be
interpreted as MIMO pre-equalization or inverse filtering problems. Due to
the time-varying nature of acoustic environments, an adaptive computation
of the pre-equalization is favorable as will be discussed in Sec. 15.3.

15.2.6 Frequency-Domain Notation

For the temporal frequency-domain description of the signals and systems
used, the discrete time Fourier transform (DTFT) [30] is used. The DTFT
and its inverse for the multichannel discrete input signal xr(n) are defined as

xr(ω) =
∞∑

n=−∞
xr(n) e−jωnTs , (15.4a)

xr(n) =
Ts

2π

2π/Ts∫
0

xr(ω) ejωnTs dω , (15.4b)

where Ts denotes the temporal sampling interval. Frequency-domain quanti-
ties are underlined, the temporal frequency is denoted by ω. Analogous defi-
nitions apply to the other signals wp(n), lm(n), am(n) and em(n). The vector
of input signals x(R)(n) is transformed into the temporal frequency domain
by transforming each element xr(n) separately using the DTFT according to
Eq. 15.4a. The resulting vector is denoted by x(R)(ω). Vectors and matri-
ces of frequency-domain signals are underlined in the following. Analogous
definitions as for x(R)(n) apply to the other signals used.

The matrix of primary path impulse responses P (n) is transformed into the
temporal frequency-domain in the same way as x(R)(n). The resulting matrix
in the frequency domain is referred to as primary path transfer matrix and
denoted by P (ω). The matrices S(n) and C(n) are transformed analogously.
The transfer matrix S(ω) is referred to as secondary path transfer matrix.

15.3 Computation of Compensation Filters

This section reviews traditional techniques to compute the compensation (pre-
equalization) filters for the MIMO inverse filtering problem. First, a rough
classification of the known algorithms will be given.
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15.3.1 Classification of Algorithms

A wide variety of solutions has been developed in the past for the computation
of pre-equalization filters. The solutions can be roughly classified into three
classes depending on the algorithms and the underlying preliminaries used to
compute the compensation filters:

1. non-iterative algorithms,
2. iterative algorithms, and
3. adaptive algorithms.

The first two classes of algorithms assume that they have direct access to the
matrices P (n) and S(n) characterizing the acoustic propagation paths. Typ-
ically the acoustic propagation paths have been measured at some fixed time
by impulse response measurements. The task of computing the compensation
filters is then formulated as a matrix inversion problem which is solved with
non-iterative or iterative methods. Hence, the methods inherently assume that
the acoustical environment is time-invariant which is not necessarily the case
for acoustic systems, as discussed in Sec. 15.2.3. If the compensation filters
are not adapted to changes in the acoustic environment, the error introduced
might be higher than without using ARC or ANC at all [29,32]. Additionally,
explicit measurement of the acoustic transmission paths might not be desir-
able in all applications e. g. due to the unpleasantness of typical measurement
signals.

This calls for an adaptive computation of the compensation filters on basis
of an analysis of the wave field. The third class of algorithms, the adaptive
ones, needs no direct access to the matrices P (n) and S(n). These algorithms
derive suitable compensation filters on basis of the error e(M)(n) and the input
signal x(R)(n). They inherently cope with the time-variance of the propagation
medium and changes in the acoustic environment. Hence, adaptive algorithms
are preferable for ARC and ANC applications.

Please note, that adaptive algorithms can also be used to compute the com-
pensation filters iteratively. However, not all iterative algorithms are suited
for adaptive solutions of the pre-equalization problem. In order to gain more
insight into the adaptive solution of the pre-equalization problem the idealized
case will be regarded first.

15.3.2 Ideal Solution

The non-adaptive solution of the pre-equalization problem depicted in Fig. 15.6
is derived on basis of a frequency-domain description of the respective signals
and systems. The error e(M)(n) is defined as the difference between the signals
a(M)(n) and l(M)(n). In the frequency domain the error e(M)(ω) can be derived
as

e(M)(ω) = a(M)(ω) − l(M)(ω)

= P (ω)x(R)(ω) − S(ω)C(ω)x(R)(ω) .
(15.5)
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Optimal pre-equalization is obtained by minimizing the error e(M)(ω) jointly
for all M analysis positions e(M)(ω) → 0. For sufficient excitation x(R)(ω),
the least-squares error (LSE) solution to this problem, with respect to the
compensation filters, is given as [16,18]

C(ω) = S+(ω)P (ω) , (15.6)

where S+(ω) denotes the Moore-Penrose pseudoinverse of S(ω). Successful
computation of the pseudoinverse is subject to the conditioning of the matrix
S(ω). A regularization might be required. Conditions for the exact solution
of the pre-equalization problem in the time-domain are given by the multiple-
input/multiple-output inversion theorem (MINT) [27].

15.3.3 Adaptive Solution

The basis of most adaptive algorithms is the so-called normal equation. The
derivation of the normal equation for the generic pre-equalization problem
introduced in Sec. 15.2.5 is briefly reviewed in the following section, as it
is somewhat more involved than the post-equalization, i.e., the classical in-
verse modeling problem [18]. A detailed discussion for acoustic MIMO systems
can be found, e. g. in [14, 43]. The solution of the normal equation with the
filtered-x recursive least-squares algorithm (X-RLS) is additionally shown in
the remaining part of the section.

The adaptation of the compensation filters C(n) is driven by the vector
of error signals e(M)(n). Each component em(n) is determined by the compo-
nents of the signal vector x(R)(n) and the respective impulse response matrices
as

em(n) =
R∑

r=1

∑
k

pm,r(k)xr(n − k)

−
N∑

p=1

R∑
r=1

∑
k1

∑
k2

sm,p(k1) ĉp,r(k2, n)xr(n − k1 − k2) , (15.7)

where the error em(n) depends, besides the input signal and the impulse re-
sponses, on the estimates ĉp,r(k, n) (at time index n) of the ideal compensation
filters cp,r(n). With this error signal, the following cost function is defined

ξ(ĉ, n) =
n∑

κ=0

λn−κ
M∑

m=1

∣∣em(κ)
∣∣2 , (15.8)

where 0 < λ ≤ 1 denotes an exponential weighting factor. The cost function
can be interpreted as the time and analysis position averaged energy of the
error em(n). The optimal filter coefficients in the mean-squared error (MSE)
sense are found by setting the gradient of the cost function ξ(ĉ, n) with respect
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to the estimated filter coefficients ĉ(n) to zero. The normal equation is derived
by expressing the error e(M)(n) in terms of the filter coefficients, introducing
the result into the cost function (Eq. 15.8) and calculating its gradient. To
express the normal equation as a linear system of equations, the estimated
compensation filters are arranged in vector form

ĉp,r(n) =
[
ĉp,r(0, n), ĉp,r(1, n), · · · , ĉp,r(Nc − 1, n)

]T
, (15.9)

ĉ(R)
p (n) =

[
ĉT

p,1(n), ĉT
p,2(n), · · · , ĉT

p,R(n)
]T

, (15.10)

ĉ(n) =
[(

ĉ
(R)
1 (n)

)T
,
(
ĉ
(R)
2 (n)

)T
, · · · ,

(
ĉ
(R)
N (n)

)T]T
, (15.11)

where Nc denotes the number of filter coefficients. Typically this number has
to be chosen higher than the number of coefficients Ns of the secondary path
impulse responses sm,p(n) since we are dealing with an inverse identification
problem [27]. The resulting normal equation of the inverse filtering problem
is given as

Φ̂xx(n) ĉ(n) = Φ̂xa(n) . (15.12)

The NRNc×NcRN matrix Φ̂xx(n) is the time and analysis position-averaged
auto- and cross-correlation matrix of the filtered input signals

Φ̂xx(n) =
n∑

κ=0

λn−κ XS(κ) XT
S (κ)

= λ Φ̂xx(n − 1) + XS(n)XT
S (n) ,

(15.13)

where XS(n) denotes the matrix of filtered input signals. The matrix of fil-
tered input signals is given by consecutively packing all N · R combinations
resulting from filtering the input signals xr(n) with all inputs of the secondary
path responses sm,p(n) for all possible combination of p and r

xm,p,r(n) =
∑

k

xr(n − k) sm,p(n) , (15.14)

xm,p,r(n) =
[
xm,p,r(n), xm,p,r(n − 1), · · · , xm,p,r(n−Nc+1)

]T
, (15.15)

x(R)
m,p(n) =

[
xT

m,p,1(n), xT
m,p,2(n), · · · , xT

m,n,R(n)
]T

, (15.16)

x(N, R)
m (n) =

[(
x

(R)
m,1(n)

)T
,
(
x

(R)
m,2(n)

)T
, · · · ,

(
x

(R)
m,N (n)

)T]T
, (15.17)

XS(n) =
[
x

(N, R)
1 (n), x

(N, R)
2 (n), · · · , x

(N, R)
M (n)

]
. (15.18)

The complex structure of the matrix XS(n) and consequently of the correla-
tion matrix Φ̂xx(n) results from rearranging Eq. 15.7 in order to isolate the
filter coefficients ĉ(n) in the normal equation 15.12.
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The NRNc × 1 vector Φ̂xa(n) can be interpreted as the time and analysis
position-averaged cross-correlation vector between the filtered input signals
and the desired signals which is defined as

Φ̂xa(n) =
n∑

κ=0

λn−κ XS(κ) a(M)(κ)

= λ Φ̂xa(n − 1) + XS(n)a(M)(n) .

(15.19)

The optimal pre-equalization filter with respect to the cost function (Eq. 15.8)
is given by solving the normal equation 15.12 with respect to the filter coef-
ficients ĉ(n). The normal equation is typically not solved in a direct manner
but by recursive updates of the filter coefficients. A recursive update equation
for the filter coefficients can be derived from the normal equation 15.12, the
recursive definitions of the correlation matrices given by Eqs. 15.13 and 15.19,
and the definition of the error signal e(M)(n) as follows

ĉ(n) = ĉ(n − 1) − Φ̂
−1

xx (n)XS(n)e(M)(n) . (15.20)

Eq. 15.20 together with the recursive definition of the correlation matrix
Φ̂xx(n) given by Eq. 15.13 constitutes the basis of the X-RLS algorithm.
The inverse Φ̂

−1

xx (n) of the auto-correlation matrix is typically computed in a
recursive fashion by applying the matrix inversion lemma [18].

Inspection of Eq. 15.20 and Eq. 15.13 reveals that the X-RLS algorithm
requires access to the input signal x(R)(n), the error signal e(M)(n) and the
secondary path responses sm,p(n). The X-RLS algorithm deviates from the
standard RLS algorithm by using a filtered version of the input signal for
the adaptation. The calculation of the filtered input signals requires know-
ledge of the secondary path response S(n), which is in general not known
a-priori and is potentially time-variant. Hence, the secondary path character-
istics have to be identified additionally using a multichannel RLS algorithm.
Its normal equation can be derived in the same manner as shown above for
the compensation filters. It is given by

Φ̂ww(n) ŝ(n) = Φ̂wl(n) , (15.21)

where Φ̂ww(n) denotes the auto-correlation matrix of the filtered loudspeaker
driving signals w(N)(n), Φ̂wl(n) the cross-correlation matrix between the fil-
tered loudspeaker driving signals w(N)(n) and the analysis signals l(M)(n),
and ŝ(n) the estimated coefficients of the secondary path impulse responses.

15.3.4 Problems of the Adaptive Solution

Three fundamental problems of massive multichannel adaptive pre-equalization
can be identified from the normal equation 15.12 and the definition 15.13 of
the auto-correlation matrix Φ̂xx(n). These are:
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1. non-uniqueness of the solution,
2. ill-conditioning of the auto-correlation matrix Φ̂xx(n), and
3. computational complexity for massive MIMO systems.

The first problem is related to minimization of the cost function ξ(ĉ, n). Min-
imization of the cost function ξ(ĉ, n) may not provide the optimal solution
in terms of identifying the inverse system to the secondary path transfer ma-
trix. Depending on the input signals x(R)(n) there may be multiple solutions
for ĉ(n) that minimize ξ(ĉ, n) [6]. This problem is often referred to as non-
uniqueness problem.

The second and the third fundamental problems are related to the so-
lution of the normal equation 15.12. The normal equation has to be solved
with respect to the coefficients ĉ(n) of the compensation filter. However, the
auto-correlation matrix Φ̂xx(n) is typically ill-conditioned for the considered
multichannel reproduction scenarios [34]. The filtered input signals XS(n) will
contain cross-channel (spatial) correlations due to the deterministic nature of
most auralization algorithms. Also temporal correlations may be present for
typical virtual source signals. Besides the ill-conditioning also the dimensional-
ity of the auto-correlation matrix Φ̂xx(n) poses problems. Massive multichan-
nel systems exhibit a high number of reproduction channels and additionally
the length Nc of the inverse filter has to be chosen quite long for a suitable
suppression of reflections [27]. As a consequence, the derivation of the com-
pensation filters will get computationally very demanding [7].

The same problems as discussed above apply to the identification of the
secondary path transfer matrix using a multichannel RLS algorithm [6].

15.4 Eigenspace Adaptive Filtering

Eigenspace adaptive filtering (EAF) provides a generic framework for MIMO
pre-equalization which explicitly solves the second problem discussed in
Sec. 15.3.4 by utilizing signal and system transformations. The conditioning of
Φ̂xx(n) is then highly alleviated by removing all cross-channel correlations. In
the following a brief review of EAF based on [40] will be given. The basic idea
is to perform a decoupling of the MIMO systems S(ω) and P (ω) resulting
in a decoupling of the MIMO adaptation problem and the correlation matrix
Φ̂xx(n).

15.4.1 Generalized Singular Value Decomposition

The generalized singular value decomposition (GSVD) [16] will be used to
derive the desired decoupling. The GSVD for the matrices S(ω) and P (ω) is
given as

S(ω) = X(ω) S̃(ω)V H(ω) , (15.22a)

P (ω) = X(ω) P̃ (ω)UH(ω) . (15.22b)
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The matrices X(ω), V (ω) and U(ω) are unitary matrices. The matrix X(ω)
is the generalized singular matrix, the matrices V (ω) and U(ω) the respective
right singular matrices of S(ω) and P (ω). The matrices S̃(ω) and P̃ (ω) are
diagonal matrices constructed from the singular values of S(ω) and P (ω).
The diagonal matrix S̃(ω) is defined as

S̃(ω) = diag
{ [

S̃1(ω), S̃2(ω), · · · , S̃M (ω)
]T }

, (15.23)

where S̃1(ω) ≥ S̃2(ω) ≥ · · · ≥ S̃B(ω) > 0 denote the B nonzero singular
values S̃m(ω) of S(ω). Their total number B is given by the rank of the
matrix S(ω) with 1 ≤ B ≤ M . For B < M the remaining singular values
S̃B+1(ω), S̃B+2(ω), · · · , S̃M (ω) are zero. Similar definitions as given above
for S̃(ω) apply to the matrix P̃ (ω).

The relation given by Eq. 15.22a can be inverted by exploiting the unitary
property of the joint and right singular matrices. This results in

S̃(ω) = XH(ω)S(ω)V (ω) . (15.24)

Hence each matrix S(ω) can be transformed into a diagonal matrix S̃(ω)
using the joint and right singular matrix X(ω) and V (ω). A similar relation
as given by Eq. 15.24 can be derived straightforwardly for P̃ (ω).

The GSVD transforms the matrices S(ω) and P (ω) into their joint
eigenspace using the singular matrices X(ω), V (ω) and U(ω). In general,
these singular matrices depend on the matrices S(ω) and P (ω). Therefore,
the GSVD is a data-dependent transformation. The transformation of S(ω)
into its diagonal representation S̃(ω), as given by Eq. 15.24, can be inter-
preted as pre- and post-filtering the secondary path transfer matrix S(ω) by
the MIMO systems V (ω) and XH(ω).

The SVD can be used to define the pseudoinverse S+(ω) of the matrix
S(ω) [18]

S+(ω) = V (ω) S̃
−1

(ω)XH(ω) . (15.25)

Eqs. 15.22b and 15.25 can be combined to derive the following result

S+(ω)P (ω) = V (ω) S̃
−1

(ω) P̃ (ω) UH(ω) , (15.26)

where it is assumed that S(ω) and P (ω) have both full rank. Eq. 15.26 will
be utilized in the following to derive a decoupling of the compensation filters.

15.4.2 Eigenspace Adaptive Filtering

The GSVD provides a decomposition of the primary and secondary path, re-
spectively. A decomposition of the compensation filters is derived by expressing
the non-adaptive LSE solution C(ω) = S+(ω)P (ω) using the GSVD [40].
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For the ideal solution introduced in Sec. 15.3.2, the decomposition of the
compensation filters is given by Eq. 15.26. However, since the primary and
secondary path are assumed to be unknown in the adaptive case, we com-
bine the unknown product of the two diagonal matrices P̃ (ω) and S̃(ω) into
one unknown diagonal matrix C̃(ω) which is then derived by the adaptation
algorithm. The decomposition of the compensation filters is given as

C(ω) = V (ω) C̃(ω)UH(ω) , (15.27)

where C̃(ω) denotes the equalization filters in the transformed domain. Intro-
ducing Eqs. 15.22 and 15.27 into Eq. 15.5, exploiting the unitary property of
the singular matrices and multiplying both sides with XH(ω) yields

ẽ(M)(ω) = P̃ (ω) x̃(M)(ω) − S̃(ω) C̃(ω) x̃(M)(ω) , (15.28)

where

ẽ(M)(ω) = XH(ω)e(M)(ω) (15.29)

x̃(M)(ω) = UH(ω)x(R)(ω) (15.30)

denote the error and reference signal vector in the transformed domain.
Eq. 15.28 states that the adaptive inverse MIMO filtering problem is de-
composed into M single-channel adaptive inverse filtering problems using the
GSVD. The adaptation of the compensation filters is performed independently
for each of the transformed components. Introducing the proposed transfor-
mations for e(M)(ω), x(R)(ω) and C(ω) into Fig. 15.6 yields Fig. 15.7 which il-
lustrates the application of eigenspace adaptive filtering to the unified massive
multichannel inverse filtering problem. Note that w(N)(ω) = V (ω)w̃(M)(ω).

15.4.3 Problems

Although EAF provides the optimal solution to massive multichannel ANC
with respect to the desired decoupling it has two major drawbacks: (1) the
GSVD is computationally quite complex and (2) the optimal transformations
depend on the primary and secondary path responses which are potentially
time variant. The next section will introduce wave-domain adaptive filtering
(WDAF) as a practical solution to these problems.

15.5 Wave-Domain Adaptive Filtering

In the following the concept of WDAF will be introduced followed by an
analytic transformation that has proven to be suitable in practical situations.
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Fig. 15.7. Block diagram illustrating the eigenspace adaptive filtering approach to
massive multichannel inverse filtering.

15.5.1 Concept

The concept of wave-domain adaptive filtering is based on two basic ideas:

1. Explicit consideration of the characteristics of the propagation medium
for the derivation of suitable transformations, and

2. approximation of the concept of perfect decoupling of the MIMO adapta-
tion problem.

The elements of the primary and secondary path transfer matrices P (ω) and
S(ω) describe the sound transmission between two points in the listening room
with respect to the characteristics of the propagation medium and the bound-
ary conditions imposed by the listening room. Hence these elements have to
fulfill the wave equation and the homogeneous boundary conditions imposed
by the room. This knowledge can be used to construct efficient transforma-
tions for the decoupling of the generic inverse filtering problem. Since these
transformations inherently have to account for the wave nature of sound in
order to perform well, this approach is referred to as wave-domain adaptive
(inverse) filtering (WDAF) and the transformed domain as wave domain.

The second idea is to approximate the perfect decoupling of the MIMO
adaptation problem in favor of generic transformations which are to some de-
gree independent of the listening room characteristics. In order to keep the
complexity low, these generic transformations need not to strictly diagonalize



572 S. Spors, H. Buchner, R. Rabenstein

the primary and secondary path matrices, but they should represent the
MIMO systems with as few paths as possible.

The combination of both ideas allows to derive fixed transformations that
provide nearly the same favorable properties as the optimal GSVD-based
transformations used for eigenspace adaptive inverse filtering with the benefit
of computational efficiency.

Based on the approach of eigenspace adaptive filtering and the above con-
siderations a generic block diagram of the WDAF approach can be developed.
Fig. 15.8 displays this generic block diagram. The signal and system trans-
formations are performed by three generic transformations. Their structure is
not limited to the MIMO systems derived from the GSVD. Transformation
T1 transforms the driving signals into the wave domain, T2 inversely trans-
forms the filtered loudspeaker driving signals from the wave domain, and T3

transforms the signals at the analysis positions into the wave domain. As pre-
viously for the eigenspace domain, the signals and transfer functions in the
wave domain are denoted by a tilde over the respective variable, since suitable
transforms will be based on the idea of a transformation into the eigenspace
of the respective systems. The adaptation is performed entirely in the wave
domain.

-

-

P (n)
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M × M
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M × N
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T 2
T 3

x(R)(n) e(M)(n)a(M)(n)

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·
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algorithm

Fig. 15.8. Block diagram illustrating the wave-domain adaptive filtering approach
to massive multichannel inverse filtering.

Note, that the generic block diagram depicted by Fig. 15.8 also includes
the eigenspace adaptive inverse filtering approach. In this special case the
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transformations are given as the following MIMO systems (see Sec. 15.4.2):
T1 = UH(ω), T2 = V (ω) and T3 = XH(ω).

The following section introduces a wave field expansion which has proven
to be a good candidate as wave-domain transformation. The generic concept
of eigenspace adaptive filtering requires no knowledge of the underlying phys-
ical system. However, wave field expansions are based on a specific physical
scenario. For the ease of illustration we will limit ourselves to two-dimensional
wave field representations for the following discussion. Typical sound repro-
duction systems aim at the reproduction in a plane only. The analysis of the
wave fields is then performed in the reproduction plane as well. However, since
the reproduction will take place in a three-dimensional environment several
artifacts of two-dimensional sound reproduction and analysis have to be con-
sidered [39]. A generalization of the proposed decomposition and hence wave-
domain adaptive filtering to three-dimensional sound reproduction systems
can be derived straightforwardly on the basis of the presented principles.

15.5.2 The Circular Harmonics Decomposition

In order to derive the desired decoupling, the acoustic wave fields should be
decomposed with respect to an orthogonal basis. In general, the basis func-
tions required for this basis will depend on the actual characteristics of the
propagation medium air with respect to sound transmission and the boundary
conditions imposed by the room. However, as concluded before these charac-
teristics are not known a-priori and may change over time.

Of special interest in the following are decompositions which are based
on the fundamental free-field solutions of the wave equation. These depend
on the underlying coordinate system and its dimensionality. The basis func-
tions connected to spherical, cylindrical and Cartesian coordinates are known
as spherical harmonics, cylindrical harmonics and plane waves. An arbitrary
wave field can be represented by the expansion coefficients with respect to
these basis functions. If two-dimensional wave fields are considered then the
polar and Cartesian coordinate systems are common. Here the basis functions
are circular harmonics and (two-dimensional) plane waves.

The circular harmonics decomposition of an arbitrary wave field is given
by [28,55]

P (α, r, ω) =
∞∑

ν=−∞

(
P̆ (1)(ν, ω)H(1)

ν

(∣∣∣ω
c

∣∣∣ r) ejνα + P̆ (2)(ν, ω)H(2)
ν

(∣∣∣ω
c

∣∣∣ r) ejνα

)
,

(15.31)

where H
(1),(2)
ν (·) denotes the ν-th order Hankel function of first/second kind

and ν the angular frequency. The infinite sum over ν can be interpreted as
Fourier series with respect to the angle α. The coefficients P̆ (1),(2)(ν, ω) are
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referred to as circular harmonics expansion coefficients in the following and
will be denoted by a breve over the respective variable. The Hankel function
H

(1)
ν

(∣∣ω
c

∣∣ r) belongs to an incoming (converging) and H
(2)
ν

(∣∣ω
c

∣∣ r) to an outgo-
ing (diverging) cylindrical wave [55]. Thus, the expansion coefficient P̆ (1)(ν, ω)
describes the incoming wave field, whereas P̆ (2)(ν, ω) describes the outgoing
wave field. According to Eq. 15.31 the total wave field is given as a superpo-
sition of incoming and outgoing contributions.

In order to get more insight into the circular harmonics expansion a closer
look at the basis functions is taken. Each spatial variable has its own basis
function. The angular coordinate α has an exponential function as basis. The
angular basis functions exhibit a spatial selectivity in the angular coordinate.
They can be interpreted as directivity patterns. Hankel functions are the basis
functions of the radial coordinate r. See [1] for a detailed discussion of their
properties.

Arbitrary solutions of the wave equation can be expressed alternatively as
superposition of plane waves traveling into all possible directions. The plane
wave expansion coefficients P̄ (1)(θ, ω) and P̄ (2)(θ, ω) describe the spectrum of
incoming/outgoing plane waves with incidence angle θ. They can be derived
by a plane wave decomposition [21,43]. The plane wave expansion coefficients
exhibit a direct link to the expansion coefficients in circular harmonics

P̄ (1)(θ, ω) =
4π

k

∞∑
ν=−∞

jν P̆ (1)(ν, ω) ejνθ , (15.32a)

P̄ (2)(θ, ω) =
4π

k

∞∑
ν=−∞

jν
∞∑

ν=−∞
jν P̆ (2)(ν, ω) ejνθ . (15.32b)

Eq. 15.32 states that the plane wave decomposition of a wave field is, up to
the factor jν , given by the Fourier series of the expansion coefficients in terms
of circular harmonics.

15.5.3 The Circular Harmonics Expansion Using Boundary
Measurements

The Kirchhoff-Helmholtz integral implies, as outlined in Sec. 15.2.2, that mea-
surements on the boundary of interest are suitable to characterize the wave
field within the entire region. This fundamental principle can also be applied
to efficiently calculate the circular harmonics decomposition coefficients from
boundary measurements. Due to the underlying geometry, a circular bound-
ary where the measurements are taken provides the natural choice for this
task. The circular harmonics decomposition of a wave field could be derived
in a straightforward fashion by extrapolation of the boundary measurements
using the Kirchhoff-Helmholtz integral and by applying an inverse relation
to Eq. 15.31. However, we will present an alternative way of deriving the de-
sired expansion coefficients which is based on a Fourier series expansion of the
measured quantities. It is closely related to the work of [21].
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An acoustic pressure field can be represented as Fourier series with respect
to the angle α

P (α, r, ω) =
∞∑

ν=−∞
P̊ (ν, r, ω) ejνα , (15.33)

where the Fourier series expansion coefficients of P (α, r, ω) are denoted by
P̊ (ν, r, ω). Comparing this Fourier series representation with the circular har-
monics decomposition (Eq. 15.31) at the boundary (r = R) provides a relation
between the expansion coefficients of these two representations

P̊ (ν,R, ω) = P̆ (1)(ν, ω)H(1)
ν (kR) + P̆ (2)(ν, ω)H(2)

ν (kR) . (15.34)

Unfortunately, Eq. 15.34 does not provide a one-to-one relation between the
Fourier series coefficients of the acoustic pressure and the expansion coeffi-
cients in terms of circular harmonics. Thus, it cannot be solved to derive the
cylindrical harmonics coefficients. This conclusion is not surprising, since the
Kirchhoff-Helmholtz integral states that the acoustic pressure and velocity
are required on the boundary to describe the wave field within the boundary.
Hence, the acoustic velocity Vr(α, r, ω) in direction of inward pointing radial
vector is additionally needed. The radial component of the acoustic velocity
for the circular harmonics decomposition can be derived by applying Euler’s
relation [24] to Eq. 15.31. Expressing the radial component of the acoustic
velocity as Fourier series and comparison with the circular harmonics repre-
sentation provides a similar relationship as Eq. 15.34 for the Fourier series
expansion coefficients of the radial particle velocity

j�0cV̊r(ν,R, ω) = P̆ (1)(ν, ω)H
′(1)
ν (kR) + P̆ (2)(ν, ω)H

′(2)
ν (kR) , (15.35)

where V̊r(ν,R, ω) denotes the Fourier series expansion coefficients of the acous-
tic particle velocity in radial direction and k = |ω/c| the acoustic wave num-
ber. Combination of Eq. 15.34 and Eq. 15.35 together with the definition
of the Wronskian for the Hankel functions [1] allows to express the circular
harmonics expansion coefficients in terms of the measured quantities as

P̆ (1)(ν, ω) = −πkR

4j

(
H

′(2)
ν (kR)P̊ (ν,R, ω) − H(2)

ν (kR)j�0cV̊r(ν,R, ω)
)

,

(15.36a)

P̆ (2)(ν, ω) = −πkR

4j

(
H

′(1)
ν (kR)P̊ (ν,R, ω) − H(1)

ν (kR)j�0cV̊r(ν,R, ω)
)

.

(15.36b)

Eq. 15.36 provides the basis for the efficient calculation of the circular harmon-
ics expansion coefficients from measurements taken on a circular boundary.
Both the acoustic pressure and particle velocity in radial direction have to
be measured to allow distinguishing between incoming and outgoing contri-
butions. If it is known that only incoming or outgoing contributions occur in
a particular scenario, then measuring only one quantity is sufficient [20,22].
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In general, the measurements will be taken on spatial discrete positions in
a practical implementation. This may result in spatial aliasing if anti-aliasing
conditions are not met reasonable. For discussion of spatial sampling in this
context please refer to [43, 49]. A practical implementation is e. g. presented
in [22].

15.6 Application of WDAF to Adaptive Inverse Filtering
Problems

Sec. 15.2.5 introduced a unified representation of spatio-temporal adaptive
inverse filtering problems. This representation covers amongst other prob-
lems both active listening room compensation and active noise control as
introduced in Secs. 15.2.3 and 15.2.4. In order to overcome the fundamental
problems of filter adaptation in the context of massive multichannel MIMO
systems we introduced the versatile concept of WDAF in Sec. 15.5.1 to decou-
ple the adaptation process. This section will specialize the WDAF concept to
the problem of active listening room compensation and active noise control.

For this purpose we will first specialize the transformations T1 through
T3 in Fig. 15.8. The performance of the circular harmonics decomposition to
decouple the underlying multichannel adaptation problem for circular micro-
phone arrays and typical acoustic environments has been investigated in [41].
The results presented there show that this decomposition provides a reason-
able approximation of EAF. In the following, the transformations T1, T2 and
T3 are specialized for a wave-domain representation of the respective signals
in circular harmonics decomposition coefficients:

• Transformation T1:
This transformation transforms the input signal x(R)(n) into its repre-
sentation in terms of circular harmonics. If the signal x(R)(n) is cap-
tured/prescribed on a circular contour a spatially sampled version of
Eq. 15.36 can be used for this purpose.

• Transformation T2:
This transformation generates the loudspeaker driving signals from the
filtered driving signals w̆(M)(n). Eq. 15.31 together with a suitable loud-
speaker selection criterion [44,46] can be used for this purpose.

• Transformation T3:
This transformation calculates the circular harmonics decomposition coef-
ficients of the wave field within the listening area/quiet zone from the
microphone array measurements. Again a spatially sampled version of
Eq. 15.36 can be used for this purpose.

The next two subsections will illustrate the application of WDAF to active
listening room compensation and active noise control for massive multichannel
systems.
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15.6.1 Application of WDAF to Active Listening Room
Compensation

Fig. 15.3 shows the block diagram of a generic multichannel listening room
compensation system. Comparison with Fig. 15.8 illustrating the WDAF con-
cept for the unified inverse filtering problem reveals that for active listen-
ing room compensation the matrix P (ω) equals the free-field transfer matrix
F (ω), the matrix S(ω) equals the listening room transfer matrix R(ω) and
the input signals x(R)(n) equal the secondary source driving signals d(R)(n).
For active room compensation only the incoming parts (see Sec. 15.5.2) of
the respective wave fields are of interest. Reflections inside the listening area
(e. g. by listeners) are neglected since they cannot be compensated for actively.
The circular harmonics are based upon the fundamental free-field solutions of
the wave equation. As a consequence only the free-field transfer matrix F (ω)
will be fully decoupled in this representation. The listening room transfer
matrix R(ω) will not be decoupled in general by this decomposition. How-
ever, in practical situations the desired decoupling is approximated reasonably
well [41].

For listening room compensation both the free-field transfer matrix F (ω)
and the secondary source driving signals d(R)(n) can be realized directly in
the wave domain since only the room transfer matrix R(ω) represents an
actual existing acoustic model. Fig. 15.9 illustrates a simplified structure for
the application of WDAF to active listening room compensation.
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Fig. 15.9. Block diagram illustrating the application of WDAF to active listening
room compensation.

The loudspeaker driving signals d̆
(M)

(n) in terms of circular harmonics can
be derived in closed form using an appropriate spatial model of the virtual
source. Suitable models for the virtual source characteristics are point sources
or plane waves. The free-field transfer matrix F̆ (n) models the free-field prop-
agation in terms of circular harmonics from the secondary sources to the
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microphone array. In the ideal case this matrix would only model the propa-
gation delay and an additional delay to ensure the computation of causal room
compensation filters. However, certain artifacts of WFS systems like e. g. am-
plitude errors (see [39]) should be considered in the construction of the matrix
F̆ (n) to improve the convergence of the compensation filters. A listening room
compensation system based on Fig. 15.9 has been simulated for various WFS
systems. The derived results prove that the WDAF concept provides fast and
stable adaptation for such scenarios. A presentation of detailed results is out
of the scope here, but can be found in [36–38].

15.6.2 Application of WDAF to Active Noise Control

Fig. 15.5 shows the block diagram of a generic multichannel active noise con-
trol system. Comparison with Fig. 15.8 illustrating the WDAF concept for
the unified inverse filtering problem reveals that for ANC the implementa-
tion is straightforwardly given by Fig. 15.8. Both the analysis of the reference
field and the residual error field can be performed efficiently using circular
microphone arrays. The calculation of the circular harmonics decomposition
coefficients is the given by Eq. 15.36. If the noise source is located outside of
the microphone array analyzing the reference field, only incoming circular har-
monics contributions will be present. The circular harmonics are based upon
the fundamental free-field solutions of the wave equation. As a consequence
both the primary path P (ω) and the secondary path R(ω) matrices will only
be decoupled approximately.

Massive multichannel active noise control systems based on Fig. 15.8 have
been simulated [31, 47]. The derived results prove that the WDAF concept
provides fast and stable adaptation also for massive multichannel ANC. A pre-
sentation of detailed results is again out of the scope of this contribution but
can be found in the above cited literature.

15.7 Conclusions

This chapter has shown that advanced multichannel adaptive methods like
multichannel active listening room compensation and multichannel active
noise control can be formulated as special cases of a unifying inverse filtering
problem. In this general context, a method for an effective adaptation in the
wave domain has been presented. It is close to an optimal solution, which
performs an ideal decoupling of the multichannel case by eigenspace adaptive
filtering. However, while eigenspace adaptive filtering requires data dependent
transformations, wave domain adaptive filtering uses a generic data indepen-
dent representation. It is obtained from an expansion of the acoustic wave
equation into its eigenfunctions for the free field case.

The approach to approximate an ideal but data dependent transformation
by a similar transformation with a fixed set of eigenfunction is well known
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from audio and video coding. There, the ideal transformation which performs
an optimal decorrelation is shown to be the Karhunen-Loève transform (under
certain assumptions). This optimality is based on a data dependence of the
transformation matrix, which renders this approach impractical for most cod-
ing and decoding applications. Instead that data independent discrete cosine
transformation is often used, which approximates the decoupling properties
of the Karhunen-Loève transform sufficiently well.

This general concept presented here does not only allow to describe multi-
channel listening room compensation and multichannel active noise control in
a common framework. It is also suitable to develop applications which suffer
from room reflections and undesired noise at the same time. The close relation
between multichannel active listening room compensation and multichannel
active noise control can be exploited for the design of a system which imple-
ments both methods with the same set of hardware. Fig. 15.10 illustrates a
combination of massive multichannel listening room compensation and active
noise control. In the idealized case, the listening area will be free of contri-

Listening area

Listening room

Noise
source

Virtual
source

∂Vref

∂Verr

∂Vls

Fig. 15.10. Block diagram illustrating combined massive multichannel active room
and noise control based on the Kirchhoff-Helmholtz integral.

butions from the noise source and the reproduction will not suffer from the
reflections imposed by the listening room.

The application WDAF to massive multichannel systems is not only lim-
ited to inverse filtering problems. Also the adaptation process for identification
problems can be highly improved in this context. The application of WDAF to
acoustic echo control and interference suppression has been shown in [8–10,19].
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46. S. Spors: Extension of an analytic secondary source selection criterion for wave
field synthesis, Proc. 123th AES Convention, Audio Engineering Society (AES),
New York, USA, Oct. 2007.

47. S. Spors, H. Buchner: An approach to massive multichannel broadband feed-
forward active noise control using wave-domain adaptive filtering, Proc. WAS-
PAA ’07, New Paltz, USA, Oct. 2007.

48. E. W. Start: Direct Sound Enhancement by Wave Field Synthesis, PhD thesis,
Delft University of Technology, 1997.

49. H. Teutsch: Modal Array Signal Processing: Principles and Applications of
Acoustic Wavefield Decomposition, Lecture Notes in Control and Information
Sciences 348, Berlin, Germany: Springer, 2007.

50. E. N. G. Verheijen: Sound Reproduction by Wave Field Synthesis, PhD thesis,
Delft University of Technology, 1997.

51. P. Vogel: Application of Wave Field Synthesis in Room Acoustics, PhD thesis,
Delft University of Technology, 1993.

52. E. J. Völker: To nearfield monitoring of multichannel reproduction – Is the
acoustics of the living room sufficient?, Proc. Tonmeistertagung, Hannover,
Germany, 1998.

53. E. J. Völker: Home cinema surround sound – Acoustics and neighbourhood,
Proc. 100th AES Convention, Audio Engineering Society (AES), Copenhagen,
Denmark, May 1996.

54. E. J. Völker, W. Teuber, A. Bob: 5.1 in the living room – on acoustics of
multichannel reproduction, Proc. Tonmeistertagung, Hannover, Germany, 2002.



Spatio-Temporal Adaptive Inverse Filteringin the Wave Domain 583

55. E. G. Williams: Fourier Acoustics: Sound Radiation and Nearfield Acoustical
Holography, London, GB: Academic Press, 1999.



Part V
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Virtual Hearing

Karl Wiklund and Simon Haykin

McMaster University, Canada

With the introduction of digital hearing aids, designers have been afforded a
much greater scope in the nature of the algorithms that can be implemented.
Such algorithms include designs meant for speech enhancement, interference
cancellation, and so on. However, as the range of these algorithms increases,
and as greater attention is given to the problems in real acoustic environ-
ments, designers are faced with a mounting problem in terms of how to test
the algorithms that they have produced. The existing test procedures such
as HINT1 [20] and SPIN2 [16] do not adequately reflect the problems that
many new algorithms were designed to cope with. However, testing under
real conditions must involve the problems of reverberation, different signal
types (e.g. speech, music, etc.) and multiple spatially distributed interferers.
These interferers may also become active and inactive at random intervals.

The acoustic environment however is not the only obstacle that many
researchers face. A further variable in their tests exists in the form of the
patients themselves. An algorithm that produces a good result according to
a common error metric such as the mean-squared error, may not appreciable
improve the patients ability to understand speech. Not only must a proposed
algorithm be tested against human patients, but it must be tested against a
broad range of patients. Hearing impairment after all comes in many different
forms and degrees, so it is essential that the performance of an algorithm be
determined for different types of patients. Ideally, one ought to be able to
tune the algorithm under test so as to offer the best level of performance for
a given patient.

Both of the problems outlined above are not insurmountable. It is possible
to conduct tests in real acoustic environments, just as it is possible to arrange
for human trials. However, such tests can be expensive, time consuming, and
may require specialized equipment or even dedicated laboratory space. In

1 HINT abbreviates hearing in noise test.
2 SPIN stands for speech perception in noise.
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general, the time involved in such testing also limits the turn-around time
between designing, testing, and (if necessary) correcting the design.

16.1 Previous Work

Overcoming these difficulties have motivated us to investigate the develop-
ment of software environments for testing hearing aids. The initial result of
such investigation was the R-HINT-E3 package, which was described in [30]
and [34]. This package was developed after careful consideration both of our
needs as researchers and of the methods currently used in both architectural
acoustics and in the newer field of virtual acoustics. In our case, we were in-
terested in rendering both the acoustic effects of the room and of the human
body. In addition, we wished to present the result to a pair of simulated “ears”
which would match the physical configuration of the hearing aid under test.
The sound impinging on the device was then to be processed according to
some user-defined algorithm.

Our particular needs therefore included both the physical realism of the
presentation as well as the flexibility of the software simulation. Different
source positions and even cocktail-party situations needed to be incorporated
into the range of possible scenarios in order for the software to be an effective
testing platform. In addition, the effects of different room acoustics needed to
be considered, so the inclusion of multiple acoustic environments became an
important requirement of the system’s design.

The software model we ultimately followed was chosen on the basis of
both our requirements and on the practicality of the system. Unlike multime-
dia based virtual audio systems [27], there was no need for real-time perfor-
mance, nor was there a strong concern regarding the storage and retrieval of
large amounts of data. This did not mean of course, that there were no time-
constraints on the simulation’s performance. The simulation methods used in
architectural acoustics applications (such as ray-tracing or the image-source
method) were detailed, but also very slow. Our need for physical accuracy
as well as for reasonable performance times led us to use pre-recorded room
impulse response measurements.

The recordings themselves were made using custom-built, flat-response
loudspeakers. The source signal was an exponentially swept chirp signal [19],
which was swept over a range of 0-22050 Hz and a duration of 1486 ms. By
recording the system response at the microphones, it was possible to use the
known source signal to obtain an estimate of the acoustic impulse response.
This was done by straightforward deconvolution in the manner of

H
(
ejΩ
)

=
Y
(
ejΩ
)

S
(
ejΩ
) . (16.1)

3 R-HINT-E stands for realistic hearing in noise test environment.
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In the above equation, Y (ejΩ) is the Fourier transform of the measured
response, and S(ejΩ) is likewise the Fourier transform of the input source
signal. The acoustic impulse response can then be recovered by taking the
inverse Fourier transform of H(ejΩ).

For the sake of convenience, we combined the room impulse responses
measurements with the measurements of the head-related transfer function
by using a KEMAR4 dummy as our recording platform (see Fig. 16.1). The
dummy was supplied by Gennum Corporation, which also supplied the mi-
crophone system used in our experiments. This system used three Knowles
FG microphones arranged horizontally in each ear of the mannequin. The
combined impulse response was then recovered for each microphone using the
method of Eq. 16.1.

Fig. 16.1. The R-HINT-E recording setup (photo by Ranil Sonnadara).

For theR-HINT-E system,measurementsweremade frommultiple positions
in order to approximate realistic acoustic scenarios. In particular,measurements
were taken from 12 different angles (0◦, 22.5◦, 45◦, 67.5◦, 90◦, 135◦, 180◦,
225◦, 270◦, 292.5◦, 315◦, 337.5◦), three heights (1’6.5” = 47.0 cm, 4’6” =137.2
cm, 5’5” = 165.1 cm), and from 2 distances (3’ = 91.4 cm and 6’ = 182.9
cm) for a total of 72 different source-receiver configurations (see Fig. 16.3).
These measurements were carried for three different environments representing
differing levels of room reverberation. These environments included a small

4 The term KEMAR abbreviates Knowles electronic manikin for acoustic research.
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room with movable velour drapes, as well as a hard-walled, reverberant lecture
room. The first two environments were created in the small room by changing
the drape positions from open to closed, where the closed drapes were used
to reduce the reverberation time of the room.

Fig. 16.2. A close up of KEMAR’s right ear. The three microphones are placed in
the ear and arranged in a horizontal fashion (photo by Ranil Sonnadara).

0°
22.5°

45°

67.5°

90°

135°

180°

225°

270°

292.5°

315°

337.5°

Fig. 16.3. The source positions for the R-HINT-E model.
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A GUI5 front end (see Figs. 16.4 and 16.5) for R-HINT-E was later created
using MATLAB, which allowed an experimenter to create custom acoustic
scenarios. Using the software we developed, a user could choose the desired
room type, source position and source signal in order to create the desired
conditions. In addition, multiple signals could be distributed in space to create
a ‘cocktail party effect’ in order to simulate realistic acoustic environments.
Additional flexibility was incorporated in the form of allowing the user to
test custom hearing aid algorithms within the GUI, as well as allowing the
user to provide their own room impulse response (RIR) measurements given
a standard format. Using this software also makes it easier to perform large-
scale tests involving many different scenarios. This was accomplished through
the incorporation of a custom scripting language that could control all of
R-HINT-E’s major functions.

Fig. 16.4. The R-HINT-E main menu.

However, while R-HINT-E is a useful tool with respect to hearing aid re-
search, it is not without its shortcomings. Most important is that by relying on
pre-recorded RIRs, we lose a considerable degree of flexibility in the kinds of
simulations that can be run. Only a limited number of source-receiver arrange-
ments are possible, and there are even fewer acoustic environments in which
one can carry out tests. While it is possible for the user to add new acoustics
environments to the R-HINT-E program, this is a time-consuming process,

5 The term GUI abbreviates graphical user interface.
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and one that requires the right equipment. Moreover, while R-HINT-E does
accurately simulate the room acoustics as well as the processing algorithm
of interest, it does not simulate the actual patient beyond the level of the
head-related transfer functions or HRTFs. In other words, the simulator can-
not provide any information on how useful a processing algorithm might be
in terms of patient performance given some level of hearing deficiency.

Fig. 16.5. The R-HINT-E processing screen.

Owing to the shortcomings mentioned above, it was decided that the R-
HINT-E concept could be extended further to allow not only for greater flex-
ibility in designing acoustic scenarios, but also to encompass the concept of a
“virtual patient”. Such a virtual patient would involve simulating the pathol-
ogy of hearing loss in software, which would permit testing and customization
of algorithms for specific patterns of hearing deficiency. Ideally, the simulation
would also include additional flexibility by incorporating a range of HRTFs,
which are known to vary widely from patient to patient.

16.2 VirtualHearing

The VirtualHearing software that we have developed in response to these
needs attempts to incorporate all the aforementioned simulation requirements
into a single package. That is, it contains modules that allow for the simulation
of room acoustics, patient HRTFs, and finally the patient itself. In addition,
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a further module also makes it possible for the end user to test their own
hearing aid algorithms by loading them as pre-compiled binary files. The
basic software model thus follows Fig. 16.6.

Room
acoustic
model

HRTF
model

DSP
algorithm

Patient
model

Algorithm
control

Fig. 16.6. The VirtualHearing software model. If no DSP algorithm is specified,
then the output of the HRTF model is sent directly to the patient model.

As Fig. 16.6 implies, this model is a fairly simple one, but allows for indi-
vidual modules to be specified independently of each other, and to be replaced
if necessary in the course of software maintenence. The nature of the individ-
ual modules will be discussed in the following sections.

16.3 Room Acoustic Model

The simulation of virtual environments is a fairly well-developed field, and
plays an important role in both entertainment and architectural applications.
The different requirements of these applications mean that specific implemen-
tations will be forced to trade off accuracy vs. speed. Many entertainment
applications for example need real-time or close to real-time rendering of
acoustic scenes, while on the other hand accuracy is of paramount impor-
tance for architects considering the acoustic properties of their designs. The
needs of our own software however fall in between these two extremes. In or-
der for the room impulse responses to have a realistic effect on the designers
signal processing algorithms, greater accuracy is needed than in the case of
multimedia applications where the standard of accuracy is simply perceptual
realism. On the other hand, while we do not have the same real-time demands
that some multimedia algorithms have, a practical desktop simulator cannot
afford to take the time needed to run the most accurate simulations.

In order to meet these constraints, it was decided that a hybrid simulator
would be used to implement the room acoustics module. Such an arrangement
was chosen because it allowed us to divide the room impulse response into
two portions: the early reflections and the late reverberation, which in turn
allowed for the use of algorithms best suited for each component. The use of
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this method was suggested in [27] by Savioja for use in the DIVA6 multimedia
system [15,26]. Unlike the DIVA system however, which has a greater concern
for the architectural acoustics of concert halls, we have chosen to use a much
simpler modelling geometry than was implemented in that system. For our
purposes, it was deemed sufficient to model rooms as simple rectangular prisms
(see Fig. 16.7). The reason for this is that we are solely interested in the

Listener

Source

Fig. 16.7. All simulated rooms are modelled as rectangular prisms.

effects of reverberation on hearing, which can be captured sufficiently in simple
rooms. Including more complicated geometries would have added nothing to
this part of the simulation while greatly increasing the difficulties both in
programming and in handling the front-end user interface.

The so-called early reflections are modelled essentially as direct reflections
from the source to the receiver. The well known image-source [3] method
was used for this effect owing to the simplicity of its implementation and its
accuracy. In this method, the reflected sounds are modelled as separate, virtual
sources located somewhere outside the bounds of the room (see Fig. 16.8). By
adding up the calculated reflection strengths as a series of weighted, time-
delayed delta functions, the rooms impulse response can be estimated for any
given source-receiver pair.

Working from this model, it is a fairly simple matter to include the attenu-
ation effects resulting from both the distance and the reflection. Additionally,
the use of this method also allows us to include the directional effects of
the calculated reflections. That is, given the direction from which the virtual
source appears to be coming from, it can be convolved with the HRTF for
that head direction. Doing this provides a better model for the confusion of
binaural cues by room reverberation.

Unfortunately, while the image-source method does provide a good approx-
imation of real room impulse responses, it suffers from a significant problem
in that the computational complexity of the algorithm increases exponentially
with the order of the reflections to be included in the model. As a result, the
use of this algorithm is generally cut off after some more or less arbitrary

6 DIVA abbreviates digital interactive virtual acoustics.



Virtual Hearing 595

Listener

Source

Source
image

Fig. 16.8. The reflected sound is modelled as a separate source.

reflection order has been passed. Needless to say, such a cut off does not pro-
vide a good representation of the real room impulse response, since it ignores
the late reverberation.

As a result, a second algorithm was used in conjunction with the image-
source method in order to simulate the late reverberation component of the
room impulse response. This second algorithm has as a starting point the fact
that the late reverberation can essentially be modelled as a diffuse sound field,
instead of being made up of a series of discrete reflections. To that end, we
investigated the use of various recursive digital filter algorithms [24, 31], and
ultimately decided on the one developed by Vaananen et al. [32].

All such algorithms have a roughly similar structure and are required to
meet specific criteria relating to the behavior of reverberant sound fields.
These criteria are outlined in [27]. In particular, a good digital reverberator
algorithm must meet the following criteria:

1. A spectrally dense pattern of reflection with an exponential decay of en-
ergy in the time domain.

2. Higher frequencies must have shorter reverberation times than lower fre-
quencies.

3. The late reverberation as perceived by a binaural listener should be par-
tially incoherent.

Of the algorithms we studied, it was found that the Vaananen reverberator
not only met these criteria, but it also used less memory than other methods
while allowing a much faster growth in reflection density.

The Vaananen algorithm consists of a series of parallel filter blocks and
delay lines as shown in Fig. 16.9. The individual filter blocks Hk(z) and Ak(z)
are a low-pass filter and an all-pass comb filter respectively:



596 K. Wiklund, S. Haykin

Input

Output

Gain

z−d1

z−dN

H1(z)

HN (z)

A1(z)

AN (z)

β

Fig. 16.9. The structure of the Vaananen reverberator consists of a series of parallel
delay loops. Each loop contains a lowpass filter and an all-pass comb filter.

Hk(z) =
gk (1 − bk) z−1

1 − bk z−1
(16.2)

Ak(z) =
− 1

2 + z−Mk

1 − 1
2 z−Mk

. (16.3)

The purpose of the low-pass filter Hk(z) is to mirror the low-pass characteris-
tics of air, while the all-pass comb filter Ak(z) helps to diffuse the reflections,
making them more irregular. These filters are of very simple construction and
are shown in Fig. 16.10, for a given kth filter in the loop. These filters are
governed by three different parameters, bk and gk, and the lengths of the
individual delay lines.

These parameters are dependent on the nature of the room; in particular
they depend on both the room size and the average reflectivity of the rooms
walls. The filter delay lengths for example, are based strictly on the room
dimensions, with the smallest value being equal to the largest dimension of the
room. The lengths of subsequent delay lines are increased, but in an irregular
fashion in order to prevent colouration of the reverberant signal.

The remaining parameters are calculated using the reverberation time T60,
which can be estimated for the room using Sabines formula [22]

T60 = KT60

V∑
i

αi Ai
, (16.4)

where V is the volume of the room, while ai and Ai are respectively, the
reflection coefficient and area of the ith wall. The coefficient KT60 is

KT60 = 0.161
s
m

. (16.5)

From the reverberation time, the delay line gains gi can be calculated [31]
using Eq. 16.6, while the low-pass coefficients bi are calculated using Eq. 16.7:
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bk

0.5

−0.5

Ak(z)

Zk(z)

z−1

z−Mk

gk (1 − bk)

Fig. 16.10. Block diagrams for the low-pass Hk(z) and all-pass diffusive filter Ak(z).
dk = 1000, fs = 10000 Hz, T60 = 0.5 seconds, ε = 0.6

gi = 10
− 3 di

fs T60 , (16.6)

bi = 1 − 2

1 + g
(1− 1

ε )
i

. (16.7)

The quantity di in Eq. 16.6 is equal to the delay length of the ith delay
line in Fig. 16.9, while fs is the sampling frequency. In Eq. 16.7, the symbol
ε represents the ratio of the reverberation time for frequencies f = fs/2 to
f = 0 Hz. This value cannot be computed directly since it is dependant on the
filter coefficients described above; it must instead be specified by the designer
of the simulation. For our own purposes, we found that a value of ε ≈ 0.6 gave
results that provided a reasonable approximation the results to be had from
several pre-recorded rooms (see Fig. 16.11 and Fig. 16.12).

16.4 HRTF Simulation

The combination of the image-source method with the Vaananen reverbera-
tor described above provides an adequate simulation of the acoustics of simple
rooms. In addition to this though, the acoustic signal perceived by a human
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Fig. 16.11. The measured impulse response and HRTF for a real room.
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Fig. 16.12. The simulated room impulse response and HRTF using “best guess”
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Virtual Hearing 599

listener is also strongly affected by the listeners own HRTFs. These binau-
ral transfer functions arise from the scattering of acoustic energy off of the
listeners head, torso and outer ears (pinnae), and are vital in forming the
auditory cues needed for the acoustic source localization [1,28]. The inclusion
of HRTF effects is therefore vital for any hearing aid simulation, especially
for the development of binaural algorithms.

As it happens though, there is considerable variation among the HRTFs
for individual listeners, a fact that arises from the diversity of ear and body
shapes [28]. In addition, the HRTF also depends on the direction and range of
the sound source impinging on the listener. It was important therefore, during
the design of this component of the simulator to ensure that these facts were
adequately represented in the software. In practical terms this meant first
making sure that it was possible to represent the direction dependent HRTFs
in sufficient density to approximate real-life scenarios. In addition, it was
desirable to include the possibility of simulating different body and pinna
shapes.

In the VirtualHearing software package, this problem was solved by making
use of a database of pre-recorded HRTFs, albeit one that was more extensive
than that used in our previous R-HINT-E project [30,34]. This database was
compiled by V.R. Algazi et al [2] at the U.C. Davis CIPIC laboratory, and is
publicly available online at http://interface.cipic.ucdavis.edu. The database
is comprised of HRTF measurements taken for 43 different individuals, plus
two KEMAR sets using both large and small pinnae. For each individual, the
measurements include 25 different azimuths and 20 different elevations, with
each HRTF being 200 samples in length and sampled at rate of fs = 44.1 kHz.

To make use of this database in our software package, a menu can be
accessed that allows the user to specify the subject to use as the simulated
listener, while at the same time viewing his/her anthropometric data (see
Fig. 16.13). Additionally, the KEMAR models may also be selected instead of
using the human subjects provided in the database. A separate options screen
allows the user to choose whether to use the binaural HRTFs, or the HRTF
corresponding to just one ear. This allows for the development of binaural
processing algorithms which use the inputs from both ears in order to enhance
the input signal, as opposed to most conventional devices today where the
hearing aids in either ear operate independently.

Given the wide range of possible positions of course, one cannot expect
even a large HRTF database to include all conceivable directions. In order for
there to be adequate coverage of the three-dimensional space for the HRTFs,
it is necessary to use interpolation in order to approximate the required HRTF
from the ones existing in the database. For this application, we have followed
the lead of Huopaniemi [14] in implementing Begault’s [4] bilinear interpola-
tion scheme. This method uses the four nearest neighbors of the desired point
in order to form the approximation, and is accomplished via
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Fig. 16.13. The subject selection window from VirtualHearing allows the user to
browse the subjects from whom the HRTFs were selected. Anthropemetric data is
also displayed.
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In the above formula, the known HRTFs (H1(ejΩ) through H4(ejΩ)) surround
the desired HRTF Hd(ejΩ), which is situated at the point (θ, φ) on the az-
imuth/elevation grid shown in Fig. 16.14. The interpolation coefficients are
computed using

cθ =
θd mod θgrid

θgrid
, (16.9)

cφ =
φd mod θgrid

θgrid
. (16.10)

16.5 Neural Model

In addition to the acoustic modelling discussed in the previous section, the
other major task of the software is to model the expected cochlear response
of a listener immersed in the acoustic scenario specified by the user. In order
for such a simulation to be useful in the evaluation of hearing aids, it ought
to match the responses of a real cochlea subjected to the same stimulus. This
is not a trivial task however, given the complexity of the human auditory
system, which is both non-linear and time-varying in its responses to acoustic
stimuli.

In mammals, the detection of acoustic stimuli and their transduction into
neural signals occurs in several stages. Vibrations in the air impinge on the
eardrum, inducing movement that is transmitted to the cochlea via the action
of several small bones connecting the two structures. Within the cochlea,
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Fig. 16.14. The HRTF for point Hd(ejΩ) must be interpolated from its four nearest
neighbours.

the connecting bones induce pressure waves that create small displacements
of the basilar membrane [10]. Owing to the mechanical properties of this
membrane, local resonances exist that follow a tonotopic pattern [9]. That
is, different parts of the basilar membrane respond to different frequencies,
with low frequencies causing vibrations at the base of the membrane, and high
frequencies at the apex. Detection of these displacements and their conversion
into the electrical signals used by the nervous system is carried out by the
hair cells that lie along the length of the basilar membrane. As a result of the
localized nature of the basilar membrane response, each group of hair cells
responds only to a select band of frequencies.

These hair cells themselves may be divided into two types of cell, inner
and outer, each of which plays a distinct role in the process of transducing
mechanical motions into electrical impulses. The actual transduction in fact,
is only carried out by the inner hair cells, while the purpose of the outer hair
cells is to act as a feedback mechanism in order to boost the detectability
of the incoming acoustic signal, and to sharpen the level of tuning [8]. It is
important to note that neither the tonotopic map of the basilar membrane, nor
the role of the outer hair cells, are produced by entirely passive mechanisms.
The outer hair cells themselves in fact are thought to produce forces that
lead to amplification of the stimuli [8, 23]. Also noteworthy is the fact that
the ability of the outer hair cells to provide sharp tuning is dependent on the
intensity of the stimuli. The tuning is sharpest near the threshold of reception,
and broadens as the sound level increases.

The role of the hair cells thus has important implications for modelling
hearing loss. Damage to both types of hair cell can occur, but the effects on
human auditory perception depend on what amount of damage has been done
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to each group, and where on the basilar membrane the losses have occurred.
Damage to the outer hair cells for example, will result in both broadened
tuning curves and elevated reception thresholds. On the other hand, damage to
the inner cells will weaken the ability of the cells to transduce the mechanical
stimuli, and will therefore raise the reception thresholds.

In order to produce a computational model of the human auditory system
and the effects of hair cell loss, it is possible to think in terms of varying levels
of simulation detail. At its most basic level, for example the basilar membrane
can be thought of as a filterbank, where the individual filters are described
by the frequency-domain gamma-tone function

G(ω) ∝
[

1
1 + jτ(ω − ωCF)

]γ

e−jωα (16.11)

These auditory filters are model-based approximations to the linear revcor
functions which were derived empirically [21] and are parametrized by three
main quantities. The first of these is ωCF, which simply represents the centre
frequency of the filter. The parameter τ controls the filter’s time-decay and
bandwidth, while α controls the time delay introduced by the filter, which can
also be co-opted to model additional system delays if needed. The remaining
parameter, γ is simply an empirically-derived value, and does not directly
relate to the more physically meaningful parameters.

A simple model of neural transduction can be also be included by passing
the bandpass filtered signals through a half-wave rectifier, which reflects the
fact that the hair cells only transduce vibrations in one direction. Such a model
is sufficient when only general details about the auditory peripheral system
are needed, such as in [7] and [13]. For the sort of detailed modeling of the
human auditory system that our “virtual patient” system requires however,
these kind of approximations are inadequate. The model described above for
example, does not include the non-linear time-varying effects that are known
to be present in the human auditory system. These effects include for example,
the changes in auditory filter bandwidth with input sound pressure level, or the
changes in auditory behavior brought about by hearing impairment. For this
reason, we have chosen to employ a more detailed model of the human auditory
system, which addresses these needs.

In particular, we have incorporated the Bruce-Zilaney [5,36] model of the
cochlea, which is itself a modification of the model developed first by Carney
[6] and later modified by Zhang [35]. This model can be broken down in to five
main processing blocks: a middle ear filter, a time-varying gamma-tone filter,
an OHC7 control path, an IHC8 transduction model, and synaptic model.
These blocks are organized in the manner shown in Fig. 16.15, where the
input is an acoustic stimulus measured in Pascals. The output of the model

7 OHC abbreviates outer hair cell.
8 IHC stands for inner hair cell.
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Fig. 16.15. Block diagram of the neural model.

consists of two signals, which include a binary spike train as well as a signal
of instantaneous spike rates.

The first actual component of the block, the middle ear filter, is meant to
model the filtering aspects of the human ear canal. This is most important
for describing wide-band signals, where the relative amplitudes of different
frequency components may be changed. The middle ear block may be im-
plemented using a digital filter representation, which is fully described in
Appendix A of [5].

Like the simple models discussed earlier in this section, the cochlear model
that we make use of also incorporates a bank of gamma-tone filters in order
to model the frequency selectivity of the human ear. However, unlike those
models, the model of Zilaney and Bruce [36] generates a data-driven control
signal that affects the tuning of the gamma-tone filters. This section makes
up the control path shown in Fig. 16.15, and models the affects of the OHCs
on filter tuning. Specifically, the acoustic input signal is asymmetrically band-
pass filtered about the gammatone filter’s centre frequency. Afterwards, the
resultant signal is rectified and lowpass filtered in a model approximation of
the OHC’s input/output behavior. An additional nonlinear function maps the
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OHC outputs to the gammatone filter’s new time constant, which results in
a subsequent change in filter bandwidth.

In addition to modeling the time-varying properties of the cochlear filter,
this model of the OHC control path is useful in two other significant ways.
Firstly, the asymmetric bandpass filtering of the acoustic input allows the
incorporation of two-tone suppression effects without needing to directly im-
plement the interactions between separate cochlear filters [35]. In addition, the
non-linear function that relates the OHC output to the filter time constants
may be easily parametrized in order to describe the effects of OHC impair-
ment. Specifically, all that needs to be done is to scale the function output by
some constant COHC with

0 ≤ COHC ≤ 1 . (16.12)

This parameter represents the degree of OHC impairment. Thus a COHC value
of 1 indicates healthy functionality, while a value of 0 indicates total impair-
ment. This results in the modified time constant output [5]

τsp,impaired(n) = COHC

(
τsp(n) − τwide

)
+ τwide , (16.13)

where τsp,impaired(n) is the new time constant, τsp(n) is the non-impaired time
constant, and τwide is a constant value that reflects the time constant of the
cochlear filter in the absence of any OHC tuning.

In contrast to the role of the OHCs as a control mechanism, the purpose of
the IHCs is to transduce the mechanical stimulus from the basilar membrane
into an electrical potential. As a result, the modelling of this portion of the
cochlea is rather simpler than the previous section. To simulate the transduc-
tion process, a logarithmic function is used as a half-wave rectifier, the output
of which is low pass filtered. The rectifier is modelled on a similar rectification
process known to exist in the cochlea, while the lowpass filter, which has a
cutoff frequency of 3800 Hz, simulates the loss of synchrony capture that oc-
curs in the auditory nerve as the stimulus frequency increases. The modelling
of the inner hair cell impairment is also quite simple. The input to the IHC
block can simply be scaled by the parameter CIHC [5] with

0 ≤ CIHC ≤ 1 . (16.14)

As in the case of OHC impairment, a value of one indicates healthy function-
ing, while a value of zero indicates a total loss of function.

The remaining portion of the cochlear simulation, the synapse model is
based on a discrete-time adaptation [6] of Westerman and Smith’s three store
diffusion model of the cochlear synapse [33]. This block is followed by a time-
varying Poisson discharge generator, which takes as its input the instantaneous
rate values provided by the discrete-time synapse model. The spike generator
also incorporates the effect of refractoriness by keeping track of the time since
the last discharge, and modifying the discharge probabilities accordingly [6].
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While this cochlear model is fairly complex, it does capture much of the
phenomena related to hearing. In particular, as been shown above, it is capable
of modelling the effects of hearing loss beyond simply elevating the reception
thresholds. Unfortunately, the parameters associated with the modelling of
hearing loss are not directly related to measurable quantities, and new proce-
dures need to be developed before they can be estimated from patient testing.
It is likely however, that a combination of auditory threshold measurements
combined with loudness growth profiles should be able to characterize the
inner and outer hair cell parameters [18]. Further work on this subject needs
to be carried out in order for this idea to be realizable.

16.6 The Software and Interface

The software to implement the above modules was written in C++, while a
graphical user interface was developed using Borland C++ Builder 5. The
interface so created allows the end-user a considerable degree of control in
deciding the parameters of the simulation, and the nature of the acoustic
scenario to test under. This ensures a high degree of repeatability between
experiments, and also allows the user to save and load test scenarios that are
commonly used.

The interface screen, which is shown in Fig. 16.16 demonstrates some of
this functionality. In particular, this screen deals with the basic elements of
the acoustic scenario. From here the user can specify the size of the room, the
acoustic reflectivity of the walls, as well as the number and placement of the
sources. The placement of the sensor (listener) is also handled here, as well
the sensors orientation. For the purposes of orientation, it is always assumed
that 0◦ of azimuth corresponds to the direction of the X-axis, while 0◦ of
elevation corresponds to the subject looking straight ahead in an ordinary
upright position.

As Fig. 16.16 shows, the user can load any source file he or she wishes
provided it is in the standard PCM9 .wav format, and sampled at 44.1 kHz.
This option allows the user to preview the sound before adding it to the
simulation. Additional sources can be added simply by clicking the Add Source
button after specifying their filenames and positions. The loudness in dB
SPL10 as well as the time-delay of each source can also be chosen, reflecting
the fact that sources may start and stop at different times, and be active with
different intensities. Sources that have been previously added to the simulation
may be viewed and managed by using the Delete Source button, which calls
up the menu in shown in Fig. 16.17.

The user can also specify whether the source is distributed in space or not
(see Fig. 16.18). This may be desirable since most real sound sources are not

9 PCM stands for pulse code modulation.
10 SPL abbreviates sound pressure level.
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Fig. 16.16. The VirtualHearing main screen. This screen allows the user to specify
most of the details regarding the acoustic scenario.

point sources, but are generated over some area or volume. A stereo speaker
for example radiates acoustic energy over its whole surface rather than just
from a point in its centre. While such a distinction may not matter for many
applications, it has been noted that modelling distributed sources as point
sources may not allow for proper testing of some spatial processing algorithms.
As a result, we have chosen to include the possibility of distributed sources,
and to model them as an array of point sources [17]. Such an approach retains
both the necessary realism as well as limiting computational complexity.

A source that has been designated as being spatially distributed is centred
at the source position previously specified. The user can designate the number
of subsources, as well the over all size of the distribution. In addition, the user
may also choose from one of several distribution types. At the moment, these
include flat surfaces in the XY, XZ, or YZ planes, a cube, or a random cloud,
although more types could be added in the future.

With the acoustic environment specified, the user can also choose other
simulation parameters to control. In particular, the nature of the hearing loss
suffered by the hypothetical patient can be controlled by setting the inner



Virtual Hearing 607

Fig. 16.17. This screen allows the user to browse the selected sources, and to delete
some if so desired.

and outer hair cell parameters as shown in Fig. 16.19. For each of the patient
centre frequencies, the user can control the hearing impairment levels using
the sliding buttons shown above. It is also possible to move through the centre
frequencies, and to specify different levels of impairment for each frequency.

The user also has several other simulation options that may be specified
(see Fig. 16.20). In particular, it needs to be decided whether or not the
simulation should be binaural or monaural. Since most hearing aid algorithms
in use today are strictly monaural, this is the default option. In addition, the
user is also allowed to specify how many of the early reflections should be
considered as being directional. That is, given the placement of the virtual
sources, one can decide how many of the impinging virtual sounds need to be
convolved with the HRTF for the corresponding angle.

The final simulation option allows the end user to receive the simulation
output in terms of a neural spike train in addition to the usual time series
of instantaneous spike rates. While this option is only of very limited inter-
est to those developing hearing aids, it is of use to those interested in the

Fig. 16.18. If the user wishes, any individual source may be distributed in space
instead of being modelled as a point source.
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Fig. 16.19. The simulation currently considers seven centre frequencies, which re-
flect positions on the basilar membrane. The OHC and IHC parameters which specify
the level of hearing impairment can be controlled from the menu shown above.

neurobiological processing of sound. Since the real auditory system operates
on the basis of spike trains rather than rate signals, study of this system and
how it processes sound must be based on realistic inputs. The VirtualHearing
simulator is a useful platform in this regard given that it encompasses not
only a realistic auditory model, but also offers an easy to use interface for
managing signals and environmental effects.

Once the acoustic environment and simulation options are chosen, the
simulation itself can be run by clicking on the Processing menu and running the
appropriate simulation: environmental, DSP, or neural. Naturally, neither of
the last two options can be run before the environmental simulation has been

Fig. 16.20. The Simulation menu allows the user to choose several options regarding
the simulation output.
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completed. In addition, while the neural simulator can be run immediately if
the user wishes to do so, the user also has the option of running a custom
DSP algorithm that fills the role of the hearing aid processor. User defined
algorithms must be in the form of Borland-compatible .dll files. Instructions
for creating such files can be found in [12] as well as in the final documentation
of our software. A template file will also be provided to assist developers
in creating files that will be compatible with the VirtualHearing software.
Once created, a custom DSP algorithm can be accessed by clicking File|Load
Processor, which calls up the relevant file menu. Similarly, a processor that
has already been loaded can be removed by clicking File|Clear Processor, or by
clearing the simulation altogether (by clicking File|New).

The results of the simulations can be saved for further analysis depending
on the application that the user is interested in. Sound files are saved in PCM
.wav format at the standard sampling rate of 44.1 kHz. The other outputs such
as the instantaneous spike rates and the spike trains themselves are saved as
text files. In this case, there are multiple output files corresponding to the
centre frequency as well as the binaural option. For these files, the user is
simply asked for a basic file name, to which the particulars of the data are
appended. For example, given the base file name out.dat, the program will
create several files: out R0.dat, out L0.dat, out R1.dat, and so on. The “R” and
“L” suffixes designate the right and left responses, while the numerical entries
designate the index (and ultimately the centre frequency) of the particular
nerve fibre.

16.7 Software Testing

In order for the software to be useful, it was necessary for us to have con-
fidence that the outputs successfully matched data gathered in real world
environments. As a result, it was necessary for us to validate the results. For-
tunately, this was unnecessary in the case of the neural model, as extensive
comparisons had already been made by the original authors, which indicated
its soundness as a model. This meant that only the acoustic modules needed
to be examined for accuracy.

The testing procedure we chose to carry out consisted of a listening test
given to four volunteers (one male and three females) with unimpaired hear-
ing. For this test, sixty different HINT speech sentences were produced, each
filtered by the impulse response of a reverberant room. Thirty of these impulse
responses were measured in real rooms, while the remaining thirty were sim-
ulated in software using estimates of the room parameters. The sixty speech
sentences were presented in random order through a set of headphones to each
subject, who asked to rank the “naturalness” of the result on a scale of one
to seven. In other words, the subjects were asked to rank their confidence in
whether they felt that the reverberation in the signal had been introduced
through natural or artificial means. A rank of 1 on this scale meant that
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the presented sentence sounded wholly artificial, while a rank of 7 indicated
that the subjects felt that the reverberation present in the sentence sounded
completely natural.

Summed over all participants the results of the listening trial are shown
in Tab. 16.1. In this table, we have taken the rankings of all participants
and broken them down according to personal preferences with respect to the
realism of the presented sound. Thus, the number of times the participants
rated either a simulated or a real sound a given “naturalness” score is recorded
below.

Table 16.1. These are the rankings summed over all the test subjects.

Rank

Type 1 2 3 4 5 6 7

Simulated 1 3 7 20 22 34 33

Real 0 3 33 14 18 28 24

These results indicate a slight preference in belief that the simulated
sounds possessed a greater degree of “naturalness” than did the sounds cre-
ated using the measured impulse responses. This means that there was little
perceptual difference between the real and simulated sounds, and thus the
simulation is capable of creating perceptually realistic stimuli. It should be
noted that the measured room impulse responses used in this trial were also
tested against actual room recordings in [30], and no statistically significant
preference was found on the part of the subjects. In other words, we could
be confident that the measured room impulse responses provided an accurate
model of the room acoustics and did not introduce perceptual artifacts.

A further point of comparison between the natural and artificial room
responses was the spectrum of the impulse responses. In keeping with the
required properties of artificial reverberation discussed in Sec. 16.3, the spec-
trum should be broad band, although the high frequency parts of the sig-
nal should decrease over time. By comparing the windowed FFTs of the
room impulse responses, we can see that this property does indeed hold (see
Figs. 16.21 -16.24).

16.8 Future Work and Conclusions

While considerable effort has been put into the creation of this simulator as a
tool for researchers, future developments could enhance this software’s value.
In particular, it may be desirable to include objective speech intelligibility
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Fig. 16.21. Fourier spectrum of the real room impulse starting at t=45 ms.
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Fig. 16.22. Fourier spectrum of the real room impulse response starting at t=91
ms.

metrics along with automatic comparisons using these metrics. In addition,
some thought may also be given to expanding the range of geometries offered
in the simulator. Currently, only a binaural simulation is possible. Additional
time and effort however, could allow our HRTF models to include multiple
microphones, or different receiver geometries. Suggestions from users and po-
tential users may also help shape the development of this software.

Of particular interest to the authors is the development of a hearing test
that will allow us to use an audiogram or modified audiogram to estimate
the inner and outer hair cell losses. Currently, these parameters are somewhat
divorced from the quantities that are measureable on an audiogram. More
accurate estimates though could improve algorithm design and fitting by more
closely representing the effects of the cochlear damage on the incoming signal.
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Fig. 16.23. Fourier spectrum of the simulated room impulse response starting at
t=45 ms.
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Fig. 16.24. Fourier Spectrum of the simulated room impulse response starting at
t=91 ms.

We feel that such an estimation procedure is not out of reach, and that it
would be a valuable addition to the tools available to the audiologist.

However, in spite of the possible improvements outline above, we are con-
fident that the VirtualHearing software will prove to be a useful tool for the
designers of hearing aid algorithms, as well as those interested in the neurobi-
ological aspects of hearing. Previous experience with the R-HINT-E platform
found that it was a useful tool for generating testing data, even if it was
somewhat inflexible. The new VirtualHearing software offers a much more
flexible simulation environment that encompasses many important problems
facing designers, and it does so while ensuring that the simulation is all-
inclusive. This encompassing of acoustics, neurobiology and user-defined DSP
algorithms will make this software a valuable tool for many researchers.
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Dynamic Sound Control Algorithms
in Automobiles

Markus Christoph

Harman/Becker Automotive Systems, Germany

Automobiles comprise acoustical environments far from being considered de-
sirable. Therefore, it is necessary that acousticians conduct a vehicle depen-
dent tuning, in which they try to counteract the deficiencies of the room, the
loudspeakers, the way the loudspeakers are embedded in the interior and so
on. This is achieved by manipulating the channel dependent phase and mag-
nitude responses. As result they are able to enhance the acoustic quality of
the system, providing a more enjoyable sound experience. The whole tuning
is done while the car is standing still and the engine is turned off.

Usually passengers listen to any kind of sound source whilst driving. There-
fore, they inevitably face background noise of any coloration or intensity. It is
the task of a dynamic sound control algorithm to compensate for the dynamic
changes of the background noise in order to keep the sound impression like
it was after the tuning, which was done without any disturbing background
noise.

In this chapter we will give an overview of different dynamic sound control
systems. Starting with systems controlling just the volume by utilizing non-
acoustical and/or acoustical sensor signals, we will turn to more advanced
systems whose task it is to control the whole spectrum. This can be considered
as a dynamic equalization control.

Finally, we will describe a spectrum-based dynamic equalization control al-
gorithm, applying a psychoacoustic masking model, in more detail, discussing
theoretical as well as practical aspects. The chapter will close with the sum-
mary of the discussed approaches and by providing a look in the future of
forthcoming systems.

17.1 Introduction

Since a long time the automobile industry asks for acoustical systems, able
to counteract against adverse noise conditions. Even before the first digital
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audio systems emerged in the early nineties, the first attempts had been con-
ducted in the late seventies respectively the early eighties. Systems of that
time used a microphone in order to control the volume of analog sound sys-
tems [32,37,42,47,48,57,63,65,66]. Some of these systems even made their
way into commercial products but – due to instability problems, which could
not be solved at that time with the available analog technology – they disap-
peared from the marked rather quickly. Instead of the real noise one started to
utilize non-acoustical signals which showed a certain coherence to the back-
ground noise measured within the interior of a car, which was most of the
time the speed signal [6, 30,41].

17.1.1 Introduction of Dynamic Volume Control Systems

With the appearance of digital signal processors (DSPs) within acoustic sys-
tems the possibilities of such speed dependent sound systems increased dra-
matically. Now one was able to design any kind of mapping function between
the speed respectively the speed difference and the corresponding volume re-
spectively the volume difference. Later research found that the use of a static
mapping function did not deliver the desired results, so they included a vol-
ume dependency in the systems, leading now from a mapping function to a
mapping matrix [67], which increased the intricacy of the tuning effort quite
a bit. Further investigation showed that a separate treatment of the low fre-
quencies1 promised even better results, which of course made it even harder
to keep control of the system [7,16].

It was clear that any kind of dynamic volume control system, based on
non-acoustic sensor signals would finally fail to fit the customer’s requirements
at certain conditions. Thus, some of the original equipment manufacturers
(OEMs) turned at that point their research interests again to microphone
based volume control systems [2,8,43,44,50,62]. Now, after the DSPs made a
big leap forward in terms of memory as well as processing power, it was also
possible to implement adaptive filters, which one absolutely needs to stabilize
the system. By the way, this was the reason why the microphone based analog
systems never functioned properly. In the mid nineties one of the first stable
and therefore working microphone based volume control systems occurred at
the market [2, 50–52]. It worked almost as well as the best speed-dependent
volume control systems, but suffered from certain deficiencies as well. One of
the major shortcoming was, that the system was unable to react to almost
anything else but road-noise. Wind-noise, noise from the fan or the defrost as
examples did not trigger the systems at all. The reason behind this drawback
was, that this system only used the lower spectra up to f ≈ 160 Hz. The
reason why the inventors limited themselves to this area was on the one hand
to get rid of the disastrous effect of voice to the control signal in an easy
way [3,36] and on the other hand to save processing time as well as memory.
1 In the following we will call the low frequency range also bass range or simply

bass.
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Other systems tried to counteract towards those deficiencies by combining
the microphone signal with other non-acoustical sensor signals like the already
known speed-signal, the revolutions per minute (RPM) signal, signals which
indicate whether the windows have been opened or not, or for example if
the fan is switched on or off and if it is switched on, at which level it is
operating among others [13–15, 17, 39]. With the appearance of signal buses
like the CAN2 bus or the MOST3 bus in modern infotainment4 systems, it is
nowadays possible to get hold on those signals.

Some of the new systems (e.g. [13–15, 17]) already utilized a memory-less
smoothing filter known e.g. from [1] in order to get rid of disturbing impulsive
noises like voice within the microphone signal.

Besides the fact that the lower frequency range already acquired special
treatment in some applications the systems described so far more or less just
control the volume and do not utilize the spectral behaviour or the background
noise signal. Fig. 17.1 shows a typical behaviour of the background noise power
spectral density (PSD) of a car, which has a distinct, lowpass–like spectral
shape and varies approximately by ≈ 40 dB over speed.
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Fig. 17.1. Power spectral densities recorded in a Mercedes S-class at different speed
levels.

2 The term CAN abbreviates controller area network.
3 The abbreviation MOST stands for media oriented systems transport.
4 The term infotainment is a newly created word originating from information and

entertainment.
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17.1.2 Introduction of Dynamic Equalization Control Systems

After gaining some experience with some dynamic volume control (DVC) al-
gorithms we learned that even with a special treatment of the low frequencies
the desired naturalness of the sound coloration could not be attained. Mostly
the sound occurred to be too dull, in other words not having enough bass, es-
pecially when driving at high speeds. Therefore, some research attempts tried
to solve this problem by applying the DVC algorithm in several frequency
bands, leading to the first kind of dynamic equalization control (DEC) al-
gorithms [18, 22, 24]. Another idea was to directly use the spectral shape of
the power spectral density of the background noise as an equalization func-
tion, beside the already applied DVC gain. Therefore one could use the linear
predictive coding (LPC) analysis for a direct conversion of the isolated (time
domain) background noise signal, respectively its short-term autocorrelation
estimate, into an infinite impulse response (IIR) filter coefficient vector (reflec-
tion filter coefficients of a prediction error filter), approximating the current
shape of the noise PSD [18,19].

Besides the fact that these time domain based DEC algorithms did show
better results than the DVC systems introduced previously, they still suffered
from some inadequacies. Impulsive disturbances could not be extracted from
the broadband noise signal prior its LPC analysis, which eventually lead to
undesired noise PSD estimations, i.e. equalization trajectories. Low update
rates of the LPC analysis did soothe this effect but were unable to completely
avoid it. Additionally, we noticed that a direct application of the trajectory of
the noise PSD as an equalization function did not result in the expected be-
haviour. Especially tests with artificial narrow band signals, serving as noise,
showed that the resulting equalizing did not lead to a natural sound. Hence
we were forced to find a different solution.

Turning from the time into the spectral domain opened new possibili-
ties to solve the remaining problems. On the one hand we could now solve
the problem accompanied with the impulsive disturbances by applying the
memory-less smoothing filter [1] at each frequency bin, without losing the
natural shape of the noise PSD. Furthermore, we could now use spectral do-
main adaptive filter algorithms with its superior properties compared to time
domain implementations [11,35,58]. In the course of research we finally found
that we have to take psychoacoustic properties into account when computing
the “acoustically relevant” equalization function. Therefore if we talk about
“psychoacoustic” we actually mean masking respectively the masking thresh-
old [69]. There exists several methods of calculating the masking threshold
of a signal, e.g. the masking model according to Johnston [40] or one of the
standardized ISO/IEC5 masking models [38]. Due to the fact that both of
the previously mentioned masking models almost delivered the same results,
we decided to use the masking model according to Johnston because of its
5 The term ISO stands for international standardization organization and IEC

stands for international electrotechnical commission.
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simplicity and its scalability. This model is described in more detail in [56]
and [55], whereas in the latter, the ISO/IEC 11172 3 masking model is de-
scribed as well, but in a far more convenient way as e.g. in [38]. Utilizing the
masking model it is thereby not sufficient to apply this model solely to the
approximated noise signal in order to get the desired equalizing function. In
fact we have to apply it to the source signal as well. For a better explanation:
It is clear that we only have to raise those spectral components of the source
signal which are masked by the current noise signal. Those spectral parts of it,
that already exceed the masking threshold of the background noise need not
to be equalized at all. Therefore, we have to use the ratio of the two masking
thresholds to get the desired equalization function. In doing so it is logical
that we will only apply an equalization which is able to raise the spectral
gain – attenuation does not make any sense and thus will be therefore be
avoided [20].

The organization of this chapter is as follows: In Sec. 17.2 a review of some
dynamic volume control systems will be given which had been or still are em-
ployed in current audio systems. Therefore we will introduce the development
of non-acoustical sensor based methods, microphone based principles, as well
as a mixture of both. In Sec. 17.3 we will describe a possible realization of
a spectrum-based dynamic equalization system. This forms the main part of
this chapter and will be explained in detail. All systems will be discussed and
analyzed more from a practical point of view then from a theoretical one –
whereas in some parts the theory will also have its legitimate room.

17.2 Previous Systems – Description and Analysis

17.2.1 Speed Dependant Sound systems

Speed dependent sound systems have been in use for many years in practical
signal processing applications to control – in the simplest form solely – the vol-
ume V (n), in other designs additionally the bass. Thereby the low frequencies
are usually controlled by a second order parametric bandpass filter

HBP(z, n) = γ(n)

[
1 − α(n) + β(n) z−1 + z−2

1 + β(n) z−1 + α(n) z−2

]
, (17.1)

with

γ(n) = 1 +
1
2

(
10

G(n)
20 − 1

)
, (17.2)

α(n) =
1 − tan

(
π fcut(n) / fs

)
tan
(
π fcut(n) / fs

)
+ 1

, (17.3)

β(n) = cos
(
2π fcenter(n) / fs

) [
α(n) − 1

]
. (17.4)
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The quantity fs denotes the sampling frequency. In some cases only the fil-
ter gain G(n) and in more advanced cases also the cut-off frequency fcut(n)
respectively the quality factor Q(n), which is defined as

Q(n) =
fcenter(n)
2 fcut(n)

, (17.5)

can be controlled. OEM systems will be – in contrast to after market prod-
ucts6 – adjusted by acousticians in an “online-manner” with the help of a
“tuning-tool”. This is a program that comes with a certain product and al-
lows the expert to adjust, e.g., the range in which the quality factor Q(n) can
be modified and how this value should be changed by the current speed signal.
In other words, one is able to set range limits as well as to design mapping
functions. Typical range limits are:

cut-off frequency fcut(n) ≈ 20 Hz . . . 200 Hz ,

quality factor Q(n) ≈ 0.1 . . . 3.0 ,

gain G(n) ≈ −20 dB . . . 10 dB ,

volume V (n) ≈ −20 dB . . . 10 dB .

(17.6)

Usually after market products do not offer such possibilities, but some provide
the user at least with the possibility to choose one out of several predefined
sensitivity levels. Each level makes the system react more or less aggressively
at a certain speed. In some speed dependent volume control systems the acous-
tician only has the opportunity to adjust a single mapping function. This is
far from being ideal, due to the fact that there exists a certain dependency
between the mapping function and the volume setting utilized during the tun-
ing session. A better performance can be achieved if one also takes the volume
dependency into account during the tuning session. Of course, that this in-
creases the tuning effort but the result is worth the extra work, especially in
OEM applications because it only has to be done once for each car-type. Fur-
thermore, such systems are not very demanding, neither in terms of processing
power, nor in terms of memory. Therefore, a duplication of the algorithm can,
in view of the resources, be achieved easily.

In Fig. 17.2 the signal flow diagram of a speed and (manual) volume
depending (automatic) volume control algorithm is shown. At this point it
should be clear that one or several adjustments could be optional, such as the
cut-off frequency fcut(n), the filter gain G(n) and the filter quality Q(n) of
the parametric bandpass filter HBP(z, n), as well as the volume dependence
of all parameters. In the simplest form only the speed-dependent volume con-
trol, which can be adjusted by a simple mapping function between speed and
volume gain, will remain.

6 In the automotive business after market products mean the addition of non-factory
parts, accessories and upgrades to a motor vehicle.
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Fig. 17.2. Signal flow diagram of the speed-depending volume control algorithm.

Fig. 17.3 shows screen shots of a typical tuning tool. In the upper plot
we see an example how one can adjust the volume gains, depending on the
speed as well as on different volume settings. In this example the acoustician
has to adjust 10 speed dependent volume gains for each of the 5 separate
volume settings, which sums up to an adjustment of 50 individual volume
gain values. In the lower part of Fig. 17.3 the possibilities for the adjustment
of the parametric bandpass filter HBP(z, n) can be seen. Therefore we realize
that, in this example, the filter-gain G(n) as well as the filter quality Q(n) can
be adjusted, in a speed and volume dependant manner – leading to another
100 speed and volume dependant settings. One thing that is missing in the
upper example is the speed and volume dependant adjustment of the filter
cut-off frequency fcut(n). In the upper example we face a system that does
not support such a speed respectively volume dependant adjustment. Here the
value of fcut(n) could only be adjusted to a fix value, which is settled around
fcut ≈ 60 Hz.

In Fig. 17.4 one can see a typical, three dimensional representation of
a speed and volume dependent volume-gain matrix. The usual dynamic of
the volume-gain matrix does not exceed 12 dB, if the system is applied within
luxury cars. Otherwise, if applied to economy cars, the dynamic will, of course,
increase a bit.

17.2.2 Microphone Based Dynamic Volume Control Sound
Systems

As we already mentioned in Sec. 17.1, microphone based control systems con-
stituted one of the first attempts to solve the problem of adjusting sound
systems regarding the current background noise. Being restrained – in the
early days – to analog solutions it was almost impossible to suppress the
influence of the source signal, picked up by the microphone to the resulting
control signal(s), e.g. the volume-gain. With the appearance of DSPs in sound
systems it was now possible to implement adaptive filters which are necessary
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(a) Volume tuning.

(b) Equalizing tuning.

Fig. 17.3. Tuning example of a multiple volume respectively speed dependent vol-
ume and equalization control.
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to separate the background noise from the source signal, picked up by the
microphone.

In this section we will introduce some systems which have been employed
in practical sound systems, starting from the simplest form, coming to more
advanced solutions.

Fig. 17.5 displays the principle of a microphone based DVC algorithm.
Here the volume of the input signal x(n), which represents the source signal,
will be controlled statically by the, in Fig. 17.5 not explicitly shown manual
volume setting, as well as dynamically regarding the approximated, current
estimated background noise signal b̂(n).

~
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Adaptive
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Fig. 17.5. Signal flow diagram of a microphone based dynamic volume control
principle.
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17.2.2.1 Adaptive Echo Cancellation

In its simplest form b̂(n) equals the error signal e(n) of the adaptive filter,
where the filtered source signal, which drives the loudspeaker xL(n) repre-
sents the first input signal and the microphone signal y(n) forms the second
input of the adaptive filter. Beside the background noise the microphone also
receives the by the unknown system h(n) filtered radiated loudspeaker signal
xAM(n), which corresponds to the desired signal d(n). Usually, the adaptive
filter ĥ(n) approximates the unknown system and subtracts the, with ĥ(n)
filtered loudspeaker signal, which now represents the estimated desired sig-
nal d̂(n) from the microphone signal to get the error signal e(n) which is the
approximation of the background noise signal b̂(n). If the normalized least
mean square (NLMS) algorithm is utilized the adaptive filter can therefore be
summarized as follows:

d̂(n) = ĥ
T
(n)xL(n) , (17.7)

b̂(n) = e(n) = d̂(n) − y(n) , (17.8)

ĥ(n + 1) = ĥ(n) + µ
e(n)xL(n)∥∥xL(n)

∥∥2 , (17.9)

with

ĥ(n) =
[
ĥ0(n), ĥ1(n), . . . , ĥN−1(N)

]T
, (17.10)

xL(n) =
[
xL(n), xL(n − 1), . . . , xL(n − N + 1)

]T
. (17.11)

With the help of the approximated background noise signal b̂(n) and the
loudspeaker signal xL(n) we can now calculate a control signal rcom(n) for a
dynamic compressor.

17.2.2.2 Dynamic Compression

Fig. 17.6 demonstrates a simple version of how the ratio rcom(n) for a dynamic
compressor can be calculated. We utilize a dynamic compressor because this
simple signal processing tool offers the possibility to, not only adjust the
volume gain, respectively the dynamic ratio with respect to the momentarily
predominant background noise level, but also in taking the current signal level
into account, by forming the final volume gain. Usually the short-term power
of b̂(n) varies slowly with time, whereas the dynamic of a typical source-
signal xL(n), such as music alters much faster. For example: If the music has,
at a certain time, a level which exceeds the level of the more or less static
background noise, it is clear, that we should not increase the volume at all.
But the more the music level drops below the level of b̂(n) the more we have
to rise the volume-gain.
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Fig. 17.6. Signal flow diagram of a DVC dynamic compressor.

17.2.2.3 Decimation and Highpass Filtering

Fig. 17.6 also shows many optional signal processing blocks, such as deci-
mating stages with the accompanying downsampling lowpass filter. In our
example, the decimation stages only make sense, if the adaptive filter operate
at the same sampling rate. Generally, in automobiles by far the strongest part
of the background noise lies within the lower frequencies up to approximately
1000 Hz ([33], p. 22ff). Hence, by just using the levels of xL(n) and b̂(n), it is
sufficient to calculate the level within a (highly) reduced spectral range, which
additionally saves processing time as well. The next optional processing block
of Fig. 17.6, worth to be mentioned, is the high pass filter, applied within the
b̂(n) branch, which we call the balancing highpass filter. Its job is to balance
the spectrum of the background noise such, that the system will be able to
react equally to the very intense road-noise or engine-noise as well as to much
less intense disturbances, originating from wind noise coming, e.g. from the
fan or an open window. Thereby we have to take the spectral distribution of
the different noise sources into account by adjusting the balancing highpass
filter adequately.

17.2.2.4 Voice Activity Detection

Last, but not least we also face a block called VAD, which stands for voice
activity detection. The purpose of this block is, as we can already guess by
its name, to diminish the influence, especially of voice, but generally of all
sorts of impulsive disturbances, to which also the slamming of a door can be
counted.
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17.2.2.5 The “Gain-Chase” Problem

Despite the application of an adaptive filter it is still possible that the whole
system may run into a feedback problem, which we call “gain chase”. Therefore
the danger of feedback increases as the volume is increased. To avoid such a
worse case scenario which, would eventually end in increasing the volume
to its maximum, we inserted a function-block denoted with f(x) into the
upper branch of Fig. 17.6, which as we see, is not an optional block anymore,
due to its importance to the overall stability of the system. The task of the
function f(x) is to reduce the influence of the source signal xL(n), depending
on the current volume setting, on the calculation of the final compression-ratio
and/or the volume-gain, resulting in a volume depending dynamic range of the
DVC algorithm. If we denote the output of the short-term power estimations
with x2

L(n) the gain chase function can be realized e.g. as a multiplication
with a gain factor that depends on the short-term input power:

f
(
x2

L(n)
)

= Gldg

(
x2

L(n)
)

x2
L(n) . (17.12)

An example for a level dependent gain factor is depicted in part (b) of
Fig. 17.7. In other words the higher the volume setting of the operator, the
lower the remaining dynamic of the DVC system becomes, up to a value where
we even deactivate the whole system. At such volume settings the audio sig-
nal is considered as loud enough that even the highest background noise levels
should not be able to severely mask the audio signal. If we denote the esti-
mated short-term power of the background noise with b2

min(n) we can compute
the compression ratio as a function of b2

min(n) and f(x2
L(n))

rcom(n) = fr

(
b2
min(n), f

(
x2

L(n)
))

. (17.13)

If we take a look at part (a) of Fig. 17.7 we see what happens in terms
of the volume gain at certain volume levels when the level of the background
noise b̂(n) varies within a range of 0 dB, . . . , 100 dB. The graph also shows
that in this example, up to a volume level of approx. −40 dB the full dynamic
range of 12 dB will be at the DVC systems command. From there on the
maximal dynamic of the DVC system gradually decreases, following therefore
the trajectory of the tunable anti gain chase function, shown in part (b) of
Fig. 17.7. As soon as a volume level exceeds a level of approx. −17 dB there
is no dynamic left any more. This means that at this point the whole DVC
system will be deactivated. The anti gain chase function can again be tuned
with the help of a table as already shown, e.g., in Fig. 17.3.

17.2.2.6 Estimation of the Background Noise Level

Instead of using a classical VAD algorithm in which the estimation of the
background noise will be blocked during speech intervals, we preferred to use
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Fig. 17.7. DVC compressor curves, corresponding to the volume as well as to the
accompanying anti gain chase curve, which is responsible for its actual shape.

a different sort of background noise estimation. This method is able to deliver
robust estimation values even during speech periods, to which the minimum
statistic method, known from [49] can also be counted.

Due to its simplicity and robustness, we, in fact, used a background noise
estimation scheme, shown in Fig. 17.8, based on [1], which can be interpreted
as a smoothing filter without memory . The way in which this scheme estimates
the background noise level can be described as follows: As soon as the cur-
rent, preferably pre-smoothed, estimated short-term power of the background
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Fig. 17.8. Signal flow diagram of a memoryless smoothing filter.

noise signal b2(n) exceeds the previously estimated background noise level
b2
min(n − 1), the estimate will be raised by a fix increment CInc, otherwise it

will be decreased by a fix decrement CDec:

b2
min(n) =

⎧⎪⎨⎪⎩
max

{
MinNoiseLevel, CInc b2

min(n−1)
}

, if b2(n) > b2
min(n−1)

max
{

MinNoiseLevel, CDec b2
min(n−1)

}
, else.

(17.14)

If a car is running e.g. at a speed from 30 to 50 km/h there is no – or just a
small – need to do any DVC at all, assuming ordinary operation conditions.
Obviously the background noise within the car will not be zero, before the
DVC actually starts its work. The threshold of this minimum allowable back-
ground noise which does not cause an operation of the DVC system can be
adjusted by the parameter MinNoiseLevel. But the main reason for a correct
adjustment of MinNoiseLevel is to avoid extremely long onset times, which
would be encountered if the estimated background noise level b2

min(n) would
start at values close to zero, due to the usually applied very small increment
values. Fig. 17.8 shows a flow diagram of the background noise estimation
scheme.

Typical values for the parameters of the memoryless smoothing filter in
DVC applications are:
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CInc ≈ 1 dB/s ,

CDec ≈ −5 dB/s ,

MinNoiseLevel ≈ −60 dB .

(17.15)

During several tuning sessions we found out, that the ratio between the
linear increment 1−CInc and the linear decrement 1−CDec remained approx-
imately constant within a range of

1 − CDec

1 − CInc
= −4 . . . − 6 . (17.16)

At the first glance, an increment of about 1 dB/s seems very low, but on the
one hand it corresponds quite well with the average noise increment that can
be measured in a car when accelerating from 50 km/h, which corresponds to
a typical speed when entering an expressway, to 160 km/h, which stands for
a considerably high noise disturbance. On the other hand, too high values of
CInc would inevitably lead to a system that reacts on short-term disturbances
as they occur, e.g., during pavement changes or shifting of gears.

17.2.2.7 A First Basic System and Some Reflections About It

If we now fit all the components together we would end up in system similar to
the one shown in Fig. 17.9. There, the only part that probably still needs some
explaining words is the filter entitled with HHP(z). This filter block can be seen
as an option and should be applied if the utilized microphone incorporates a
highpass filter, as known as prewhitening in acoustic echo cancellation (AEC)
applications. Otherwise, if a microphone with a constant transfer function is
used, the filter block HHP(z) need not be inserted.

So far, the DVC system of Fig. 17.9 already solves many practical problems
as listed in Tab. 17.1. In the course of the research process we found that
there was still enough room for enhancements. For instance, we realized, that
the filter coefficient vector of the adaptive filter ĥ(n) diverges whenever an
impulsive noise i.e. a short-term noise burst with high energy content, such
as voice, appeared. After such a destruction of ĥ(n) it takes a while until
the adaptive filter readapts ĥ(n). During this time a lot of energy from the
source signal cannot be correctly subtracted from the microphone signal y(n),
resulting in an erroneous estimated background noise signal b̂(n), which can
end up in an undesired increase of the volume.

17.2.2.8 Adaptation Control

This instance could be improved by the utilization of an adaptive adaptation
step size

µ −→ µ(n)
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Fig. 17.9. Signal flow diagram of a simple microphone based DVC system.

(see Eqn. 17.9), realized using, e.g., the delay coefficient method [68]. That
avoids destructive effects of impulsive interferences like speech signals during
the adaptation process. Thus, the approximation of the loudspeaker enclosure
microphone (LEM) system remains stable even during such disturbances, pre-
suming the LEM system remains unaltered during this time, which is so in

Table 17.1. Problems solved with the simple DVC system shown in Fig. 17.9.

Problem Solution

Separation of the source signal and the
Adaptive filter

background noise within the microphone signal

Stability of the system, even at high volume
settings

Anti gain chase function

Immunity to impulsive disturbances
Memoryless smoothing filter

such as voice

Sensitivity to booming disturbances such as
road or engine noise

Balancing high pass filter
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the vast majority of cases. Step-size control leads to a system reacting much
more stable in such situations. Our adaptive adaptation step size µ(n) takes
two measures into account (see Fig. 17.10):

• the current signal-to-noise ratio (SNR), that can be estimated in an easy
manner by taking the ratio of the smoothed source signal |x(n)| and the

smoothed, approximated background noise signal |̂b(n)|
• as well as the estimated system distance Dist(n).

The current system distance will be estimated by utilizing the sum of the ab-
solute values of the Nt delayed (filter) coefficients. Therefore the estimation
of the system distance can be explained as follows: Due to the fact that we
inserted a defined delay element in the microphone branch with a maximum
length of Nt, we know how the (at least) Nt leading filter coefficients within
ĥ(n) must look like. The sum of the magnitudes of these Nt delayed (filter)
coefficients of ĥ(n) can hence be interpreted as a measure for the system dis-
tance, telling us how far the adaptive filter has already converged. If we do
have to insert a delay line within the microphone branch at all, depends on
the distance of the closest loudspeaker to the microphone. If this distance is
long enough, such that the wave traveling from the speaker to the microphone
exceeds the time represented by the desired Nt delayed coefficients, an inser-
tion of a delay line within the microphone branch can be omitted. Otherwise,
at least the difference between the minimum runtime and the Nt delayed filter
coefficient have to be considered.

Now after disposing over all necessary signals, we can summarize the gen-
eration of our adaptive adaptation step size calculation as shown in Eqs. 17.17
to 17.21:

+

~

~

Microphone

Noise
source

Signal
source

LEM system

Loudspeaker

Enclosure

Short-term
power estimation

FIR filter

Short-term
power estimation

NLMS

Step-size
computation

x(n)

|x(n)|

b(n)

b̂(n)

|̂b(n)|

d̂(n)

y(n − Nt)

H(z)

Nt

z−Nt

µ(n)

Dist(n)

Fig. 17.10. Signal flow diagram of an adaptive filter with an adaptive adaptation
step size utilizing the delay coefficient method.
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µ(n) = Dist(n)SNR(n) , (17.17)

Dist(n) =
1
Nt

Nt∑
i=1

∣∣ĥi(n)
∣∣ , (17.18)

SNR(n) =

∣∣x(n)
∣∣∣∣̂b(n)
∣∣ , (17.19)

∣∣x(n)
∣∣ = αx

∣∣x(n)
∣∣+ (1 − αx

) ∣∣x(n − 1)
∣∣ , (17.20)∣∣̂b(n)

∣∣ = αb̂

∣∣b̂(n)
∣∣+ (1 − αb̂

) ∣∣̂b(n − 1)
∣∣ . (17.21)

For the constants in the equations above the following settings showed good
results:

Nt = 5, . . . , 20 , (17.22)
αx = 0.99 , (17.23)
αb̂ = 0.999 . (17.24)

17.2.2.9 Gain Mapping Function

Real-time tests showed that the unmodified DVC gain leads to an increas-
ing over-compensation. Hence, we had to introduce a tunable gain mapping
function, such as the one shown in Fig. 17.11 (a):

Gout(n) = fGM

(
Gin(n)

)
. (17.25)

By applying this gain mapping function we can correct for the undesired
behaviour.

An explanation for this phenomenon can be found, e.g., in [69]. There it
is described that humans do not mathematically correct sense the loudness of
a signal. We rather have a different impression of loudness, depending on the
current level respectively on the current volume of the signal, with the effect,
that one has to rise its level more if a signal is played back with a small volume,
on the one hand and, on the other hand one does not have to increase the
level so much if played back with a high volume, to get a psychoacoustically
equal increase of loudness.

Additionally we found that we had to tune the MinNoiseLevel, already
known from Fig. 17.8 anew, every time we changed the volume. Thus, we
replaced the single value MinNoiseLevel by yet another tunable, volume
dependent function like the one shown in Fig. 17.11 (b):

MinNoiseLevel −→ MinNoiseLevel(n) = fMNL

(
V (n)

)
. (17.26)

The quantity V (n) describes the volume that can be adjusted by the user.
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Fig. 17.11. Gain mapping and Volume V (n) dependent MinNoiseLevel function.

17.2.2.10 Loudness Filter

Up to now we described DVC systems capable to exclusively modify the vol-
ume gain. During several test drives with such DVC systems we recognized
that especially at high noise levels the sound became more and more lifeless.
This means that the spectral balance of the musical signal had increasingly
been deranged, resulting mainly in sounds with partly far too less bass. This
problem could not be solved by a pure adjustment of the volume any more. In
fact this issue asked for a frequency dependent change of the volume, hence
an additional control using an adaptive equalization filter.

As a first and probable simplest solution to counteract this case we thought
why not utilize a signal processing tool we have already been using in our
audio systems for years, namely the loudness filter HBP(z, n) as described in
Sec. 17.2.1.

The question how we finally succeeded in profitably combining the loudness
filter with our DVC system, capable of solely generating a volume gain can
easily be answered. As shown in Fig. 17.12, we only had to place the DVC
system after the loudness filter, such that volume changes, caused by the
DVC system, does not affect the operation of the loudness filter. In other
words we separated the volume, set by the operator of the audio system and
the volume gain from the DVC system, whereby the loudness filter should
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only be influenced by the manually and not by the automatically adjusted
volume.

~

Signal
source

Manual volume
(adjusted by the user)

LoudspeakerManual volume
control

Volume controlled
loudness filter

Automatic volume
control

Volume gain from the
DVC system

HBP(z, n)

Fig. 17.12. Combination of a DVC system with a conventional loudness filter.

This little trick empowered us to generate something like a first approxi-
mation of a desired equalization on top of the DVC system.

17.2.2.11 Multi-Band Dynamic Volume Control Systems

A better performance can be reached if we split the spectrum into several
subbands, applying a separate DVC system in every band, leading to a simple
form of a dynamic equalization control (DEC) algorithm. Therefore, we also
have to provide a broadband version of the estimated background noise b̂(n),
which cannot be achieved with a single time domain adaptive filter, since
the individual reference signals are modified independently. In order to get
a broadband estimation of b̂(n) it is sufficient to split the input signal into
at least three bands, where the first cut-off frequency may be settled around
fXover,low ≈ 700 Hz and the the second one around fXover,high ≈ 5000 Hz. As
an alternative one could also use the specified cut-off frequencies of the loud-
speakers if two or three way speakers are installed in the car. Fig. 17.13 shows
how such a time-domain multi-band DVC system with individual adaptive
filters may look like.

Now after introducing several improvements of the previous DVC system,
like the one in Fig. 17.9 it is time to collect the – so far achieved – interim
results again (see Tab. 17.2).

Despite the fact that we already tried to give the current DVC system
something like a “spectral touch” by combining it with the loudness filter, it
is still a method which purely generates one or, if applied in several bands,
more levels out of the estimated background noise signal b̂(n). This volume
gain need not be applied to all speakers respectively channels in the same
manner. We also have the freedom to map the control signal individually
for each channel, if desired. This can be beneficial, if we face a situation
where we do have different background noise levels at different parts within
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Fig. 17.13. Multi-band adaptive DVC system with adaptive filters.

the vehicular compartment, caused e.g. by a sunroof. In such cases it can be
advantageous to provide the front passengers with more control dynamic than
the rear passengers.

17.2.2.12 Multi-Channel Systems

Without any doubt, a much better performance could be achieved if every
possible seating position within the passengers compartment had its own DVC
microphone, resulting in an individualized DVC (=IDVC), respectively an
individualized DEC (=IDEC) system, such as displayed in Fig. 17.14.

After elaborating the ability to get a broadband estimation of b̂(n) we
thought about the possibilities to realize a true DEC system, meaning that
we want to design a system that operates close to what its name stands for.
Such a system should be able to equalize the source signal x(n) depending on
the spectral shape of the estimated background noise signal b̂(n).
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Table 17.2. Modification and improvements for DVC systems.

Modification Improvement

Adaptive adaptation Enhancement of the adaptive filter by making it
step size more robust against burst-like disturbances

Considering the psychoacoustically justified,
Gain mapping function level dependent loudness impression within the

volume gain calculation

Volume dependent Increasing the initial response time of the
MinNoiseLevel function DVC system

Combination of the Taking the spiritless low frequency performance
DVC system with a of the DVC system into account, especially

loudness filter when high volume gains are required

17.2.2.13 Linear Prediction Based Equalization Systems

An efficient method of calculating such an equalization filter in the time do-
main, directly out of the estimated background noise signal b̂(n) uses the
linear predictive coding (LPC) method. Therefore the LPC analysis, known
e.g. from [33], delivers the reflection, so-called PARCOR or LPC coefficients
which, inserted into a prediction filter approximates the PSD of the current,
estimated background noise signal b̂(n). After computing the coefficients a
filter should be applied to the source signal x(n) as one can see in Fig. 17.15.

Besides a nonlinear frequency resolution, the human ear as well comprises
of a level dependent sensitivity which has its maximum at a frequency from
around 1 to 2 kHz. This property of the human ear should be accounted for in

Front, left

Rear, left

Front, right

Rear, right

DVC / DEC
unit 1

DVC / DEC
unit 3

DVC / DEC
unit 2

DVC / DEC
unit 4

Subwoofer

Fig. 17.14. Multi-channel DVC/DEC system.
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Fig. 17.15 by the optional block named psychoacoustic filter. As an example
this can be an A-weighting filter or an ordinary highpass filter serving as a
first approximation of the latter.

A problem, which has not been discussed yet is the influence of potential
impulsive disturbances, like voice within b̂(n), on the LPC analysis. For sure,
we do not want the LPC analysis being disrupted by such disturbances, hence
we have to find a way to make it robust or if possible even immune against
them. An easy way making the LPC analysis at least more robust to short-
term burst like disturbances within b̂(n) is to enlarge its update time.

An efficient method how the LPC coefficients can, in an iterative fash-
ion, be calculated is given by the so-called gradient adaptive lattice (GAL)
argorithm as introduced, e.g., in [45]. On the one hand with the GAL we
do have the possibility to slow down its update rate simply by enlarging its
iteration parameter µstep. On the other hand we do save in comparison to
the otherwise often used Levinson-Durbin recursion quite a bit of processing
power. A filter structure with which the GAL can be realized in an easy way,
is known as the adaptive lattice predictor (ALP).

Lattice stage 1 Lattice stage 2

b̂(n)

f0(n) f1(n) f2(n)

b0(n) b1(n) b2(n)

K1(n) K2(n)

z−1z−1 ︸ ︷︷ ︸︸ ︷︷ ︸
Fig. 17.16. Second order adaptive lattice predictor.

According to the ALP filter structure, where an example of an second
order ALP filter is shown in Fig. 17.16, the GAL algorithm can therefore be
summarized as follows:
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Ki(n + 1) = Ki(n) +
µstep

Pi(n)

(
fi−1(n) bi(n) + bi−1(n − 1) fi(n)

)
(17.27)

with
Pi(n) = (1 − α)Pi(n − 1) + α

(
f2

i−1(n) + b2
i−1(n − 1)

)
. (17.28)

Eqs. 17.27 and 17.28 have to be computed for i = 1, · · · , N , whereas N
denotes the filter order. It was shown, that this algorithm delivers a good per-
formance for nonstationary signals, when µstep = α, where α is the smoothing
factor used in Eq. 17.28. To disentangle the problem of the naming, Eq. 17.27
is called the GAL algorithm, with which the LPC coefficients can be calcu-
lated. The ALP filter, such as shown in Fig. 17.16, forms the foundation on
which the GAL algorithm is based on, i.e. where the GAL algorithm obtains
its signals from.

As soon as we have derived the LPC coefficients from b̂(n) we have to
insert them into a predictor, respectively, into an allpole filter to get an ap-
proximation of the PSD trajectory of b(n) as equalization filter.

Lattice stage 2

(Optional
allpass
output)

Lattice stage 1

xL(n)

f0(n)f1(n)x(n) = f2(n)

b0(n)b1(n)b2(n)

K1(n)K2(n)

z−1 z−1︸ ︷︷ ︸ ︸ ︷︷ ︸
Fig. 17.17. Second order lattice allpole filter.

The lattice allpole filter – as an example, a second order version is displayed
in Fig. 17.17 – is an easy way how the LPC coefficients, calculated by the
GAL algorithm, can directly be utilized to implement the equalization of the
source signal. Depending on the chosen order of the GAL algorithm, the LPC
coefficients reflect more or less exact the PSD of the estimated background
noise signal b̂(n) but do not provide any information about its magnitude.
Usually the magnitude of the predictor filter, fed with the LPC coefficients,
is much too big, hence we have to scale it accordingly. As a simple solution to
calculate a scaling factor G̃L1(n), capable to fit the maximum of the prediction
filter to 0 dB, we decided to use the L1 norm scaling, which can be described
as

G̃L1(n) =
1

∞∑
i=0

∣∣∣hLPC,i(n)
∣∣∣ . (17.29)

Theoretically we would need infinite samples of the impulse response of the
prediction filter to get the exact scaling value. However, after a limited number
of samples we can stop the calculation of the scaling factor without losing too
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much precision. We utilize this value as a new input for a first order IIR
lowpass smoothing filter which delivers the scaling factor GL1(n) that will
finally be applied:

GL1(n) = αG G̃L1(n) +
(
1 − αG

)
GL1(n − 1) . (17.30)

The smoothing helps to keep the variance of the scaling low and can be
applied due to the fact that the statistics of the background noise usually
does not change abruptly. After the normalization of the prediction filter to
0 dB, we have to assess to what extent the equalization – realized by the
prediction filter – should be allowed to modify the source signal x(n). This
decision mainly depends on the current level of the background noise b(n),
from which we already have an estimation, represented by the DVC output
signal, i.e. the volume gain GDVC(n). Hence, it makes sense to couple the
functionalities of the predictor filter, representing the DEC system with those
of the DVC system. A structure showing how such a combination could be
implemented can be found in Fig. 17.18.

If we take a closer look at the DEC kernel, as shown in Fig. 17.19, we
discover a similarity to the mode of operation of a parametric filter, known
e.g. from [70], which indeed had been adopted in the realization of the DEC
part.

The first parameter, denoted as GL1(n), cares for the normalization of
the parametric filter to 0 dB. The task of the second parameter, denoted as
GDEC(n), is to decide how much equalization should be applied. This pa-
rameter depends on the estimated current background noise b̂(n). It is clear
that more equalization will be applied, if the background noise level and thus
also the parameter GDEC(n) rises. The parameter GDEC(n) does not have to
be equal to the gain parameter GDVC(n) that was already calculated by the
DVC system. More likely it will be scaled or differently modified to fit the
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Fig. 17.18. Signal flow diagram showing a possible combination of a DVC and a
DEC system.
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DEC system such that we will eventually get a comfortable overall control
effect.

~
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Filter

Filter
coefficients

Signal
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GL1(n) GDEC(n)

Fig. 17.19. Signal flow diagram of the DEC kernel.

Putting all the things together will lead to a DVC/DEC system as shown
e.g. in Fig. 17.20.

Details within Fig. 17.20 that have not been explained yet are, e.g., the
second anti gain chase function f2(x) for the control of the prediction fil-
ter, the smoothing of the (manual) volume V (n) as well as the limitation of
the maximally allowed system dynamic, adjustable by the parameter Dmax.
Additionally, in contrast to the DVC system of Fig. 17.9 the one in Fig. 17.20
does not use a dynamic compressor for the calculation of the volume gain. It
rather uses the smoothed, manual volume setting instead, which makes the
whole system more robust against fluctuations of the dynamics within the
source signal x(n).

After performing several test rides with an audio system, incorporating
such a system combining DVC and DEC functionalities, we actually could
denote a certain kind of improvement, compared, for example, to the one
known from Fig. 17.9. However, we still found ourselves confronted with some
undesired system behaviors. First of all we made the experience that a simple
reduction of the update rate of the GAL algorithm made the whole process
more robust against impulsive disturbances. On the other hand this improve-
ment was not sufficient for a practical application. Hence, we had to search
for different solutions making the GAL algorithm even more robust against
voice signals.

17.2.2.14 Systems with Beamforming

First of all, we came up with the idea to use a beamformer either to isolate
or deliberately block signals originating from a certain location within the
interior. The picture on the upper part of Fig. 17.21 therefore shows an exam-
ple how a beamformer could isolate a speech signal s(n). The isolated speech
signal s(n) can then be combined with the, also undesired source signal x(n),
before its mixture could then be blocked by the adaptive filter, leaving ideally
only the background noise signal b(n) behind. With the second option, shown
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in the lower part of Fig. 17.21 we try to get rid of the undesired speech signal
s(n) by blocking it with the help of a blocking beamformer, i.e. a beamformer
suppressing signals originating from a defined direction. This could be done
in automotive applications due to a more or less fix mounting of the seats.
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Fig. 17.21. DEC algorithms utilizing different types of beamformers to block un-
desired speech signals.

17.2.2.15 Psychoacoustic Weighting

However, the more elegant such solutions may seem the less they have to do
with a practical realization. Bearing in mind that customers want to spend
no or just a minimum amount of money for features such as a DVC or DEC
system we know that currently we will not have a chance to install several
microphones, necessary to design a beamformer. However, this could certainly
be a solution to further enhance the system in the future. Another option to
block the speech signal within b̂(n) would be to convert b̂(n) into the spectral
domain and apply then at every bin the memoryless smoothing filter, known
from Fig. 17.15.
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If we do so, it is easier if we can use the estimated short-term power
spectral density of the background noise directly and apply the psychoacoustic
weighting Wpa(ejΩm, n) directly in the DFT-domain. Afterwards, we can get
an estimate of the (short-term) autocorrelation function ŝb̂b̂(l, n) by applying
an inverse DFT to the weighted noise estimate:

ŝb̂b̂(l, n) = IDFT
{∣∣∣Wpa

(
ejΩm, n

) ∣∣∣2 B2
min (ejΩm, n)

}
. (17.31)

The estimated autocorrelation ŝb̂b̂(l, n) function can be used within the
Levinson-Durbin recursion in order to obtain the coefficients for the DEC
shaping filter.
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Fig. 17.22. Memoryless smoothing in the spectral domain to suppress impulsive
disturbances, without changing the spectral content of the smoothed signal.

With a method as presented in Fig. 17.22 we would be able to reliably block
all sorts of burst like disturbances within the signal b̂(n), without destroying
its spectral shape, necessary for the following LPC analysis. But it would also
imply a transition from the – up to now favored – processing in the time
domain to processing in the frequency domain. This offers more flexibility but
also means higher costs both in terms of memory as well as processing power.

17.2.3 Non-Acoustic Sensor Based Sound Systems

Before we close the first section of the chapter we will show, by means of an
example, how one can, in a beneficial way, combine a microphone signal with
several non-acoustic sensor signals.

In the example shown in Fig. 17.23 the microphone based part plays – in
contrast to the systems presented before – a minor part. With the reduction of
the spectral content of the microphone part up to not more than f ≈ 160 Hz
we do not have, on the one hand, major problems with voice anymore. On
the other hand, we give up all the possibilities involved with the measured
real background noise. Since the microphone records now only the very low
frequency range it could more accurately be described now as a vibration
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sensor, whose task it is to react to different environmental conditions like
different pavements or tires. All the rest will be controlled by non-acoustic
sensor signals such as the speed signal, the window signal, the volume, as
well as a signal indicating whether the system should be switched on or off.
Additionally, the system operates in three different spectral ranges, this is the
sub7, bass, and mid/high range. For every range a separate control strategy
in terms of gain adjustment and timing will be applied, in which we call the
time dependent transition from a previous to the current gain value as timing.
The gain values will be controlled mainly by the volume setting. Therefore
the volume adjusts the gain of a low-cut shelving filter which defines the
spectral shape of the gain function. This gain function will then be modified,
respectively shifted by the gain value originating from the microphone based
part of the system. Also only positive gain values will be allowed. The dynamic
will be controlled by the volume, following the volume dependent max-gain
function, which also cares about the stability of the system. This is comparable
to the previously introduced anti gain chase function. In this example the
window sensor signal only controls a simple gain offset, but it would be much
better to make this offset speed and/or volume dependent as well. However,
one thing is for sure: the faster one drives with an open window the higher
the disturbance.

With this short description of such a system we would like to close the
introductory part of this chapter and we will turn over to a more natural
way of solving the problem how a DEC system should be realized - at least
according to our point of view.

17.3 Spectrum-Based Dynamic Equalization Control

A far more important matter – confessed by our test drives – was that an
equalization solely driven by the PSD of the background noise b(n), as shown
in several systems within Sec. 17.2.2, did not reflect the ideal equalization.
This assumption became clear as soon as we confronted our DEC algorithm
known e.g. from Fig. 17.20 with artificial noise signals such as sinusoids. The
equalization methods described so far as DEC systems failed because they
would only be able to rise exactly at the frequency location where the sinusoid
had actually been inserted.

The experiences collected so far with the DVC/DEC systems showed that
we had to find a different way of considering the psychoacoustic properties of
the human auditory system if we want to calculate a better and thus more
natural equalizing filter. This leads to the forthcoming DEC system.

We found that such a DEC system can be implemented in a much easier
way in the spectral domain. This is mainly due to the availability of psychoa-
coustic models in the spectral domain but also due to the higher degree of
7 The term sub describes the very low frequency range, e.g from 120 Hz down to

20 Hz.
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flexibility offered by transferring the signal processing units into the frequency
domain. Of course, several parts of the overall system, such as the adaptive
filter, could remain in the time domain, but in order to get a closed and com-
pact DEC system we decided to shift the calculation of the adaptive filter into
the spectral domain, too. Another advantage of doing the calculations in the
frequency domain has already been mentioned at the end of Sec. 17.2.2. There,
we mentioned an elegant and easy way of getting rid of impulsive noise dis-
turbances by applying the already known memoryless smoothing filter in the
spectral domain, separately for every single FFT bin. In doing so we can, on
the one hand, reduce the disturbing influence of impulsive noise, like speech,
in a robust and easy way. On the other hand we get an estimation of the spec-
tral shape of the background noise. Fig. 17.24 displays a signal flow diagram,
combining all necessary processing blocks within the spectral domain.
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Fig. 17.24. Signal flow diagram, showing the principle of a psychoacoustically mo-
tivated, spectral domain DEC system.

17.3.1 Frequency Domain Adaptive Filter

For reasons to decrease the processing load we decided to leave the calculation
of the error signal e(n) in the time domain. As an example, we used a frequency
domain adaptive filter (FDAF) within Fig. 17.24, known e.g. from [21,29,58],
representative of the obligatory adaptive filter.

Fig. 17.25 shows the signal flow of such a FDAF algorithm in more detail.
Thereby the FDAF is nothing but the block LMS algorithm, realized in the
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frequency domain, with the only difference that the FDAF comprises a time
and frequency dependent adaptation step size µ(ejΩm, n), increasing its rate
of convergence by orthogonalizing the input signal. This leads to an adaptive
filter, able to converge faster than its time domain counterpart, i.e. the block
LMS algorithm. This is true if a colored input signal is used as reference,
which is, in practical applications most of the time the case.
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Fig. 17.25. Signal flow diagram of an overlap-save frequency domain adaptive filter.

Tab. 17.3 summarizes the complete FDAF algorithm. One thing worth to
be mentioned is that we could also skip the last item within Tab. 17.3 called
“Tap weight constraint”. This leads to the unconstraint FDAF, which is, on



648 M. Christoph

Table 17.3. Summary of the frequency domain adaptive filter (FDAF).

Algorithmic part Corresponding equations

Filtering:
X
(
ejΩ, n

)
= FFT

{
x(n)

}
,

d̂(n) = IFFT
{

X(ejΩ , n) W̃
(
ejΩ, n

) }
,

with

x(n) =
[
x(nL − N + 1), . . . , x(nL + L − 1)

]T
,

L = Block length,

N = Filter length.

Error estimation:
e(n) = y(n) − d̂(n),

with

y(n) =
[
y(nL), . . . , y(nL + L − 1)

]T
.

Step size:
σ̂2

X,m(n) = α σ̂2
X,m(n − 1) + (1 − α)

∣∣∣X (ejΩm, n
) ∣∣∣2,

µm(n) =
µ(n)

σ̂2
X,m(n)

,

for m = 0, . . . , M − 1,

µ(n) =
[
µ0(n), µ1(n), . . . , µM−1(n)

]T
,

with
µ(n) = Not normalized step size,

M = N + L − 1.

Filter adaptation:
E
(
ejΩ, n

)
= FFT

{[
0

e(n)

]}
,

W
(
ejΩ, n + 1

)
= W̃

(
ejΩ, n

)
+2 diag

{
µ(n)

}
diag

{
X∗(ejΩ, n

) }
E
(
ejΩ, n

)
.

Filter constraint:
w(n + 1) = First N elements of IFFT

{
W
(
ejΩ, n + 1

)}
,

W̃
(
ejΩ, n + 1

)
= FFT

{[
w(n + 1)

0

]}
.
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the one hand, less demanding but, on the other hand, suffers from a reduced
rate of convergence and a limited steady state performance.

In Tab. 17.3 as well as in the following tables all frequency domain vectors
are denoted as

X
(
ejΩ, n

)
=
[
X
(
ejΩ0, n

)
, X
(
ejΩ1, n

)
, . . . , X

(
ejΩM−1, n

) ]T
(17.32)

with

Ωm =
2π

M
m . (17.33)

Surely, the FDAF algorithm, especially in its unconstraint form, reflects
probably the most efficient way how one can implement an adaptive filter in
the spectral domain, but it also got its disadvantages. Firstly the delay of
the FDAF corresponds to its block length, which, if implemented in its most
efficient form, matches half of the FFT length. This is very often considered
as too much, especially if used in hands-free telephone systems, in which the
ITU, ETSI, and VDA recommendations are quite strict, especially in terms of
totally allowed delay times. Secondly, even if realized in its constraint version,
the convergence rate of the FDAF sometimes is not considered as fast enough.

17.3.2 Generalized Multidelay Adaptive Filter

An adaptive filter being more flexible then the FDAF algorithm can be
found in the generalized multidelay adaptive filter (GMAF), also known, e.g.,
from [4, 5, 9, 10, 12, 27, 31, 46, 53, 54, 59–61] as the generalized multidelay filter
(GMDF), the partitioned block frequency domain adaptive filter (PBFDAF),
the multidelay filter (MDF) or the extended multidelay filter (EMDF), just to
name a few, all able to compensate for the deficiencies of the FDAF.

The structure of the GMAF can be seen in Fig. 17.26, whereas Tab. 17.4
shows the corresponding summary of the the algorithm. The GMAF captivates
by its ability to freely scale its block length, on the one hand as well as by
its flexible adjustment of the delay time by splitting the desired length of the
adaptive filter in partitions. Now, the remaining delay solely depends on the
effective partition length and not on the overall filter length any more. The
block length can again be chosen up to half of the partition length, which
corresponds to half of the FFT length, as well. But it can also be much shorter
than that, down to an effective block length of only one sample, which marks
the lower bound of the limit.

Obviously with the GMAF one is able to freely scale between an effective
implementation, by utilizing the maximal block length of half the FFT length
and a very fast converging algorithm, by gradually reducing its block length
down to just one sample feed. Also the “tap weight constraint” of Tab. 17.4 can
be skipped, just as in the FDAF algorithm, leading again to a more efficient
implementation, incorporating the same deficiencies, as previously described
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Fig. 17.26. Signal flow diagram of a generalized multidelay adaptive filter.

in the FDAF algorithm. But now we do have to constrain not just one adaptive
filter as in the FDAF algorithm, but P partitions, which of course means a
higher effort. A strategy, able to tremendously reduce the effort, by worsening
the convergence properties of the system, only a bit, at the same time, exist
in calculating the constraint of only one partition per block, such as described
e.g. in [23,25,26,64].

An additional advantage of the GMAF algorithm is that – due to its
scalability – we are now able to design a system that makes use of the available
system resources to a much higher extend. For example, usually DSPs do
not dispose over enough internal RAM, because much internal RAM means a
bigger die, which requires more silicon, which itself corresponds to higher costs.
Hence DSPs usually do not possess much internal RAM8, but often do have

8 The terms RAM, SRAM, and DRAM abbreviate random access memory, static
random access memory, and dynamic random access memory, respectively.



Table 17.4. Summary of the generalized multidelay adaptive filter (GMAF).

Algorithmic part Corresponding equations

Filtering:
X0

(
ejΩ, n

)
= FFT

{
x0(n)

}
,

d̂(n) = Last M elements of d̃pre(n)

with

x0(n) =
[
x(nL − R + 1), . . . , x(nL + L − 1)

]T
,

L = Block length,

R = Partition length,

N = P R = Filter length,

M = R + L − 1,

d̂pre(n) = IFFT

{
P−1∑
p=0

Xp(ejΩ , n) W̃p
(
ejΩ, n

) }
,

Xp
(
ejΩ, n

)
= Xp−1

(
ejΩ, n − P

)
for p = 1, ..., P − 1.

Error estimation:
e(n) = y(n) − d̂(n),

with

y(n) =
[
y(nL − R + 1), . . . , y(nL + L − 1)

]T
.

Step size:
σ̂2

X,m(n) = α σ̂2
X,m(n − 1) + (1 − α)

∣∣∣X0

(
ejΩm, n

) ∣∣∣2,

µm(n) =
µ(n)

σ̂2
X,m(n)

,

for m = 0, . . . , M − 1,

µ(n) =
[
µ0(n), µ1(n), . . . , µM−1(n)

]T
,

with

µ(n) = Not normalized step size.

Filter adaptation:
E
(
ejΩ, n

)
= FFT

⎧⎨⎩
⎡⎣ 0

e(n)

⎤⎦⎫⎬⎭ ,

Wp
(
ejΩ, n + 1

)
= W̃p

(
ejΩ, n

)
+2 diag

{
µ(n)

}
diag

{
X∗

p

(
ejΩ, n

) }
E
(
ejΩ, n

)
.

Filter constraint:
wp(n + 1) = First M elements of IFFT

{
Wp

(
ejΩ, n + 1

)}
,

W̃p
(
ejΩ, n + 1

)
= FFT

{[
wp(n + 1)

0

]}
.
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a fast interface to external SRAM or DRAM, which are much cheaper. It is
often necessary to exchange data to and from the external storage, especially
if we talk about huge amounts of data and are, at the same time keen in
keeping the internal data amount to a minimum. If one is confronted with
such a practical situation the GMAF can often help a lot in utilizing the
given system resources, more efficiently.

17.3.3 Step-Size Control

Furthermore, an adaptive adaptation step size can also be realized in the
spectral domain, providing more opportunities as its counterpart in the time
domain utilizing, e.g., the delayed coefficients method. Examples how one can
effectively realize such an adaptive adaptation step size can e.g. be found
in [28,34].

Tab. 17.5 summarizes the algorithm of [28] which does not solely deliver
the desired adaptive adaptation step size µ(ejΩm , n), but also – in a statistical

Table 17.5. Summary of the calculation of the adaptive adaptation step size and
the adaptive post filter.

Algorithmic part Corresponding equations

Step size:
µ
(
ejΩm, n

)
=

∣∣∣G (ejΩm, n
) ∣∣∣2 ∣∣∣X (ejΩm, n

) ∣∣∣2∣∣∣E (ejΩm, n)
∣∣∣2 ,

µ
(
ejΩ, n

)
=
[
µ
(
ejΩ0, n

)
, . . . , µ

(
ejΩM−1, n

) ]T
.

Post filter:
H
(
ejΩ, n

)
= 1 − µ

(
ejΩ, n

)
,

with

1 =
[
1, . . . , 1

]T
.

Convergence state:
∣∣∣G (ejΩm, n + 1

) ∣∣∣2 =
∣∣∣G (ejΩm, n

) ∣∣∣2 (1 − µ
(
ejΩm, n

) )
+∆

(
ejΩm, n

)
,

with

∆
(
ejΩm, n

)
= C

∣∣∣W (
ejΩm, n

) ∣∣∣2,
C = Constant which has to be adjusted

according the current overlap,
with 0 < C 
 1.
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point of view – an optimal adaptive post filter H(ejΩm , n). This filter is able
to suppress residual echoes as well. An advantage of this purely statistical
method of calculating the adaptive adaptation step sizes µ(ejΩm , n) in the
frequency domain is that it intrinsically decrees, not only over a method to
protect an already converged adaptive filter tap weight vector against impul-
sive disturbances, but also avoids a blocking of the adaptation process due to
abrupt changes of the LEM system, after the adaptive filter has already con-
verged close to its stationary point. Especially the adaptive post filter, which
cares for sufficient echo reduction turned out to be of great benefit in our DEC
system. This was mainly due to the fact that a typical audio system, in which
the DEC system will finally be embedded, usually comprises not only a single
loudspeaker but rather a plurality of speakers. Each contributes its own part
to the overall microphone signal y(n). Hence we would need as many adap-
tive filters as we actually have LEM paths in the real system, which would,
theoretically be possible, but would also ask for completely uncorrelated ref-
erence signals feeding each loudspeaker in the system, to avoid the ambiguity
problem, known e.g. from stereo acoustic echo cancelation (SAEC).

17.3.4 Multi-Channel Systems

Stereo signals are by far the most applied reference signals in audio systems.
Knowing that they are usually sufficiently decorrelated from each other, we
decided to use a SAEC instead of a mono AEC algorithm to further increase
the echo reduction and so the stability of the DEC system. Of course there
are also multi-channel audio formats, such as DTS or AC3, to name just a
few, available, but until now, they still play a minor role within automobile
entertainment systems. Thus, we generally cannot reckon with more than
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Fig. 17.27. Signal flow diagram showing the principle of a stereo acoustic echo
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two, sufficiently decorrelated channels, even if talking about high end audio
systems, limiting us to a SAEC systems, as shown in Fig. 17.27, but without
being confronted with the ambiguity problem as some may face in pure SAEC
applications. It is possible to artificially decorrelate the rest of the loudspeaker
signals such that we could also adapt to the rest of the individual LEM system,
but this is strictly forbidden due to the fact that we would then inevitably
modify the audio signals in an undesired way, which would then influence
some of the audio algorithms such as surround sound algorithms negatively.
This, of course, has to be avoided.

Tab. 17.6 shows the collected formulae necessary to implement a SAEC,
based on the overlap and save FDAF algorithm. The parameter K has to be
set to K = 2 in order to correctly reflect the realized stereo version of the
SAEC. Again, the constraint can – if desired – be omitted, or as previously
described can be done selectively, i.e. one constraint per block, and not as
usually desired and described in Tab. 17.6, all constraints per block.

Naturally, the calculation of the adaptive adaptation step size as well as of
the adaptive post filter changes with the introduction of the SAEC algorithm.
For this reason we again collected the necessary formulae, in Tab. 17.7 to show
the interested reader how to do the necessary calculations in this case.

17.3.5 Estimating the Power Spectral Density of the Background
Noise

As already mentioned in the beginning of this section, we can use the memory-
less smoothing filter, as shown in Fig. 17.15 almost unaltered in the spectral
domain as well to exclude undesired impulsive disturbances within the es-
timated background noise signal b̂(n), without changing its spectral shape.
Better results could be achieved if we pre-process the error signal E(ejΩm , n)
originating from the SAEC filter by firstly estimating its PSD, secondly
smoothing the same over time with different smoothing parameters for falling
and rising signal edges and thirdly smoothing the resulting signal in the fre-
quency domain as well, by applying again different smoothing parameters for
the increase and decrease case. Furthermore, doing the same smoothing from
the low to the high frequencies and then vice versa, again, with the same
parameters, to avoid spectral shifts of the, in this way frequency smoothed
signal.

17.3.5.1 Adaptive Increment Parameter CInc(Ω, n)

Fig. 17.28 shows the signal flow of the memoryless smoothing filter in the
spectral domain, which additionally comprises a frequency dependent, adap-
tive increment parameter CInc(Ω,n). The reason why we introduced such an
adaptive increment parameter is because the algorithm with just a fix incre-
ment is not able to react fast enough to abrupt risings of the background
noise signal, happening e.g. when one opens a window while driving at a
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Table 17.6. Summary of the multichannel acoustic echo canceller, based on the
FDAF. For the stereo case we have to set K = 2.

Algorithmic part Corresponding equations

Filtering:
Xk

(
ejΩ, n

)
= FFT

{
xk(n)

}
,

d̂(n) = Last L elements of d̃pre(n)

with

xk(n) =
[
xk(nL − N + 1), . . . , xk(nL + L − 1)

]T
,

L = Block length,

N = Filter length,

K = Number of input channels,

M = N + L − 1,

d̂pre(n) = IFFT

{
K−1∑
k=0

Xk(ejΩ , n) W̃k

(
ejΩ, n

) }
.

Error estimation:
e(n) = y(n) − d̂(n),

with

y(n) =
[
y(nL), . . . , y(nL + L − 1)

]T
.

Step size:
σ̂2

X,m(n) = α σ̂2
X,m(n − 1) + (1 − α)

1

K

K−1∑
k=0

∣∣∣Xk

(
ejΩm, n

) ∣∣∣2,

µm(n) =
µ(n)

σ̂2
X,m(n)

,

for m = 0, . . . , M − 1,

µ(n) =
[
µ0(n), µ1(n), . . . , µM−1(n)

]T
,

with
µ(n) = Not normalized step size.

Filter adaptation:
E
(
ejΩ, n

)
= FFT

{[
0

e(n)

]}
,

Wk

(
ejΩ, n + 1

)
= W̃k

(
ejΩ, n

)
+2 diag

{
µ(n)

}
diag

{
X∗

k

(
ejΩ, n

) }
E
(
ejΩ, n

)
.

Filter constraint:
wk(n + 1) = First N elements of IFFT

{
Wk

(
ejΩ, n + 1

)}
,

W̃k

(
ejΩ, n + 1

)
= FFT

{[
wk(n + 1)

0

]}
.
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Table 17.7. Summary of the calculation of the adaptive adaptation step size and
the adaptive post filter for the SAEC algorithm.

Algorithmic part Corresponding equations

Step size:
µ
(
ejΩm, n

)
=

∣∣∣G(ejΩm, n
) ∣∣∣2 1

K

K−1∑
k=0

∣∣∣Xk

(
ejΩm, n

)∣∣∣2∣∣∣E (ejΩm, n)
∣∣∣2 ,

µ
(
ejΩ, n

)
=
[
µ
(
ejΩ0, n

)
, . . . , µ

(
ejΩM−1, n

) ]T
,

with

K = Number of input channels.

Post filter:
H
(
ejΩ, n

)
= 1 − µ

(
ejΩ, n

)
,

with

1 =
[
1, . . . , 1

]T
.

Convergence state:
∣∣∣G (ejΩm, n + 1

) ∣∣∣2 =
∣∣∣G (ejΩm, n

) ∣∣∣2 (1 − µ
(
ejΩm, n

) )
+∆

(
ejΩm, n

)
,

with

∆
(
ejΩm, n

)
=

C

K

K−1∑
k=0

∣∣∣Wk

(
ejΩm, n

) ∣∣∣2,
C = Constant which has to be adjusted

according the current overlap,
with 0 < C 
 1.

moderate or high speed. In such situations, the memoryless smoothing fil-
ter should act much quicker than the current one. We improved the current
memoryless smoothing filter by applying the working principle of the mem-
oryless smoothing filter to the increment parameter as well, leading to the
mentioned adaptive increment parameter CInc(Ω,n). Thereby this principle
can be described as follows:

• At the beginning the increment parameter CInc(Ω,n) starts at a very low,
fix value named CInc,min, small enough to securely suppress burst like noise
like speech, without sustainably deteriorating the long term shape of the
background noise PSD Ŝbb(Ω,n).
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• As long as the estimated background noise PSD, which, in fact acts
as output signal of the memoryless smoothing filter is lower then the
smoothed PSD of the error signal See(Ω,n), illustrating the input sig-
nal of the algorithm, the current increment parameter CInc(Ω,n) will be
increased by a fix increment, denoted as ∆Inc. This continues as long as
See(Ω,n) > Ŝbb(Ω,n−1) and CInc(Ω,n) < CInc,max, where CInc,max stands
for the upper limit of the increment parameter which need not be exceeded
by CInc(Ω,n).

• Otherwise, no matter what the current value of CInc(Ω,n) may be, as
soon, as See(Ω,n) ≤ Ŝbb(Ω,n − 1), CInc(Ω,n) will be, immediately reset
to CInc,min, to ensure a robust behaviour against impulsive disturbances,
again.

Of course this principle could also be applied for the decrement parameter
CDec, but tests showed that due to its already high value it has been considered
as unnecessary. Thus we left the decrement parameter as fix value, which
in contrast to the increment parameter, did not even need to be frequency
dependent.

PSD
estimation

Temporal
smoothing

Calculate Memoryless
smoothing

filter

Frequency
smoothing

in both directions

E(ejΩ, n) |E(ejΩ, n)|2

τup,temp τdown,temp τup,freq τdown,freq

CInc,max

CInc,min

∆Inc

CInc(Ω, n)

CInc(Ω, n)

CDecSee(Ω, n)

Ŝbb(Ω, n)

Ŝbb(Ω, n−1)

MinNoiseLevel(Ω)

z−1

Fig. 17.28. Memoryless smoothing filter with an adaptive increment parameter,
realized in the spectral domain.

So far we discussed the adaptive filter block of Fig. 17.24, called FDAF
and the block responsible for suppressing undesired impulsive disturbances,
named memoryless smoothing filter. What is still missing is a description
of the remaining psychoacoustically motivated gain-shaping function block,
whose task is to calculate the desired equalizing function G(ejΩ , n) out of the
source signal X(ejΩ , n) and the estimated background noise signal, depicted
as Bmin(ejΩ , n). But how do we actually succeed in calculating G(ejΩ , n)
taking psychoacoustic properties of our auditory system into account? First
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of all, the DEC system calculates with the help of a psychoacoustic mask-
ing model the masking threshold of the estimated background noise signal
as well as of the input signal respectively the reference signal. If the mask-
ing threshold of the reference signal resides completely or partially below the
masking threshold of the estimated background noise, the reference signal will
be completely or partially masked by the background noise signal. Hence, if
we equalize the reference signal by the difference of both masking threshold
we can rise the reference signal in such a way, that now all spectral parts of
it, masked before would now be located above, or at least at the same level as
the masking threshold of the background noise signal. So, it cannot mask the
reference signal any more. Frequency parts that has not been masked by the
background noise need not be raised, because they are still audible. Thus, it
is logical that we again restrict ourself solely to spectral amplifications of the
psychoacoustically motivated gain-shaping function.

Therefore any masking model able to calculate the masking threshold of
a given input signal would do the job but we deliberately decided to use the
masking model according to Johnston, which will be described in detail in
Sec. 17.3.7, due to its simplicity and scalability. These properties made its
integration into our spectral framework possible and easy.

17.3.6 Psychoacoustic Basics

The absolute threshold in quiet of hearing Tq(f) exhibits the least amount
of sound pressure needed to make a tone audible in an environment without
noise. The sound pressure level LSPL can be converted from the measurable
sound pressure p to its level, as shown in Eq. 17.34

LSPL = 20 log10

(
p

p0

)
, (17.34)

with

p0 = 20µPa . (17.35)

Analytically the threshold of hearing in quiet Tq(f) can be calculated as de-
picted in Eq. 17.36:

Tq(f) = 3.64 dB
(

f

1000 Hz

)−0.8

− 6.5 dB e
−0.6

(
f

1000 Hz
− 3.3

)2

+10−3 dB
(

f

1000 Hz

)4

. (17.36)

The human ear integrates various sound stimuli falling within limited fre-
quency bands, which are called critical bands (CB). It combines sounds occur-
ring in certain frequency bands regarding psychoacoustic hearing properties to
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form a joint hearing sensation. Sound events located in the same critical band
influence each other in a different way as sounds residing in different critical
bands. For example, two tones having the same level within one critical band
are perceived more quietly as when located in different critical bands. Since
a test tone within a masker can be heard when the energies are identical and
the masker falls into the frequency band which has the frequency of the test
tone as center frequency, the required bandwidth of the critical bands can
be determined. At low frequencies, the critical bands have a bandwidth of
100 Hz. At frequencies above 500 Hz, the critical bands have a bandwidth of
approximately 20 % of the center frequency of the respective critical band, as
shown in Tab. 17.8, adopted from [69].

Table 17.8. Bark table, including the upper/lower cut-off frequencies fcut, the
center-frequencies of the critical-bands fc, as well as its bandwidth ∆fb, according
to [69].

z fcut fc zc ∆fb z fcut fc zc ∆fb

Bark Hz Hz Bark Hz Bark Hz Hz Bark Hz

0 0
50 0.5 100

12 1720
1850 12.5 280

1 100
150 1.5 100

13 2000
2150 13.5 320

2 200
250 2.5 100

14 2320
2500 14.5 380

3 300
350 3.5 100

15 2700
2900 15.5 450

4 400
450 4.5 100

16 3150
3400 16.5 550

5 510
570 5.5 120

17 3700
4000 17.5 700

6 630
700 6.5 140

18 4400
4800 18.5 900

7 770
840 7.5 150

19 5300
5800 19.5 1100

8 920
1000 8.5 160

20 6400
7000 20.5 1300

9 1080
1170 9.5 190

21 7700
8500 21.5 1800

10 1270
1370 10.5 210

22 9500
10500 22.5 2500

11 1480
1600 11.5 240

23 12000
13500 23.5 3500

12 1720 24 15500

By lining up all the critical bands over the entire hearing range, a hearing-
oriented nonlinear frequency scale is obtained which is called the equivalent
rectangular bandwidth (ERB). Eq. 17.37 approximates the conversion of the
linear to the critical bandwidth resolution, i.e. the ERB scale.

BWc(f) = 25 Hz + 75 Hz ·
(

1 + 1.4 ·
(

f

1000 Hz

)2
)0.69

. (17.37)

The distance of one critical bandwidth is commonly referred to as one Bark.
The function
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zCBR = 13Bark · arctan
(

0.00076 f

Hz

)
+ 3.5 Bark · arctan

((
f

7500 Hz

)2
)

(17.38)

converts units from the linear frequency scale to the so called Bark scale. It
represents a nonuniform scaling of the frequency axis such, that critical bands
have the same width of exactly 1 Bark at any point.

The nonlinear relationship of frequency and critical-band rate scale has its
origin in the frequency-to-location transformation of the basilar membrane.
The Bark scale was specified by Zwicker [69] on the basis of masking threshold
and loudness investigations. It has been found that just 25 critical bands can
be arranged in the auditory frequency band from 0 to approximately 21 kHz
so that the associated Bark scale extends from 0 to 24 Bark.

Probably the easiest way to explain the phenomenon of (simultaneously)
masking in the spectral domain is by referring to one of the experiments
conducted by Zwicker in [69]. It has been found, that a sinusoidal test tone,
played at a level approximately 4 dB below the level of a bandpass filtered
noise signal, acting as masking signal, will completely be masked by the same.
However, this is only true if on the one hand the bandpass filter has a width
of 1 Bark and on the other hand the sinusoidal test tone will be adjusted right
at the center frequency of the bandpass filter, i.e. of the corresponding Bark.
By tuning the sinusoidal test tone off the center frequency we will see that the
masking threshold will drop with a slope of about 25 dB/Bark, if fTesttone < fc

and by approximately −10 dB/Bark, if fTesttone > fc. This means that the
level of the test tone has to be decreased if tuned off the center frequency
of the Bark fc, such that the masker, i.e. the bandpass filtered noise signal,
always playing at the same level, is still able to mask the new test tone, now
playing at a different frequency. Fig. 17.29 shows the masking thresholds of
the sinusoids, gathered by three different maskers, where the center frequency
of the masker as well as its bandwidth corresponds to the 2’nd, 8’th and
17’th Bark within the Tab. 17.8. Therefore it is worth mentioning, that the
depicted masking thresholds have been found separately, meaning by applying
the individual masker one after another and not simultaneously. The typically
triangular shape of the masking threshold, depicted in Fig. 17.29 having slopes
of approximately 25 dB and −10 dB per Bark, which is also referred to as
spread of masking , has to be reproduced by the masking model as well, where
it is usually called spreading function. The formula of Eq. 17.39 analytically
represents the spreading function, being able to approximate the triangular
shapes of the masking thresholds of Fig. 17.29:

SF (i) = 15.81 + 7.5 ·
(
i + 0.474

)
− 17.5 ·

√
1 +
(
i + 0.474

)2
, (17.39)

for

i = 1, . . . , 25 .
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Fig. 17.29. Masking threshold of a sinusoidal test tone, masked by bandpass fil-
tered noise signals, all possessing a width of one Bark, with three different center
frequencies of the filtering bandpass, namely fc = [0.25, 1.0, 4.0] kHz.

17.3.7 The Psychoacoustic Masking Model According to Johnston

Primarily, Johnston created a masking model, incorporating the, up to this
point already known and confirmed psychoacoustic phenomenons, especially
those related to masking, in order to increase the data compression ratios of
coding algorithms, without, decreasing its acoustical performance or quality.

17.3.7.1 Calculation of the Power Spectral Density

Following the masking model after Johnston, we first have to calculate the
PSD of the input signal, as displayed in Eqs. 17.40 - 17.42:

Ŝxx (Ωm, n) =

∣∣∣∣∣
N−1∑
k=0

w(k) · x(n − k) · e−j 2π
N km

∣∣∣∣∣
2

(17.40)

for

m = 0, . . . ,
(N

2
+ 1
)

, (17.41)

with

w(k) =
1
2

[
1 − cos

(2πk

N

)]
. (17.42)

The last quantity w(k) represents a windowing function – here a Hamming
window – to decrease leakage.
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17.3.7.2 Bark Frequency Scale

Bearing the nonlinear frequency resolution of the human auditory system in
mind, we will group several bins together in such a way, that we will finally end
up in a frequency resolution resembling the Bark frequency scale. Eq. 17.43
depicts how we will have to do the grouping to eventually get the discrete
Bark spectrum B(i, n).

B(i, n) =
bhigh(i)∑

m=blow(i)

Ŝxx (Ωm, n) , (17.43)

for

i = 1, . . . , 25 .

There blow(i) stands for the bin number, falling into the lower band limit,
representing the i’th Bark, whereas bhigh(i) marks the upper or high band
limit of the i’th Bark. Additionally Eq. 17.43 shows that a total of 25 Barks,
representing the whole auditory frequency range of man, will be calculated.
The discrete Bark spectrum B(i, n) forms the foundation for the calcula-
tion of the Bark related masking effect. Characterizing the input signal in
tone-like and noise-like parts, we find ourself confronted not only with the
already mentioned noise-masking-tone scenario, but also with tone-masking-
noise, tone-masking-tone and noise-masking-noise situations, where only the
first two are actually of interest. A typical signal normally consists of both
signal types, leading to simultaneous masking effects, which of course, have
to be considered as well in the masking model.

17.3.7.3 Spreading Matrix

In the Johnston model the concurrent masking effect of neighboring Barks
will be accounted for by convolving the discrete Bark spectrum B(i, n) with
the spreading function SF (i), summarized in Eqs. 17.44 - 17.48:

C(n) = S B(n) , (17.44)

with

C(n) =
[
C(1, n), C(2, n), . . . , C(25, n)

]T
, (17.45)

B(n) =
[
B(1, n), B(2, n), . . . , B(25, n)

]T
, (17.46)

S =

⎡⎢⎢⎢⎢⎣
10

SF (1,1)
10 10

SF (1,2)
10 . . . 10

SF (1,25)
10

10
SF (2,1)

10 10
SF (2,2)

10 . . . 10
SF (2,25)

10

...
...

. . .
...

10
SF (25,1)

10 10
SF (25,2)

10 . . . 10
SF (25,25)

10

⎤⎥⎥⎥⎥⎦ , (17.47)



Dynamic Sound Control Algorithms in Automobiles 663

and

SF (i, k) = 15.81 + 7.5
(
(i − k) + 0.474

)
− 17.5

√
1 +
(
(i − k) + 0.474

)2
.

(17.48)

Eq. 17.44 displays the principle in very compact form as vector-matrix prod-
uct, where S stands for the linear conversion of its logarithmic counterpart
SF (i, k), which describes the spreading matrix . SF (i, k) of Eq. 17.48 is util-
itzed to generate a matrix that has a dimension of 25×25, where i denominates
the row and k the column index of the resulting spreading matrix. The output
vector C(n) of the spreading process represents, for the first time, something
like a global masking.

17.3.7.4 Spectral Flatness Measure

So far, we still have not taken the characteristics of the input signal into ac-
count, i.e. whether it can be interpreted more as noise or tone-like signal, by
generating the global masking. This has to be done, because in dependance
whether the signal is more noise-like or tone-like different masking thresholds
have to be generated. In order to include also this dependency into the algo-
rithm we first have to find out whether the input signal can be classified as
tone or noise-like. An effective method, delivering a measure allowing such a
categorization of the input signals offers the spectral flatness measure (SFM):

SFM(i, n) =

M(i)

√√√√ bhigh(i)∏
m=blow(i)

Ŝxx(Ωm, n)

1
M(i)

bhigh(i)∑
m=blow(i)

Ŝxx(Ωm, n)

, (17.49)

with

M(i) = bhigh(i) − blow(i) + 1 . (17.50)

Referring to Eq. 17.49, the spectral flatness measure is calculated by the ratio
between the geometrical mean and the arithmetical mean of the spectral energy
per Bark. Thereby a flat spectrum, which can be interpreted as a noise-like
spectrum would result in a SFM value close, but less then 1, whereas a peak
like spectrum, such as one of a sinusoid, would correspond to a SFM value
close, but greater then 0.

Practical implementations of the SFM lead to enormous problems, due
to numerical errors. Even PC simulations, disposing over a huge numerical
precision suffered under those arithmetically deficiencies, mainly during the
calculation of the Bark-wise geometrical mean values, especially if, during the
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course of its calculation, some of the underlaying PSD values of the input
signal Ŝxx(Ωm, n) possess low numerical values. Knowing about the eminent
effect of a correct spectral flatness measure on the complete masking model, we
searched for a way to avoid these numerical problems during the calculation of
the SFM, in general and the geometrical mean, in particular. By transferring
the SFM calculation from the linear into the logarithmical domain we were
able to successfully circumvent these hindering numerical problems:

SFMlog(i, n) = 10 log10

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

M(i)

√√√√ bhigh(i)∏
m=blow(i)

Ŝxx(Ωm, n)

1
M(i)

bhigh(i)∑
m=blow(i)

Ŝxx(Ωm, n)

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

= 10 log10

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

M(i)

√√√√ 1
N2Mi

·
bhigh(i)∏

m=blow(i)

Ŝxx(Ωm, n)

1
N2 M(i)

bhigh(i)∑
m=blow(i)

Ŝxx(Ωm, n)

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
= 10 log10

⎧⎪⎨⎪⎩ M(i)

√√√√√ 1
N2M(i)

bhigh(i)∏
m=blow(i)

Ŝxx(Ωm, n)

⎫⎪⎬⎪⎭
−10 log10

⎧⎨⎩ 1
N2 M(i)

bhigh(i)∑
m=blow(i)

Ŝxx(Ωm, n)

⎫⎬⎭
= 10 log10

⎧⎨⎩
(

1
N2M(i)

bhigh(i)∏
m=blow(i)

Ŝxx(Ωm, n)
) 1

Mi

⎫⎬⎭
−10 log10

⎧⎨⎩
(

1
M(i)

bhigh(i)∑
m=blow(i)

Ŝxx(Ωm, n)
N2

)⎫⎬⎭
=

10
M(i)

[
log10

{
1

N2M(i)

}
+ log10

{
Ŝxx

(
Ωblow(i), n

)}
+ . . .

+ log10

{
Ŝxx

(
Ωbhigh(i), n

)}]

−10 log10

{
1

M(i)

bhigh(i)∑
m=blow(i)

Ŝxx(Ωm, n)
N2

}
. (17.51)
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Eq. 17.51 shows the derivation of the logarithmically calculated version of the
SFM.

17.3.7.5 Global Masking Threshold

Now, that we have the opportunity to characterize the input signal in noise and
tone-like spectral parts, we can use this information and calculate an offset
measure O(i), empowering us to consider the different masking properties
of the varying spectral types of the input signal by modifying the already
available absolute masking vector C(n) to get the global masking threshold
Tlog(i, n):

Tlog(i, n) = 10 log10

{
C(i, n)

}
− Olog(i, n) (17.52)

for

i = 1, . . . , 25 ,

with

Olog(i, n) =
(
α(i, n) (14.5 + i) +

(
1 − α(i)

)
5.5
)

dB , (17.53)

and

α(i, n) = min
{

SFMlog(i, n)
−30

, 1
}

. (17.54)

With respect to Eq. 17.53 we can perceive how the offset vector Olog(i, n) is
calculated in the Johnston model. There α(i, n) denotes the tonality factor ,
of the i’th Bark, which maps the SFM value of the i’th Bark to a range of 0 ≤
α(i, n) ≤ 1. In Eq. 17.54, we perceive a normalization to −30 dB of the SFM
values during the calculation of α(i), which corresponds to the FFT length
N , where the depicted value of −30 dB belongs to an FFT length of N =
512.9 The normalization value is thereby important and has to be adjusted
according to the resulting SFM value, occurring after insertion of a tonal input
signal into the masking model. Additionally the FFT length N should not be
shorter then N = 512, to ensure proper SFM values. If N should be chosen any
smaller then 512, the SFM values gathered, especially at the low end of the
spectrum, compulsorily do not contain enough spectral information any more.
In such a setup too less frequency bins would be disposable for a reasonable
calculation of the SFM values. If we take a closer look at the calculation of
the offset values, as depicted in Eq. 17.53, we recognize that the offset values
for a tone-like masker, i.e. tone-like disturbance, where α(i, n) ≈ 1, rises if
occurring in higher Barks, whereas a noise-like masker, with α(i, n) ≈ 0 results
in a frequency independent offset value of Olog(i, n) = 5.5 dB.

9 The following considerations are based on a sampling frequency fs = 44.1 kHz.
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17.3.7.6 Correction and Normalization

During the application of the spreading matrix to the individual Bark en-
ergies, considering the influence of neighboring Barks during the calculation
of the global masking threshold, an error has been made. This error appears
such that the total energy has been misleadingly increased, whereas the psy-
chophysical process, which we are attempting to model, spreads the energy
by dispersing it. For example, examining the behaviour with a hypothetical
stimulus with unity energy in each critical band. The actual spreading func-
tion of the ear would result in no overall change to the level of energy in any
critical band, whereas the here presented spreading function would increase
the energy in each band, due to its additive contribution of energy, spread
from adjacent critical bands. To simulate this effect, the absolute masking
threshold Tlog(i, n), found so far, has to be normalized by the vector Cerr,log,
representing the spread spectrum error, as shown in Eq. 17.55.

T̃ log(n) = T log(n) − Cerr,log , (17.55)

with

Cerr,log = S E , (17.56)

and

E =
[
1, 1, . . . , 1

]T
. (17.57)

Regarding Eq. 17.56 and Eq. 17.57, Cerr,log is determined by convolving an
artificial stimulus, with unity energy in each Bark E with the spreading ma-
trix S. To include the absolute threshold of hearing (see Eq. 17.36) in the
estimated, absolute masking threshold T log(n), it is necessary to relate the
digital input signal to its real listening level, i.e. its corresponding sound pres-
sure level. In [56] it is suggested to use a 1 kHz full scale sinusoidal test tone as
input signal, whose sound pressure level, measured 1 m away from the speaker,
should be 90 dB. This test tone will also be inserted into the masking model,
such that we will get its discrete Bark power, after the calculation of Eq. 17.40
and Eq. 17.43. Its resulting discrete Bark power is then used as a reference
value Pref(i, n) in dB which has to be subtracted from the afore adjusted sound
pressure level (SPL) of 90 dB to get the value Goffset(i, n) = (90 dB−Pref(i, n)),
as named in Eq. 17.58.

MTH,SPL(i, n) = max
{

Tlog(i, n) − Goffset(i, n), Tq(i)
}

. (17.58)

The in this way adjusted absolute masking threshold Tlog(i, n) − Goffset(i, n)
will then be compared with the absolute threshold in quiet Tq(i), where the
maximum of the two finally marks the corresponding sound pressure level of
the global masking threshold MTH,SPL(i, n), which can now be utilized for the
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Fig. 17.30. Calculation of the DEC gain shaping function from the difference be-
tween the masking thresholds of the reference and the estimated background noise
signal.

calculation of the desired, psychoacoustically motivated gain-shaping-function
or briefly the designated equalization function.

Fig. 17.30 depicts an example which shows how the introduced DEC algo-
rithm calculates the equalization function. The upper part of Fig. 17.30 dis-
plays the resulting masking threshold of a typical background noise, recorded
in a car, driving at an expressway with a speed of approx. 130 km/h, with
deactivated fan and all windows closed, as well as the masking threshold of a
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typical pop music fraction, played at a moderate volume setting. It is logical,
that the resulting masking threshold of the input signal will vary, depending
on its current spectral content. In our case the input signal is usually music,
which, as we all know can dispose over a high dynamic range, especially if
we talk about classical music. In contrast to the input signal, the dynam-
ics of the background noise signal statistically alters much less and thus can
almost be considered as quasi-stationary. Hence, the resulting difference be-
tween those masking thresholds as, e.g., shown at the picture in the lower
part of Fig. 17.30, which realizes the desired equalization function, changes
almost in the same rhythm as the masking threshold of the input respectively
music signal, compressing therefore its dynamics in dependance of the current
level and spectral shape of the background noise signal, or more precisely, the
masking threshold of the same. Thus, it is also legal to name our DEC system
a frequency dependant dynamic compressor.

17.3.7.7 Conversion of the DEC Filter

Now after having the equalization function at our disposal, we faced a dif-
ferent, more practically related problem, namely: “How can we apply the
equalizing to all necessary channels?” To answer this question we should first
clarify about how many channels we actually talk about. In a high-class car
it is not unusual to have 10 channels, which can be e.g. the front left, front
right, center, side left, side right, rear left, rear right, woofer left, woofer right,
and the subwoofer channel. Furthermore, we also have to deal with several
different signal sources like the ordinary stereo input signal, a so-called 5.1
input signal, delivered by, e.g., a DTS10 or an AC311 algorithm, the naviga-
tion, telephone, speech dialog, or the chimes signal. In total it is reasonable
to say, that we have to filter as much as 15 different channels with the gener-
ated noise-shaping-function, which may very well burst the available memory
and/or processing load of the DSP. On the one hand we could transform the
equalizing function from the frequency into the time domain and may there
filter each channels with the corresponding FIR filter, which inevitably would
result in an extreme increase of the processing load. On the other hand we
could also remain in the spectral domain and filter there by utilizing the very
efficient fast convolution, but this would exceed the available memory reser-
voir. Thus, we were forced to find a different solution for this problem.

A possible remedy with which we came up is displayed in Fig. 17.31. There
a solution is disclosed, based on the already mentioned LPC analysis, which

10 The term DTS abbreviates digital theater systems which is a surround sound
format for synchronized film sounds.

11 The abbreviation AC3 stands for adaptive transform coder 3 and describes a
multi-channel audio coding scheme for up to six discrete channels of sound, with
five channels for normal-range speakers (20 Hz - 20 kHz) (right front, center, left
front, right rear and left rear) and one channel (20 Hz - 120 Hz) for the subwoofer.
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can be described as follows: First we have to calculate the constraint to effec-
tively avoid the negative effects accompanied with the circular convolution.
Then we calculate the PSD of the gain vector, which after all stands for the
equalizing function, before we transform it to the time domain again, which
eventually depicts the autocorrelation of the equalizing filter, which act as
basis for the succeeding Levinson-Durbin recursion which at the end delivers
the filter coefficients for the prediction filter.

In contrast to the GAL algorithm, which deliveres reflection coefficients,
the Levinson-Durbin algorithm is used such, that it deliberately generates di-
rect form filter coefficients for the prediction filter. Thus, the prediction filter
can be realized as a direct form filter, as presented in Fig. 17.32, which can
more effectively be implemented as e.g. the lattice filter structure known form
Fig. 17.17. Referring to Fig. 17.32, the implementation cost of the predic-
tion filter in direct form is only marginally higher as if implementing a short
FIR filter. Compared to the pure realization in the time domain by utilizing
a long FIR filter, as previously described, the processing load can now, by us-
ing this method, based on the LPC analysis, be reduced to approximately one
tenth of the former version. Assuming we use a FFT with a length of N = 1024
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Fig. 17.32. Signal flow diagram of a prediction filter, realized in the direct form.
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we would have to realize an FIR filter with a length of 512 coefficients, which
can now, with the help of the LPC method, be approximated, with sufficient
accuracy by using a prediction filter with a length of only 64 filter coefficients.
This enables us to save enough processing power as well as memory, such that
we are now able to even filter as much as 15 independent channels with the
desired gain respectively equalizing functions.

17.3.7.8 Example of a Psychoacoustically Motivated, Spectral
Domain Based DEC-System

Combining all the signal processing blocks, discussed so far, we may end up
in a DEC system as depicted in Fig. 17.33. There we see how the stereo echo
canceller can be efficiently embedded, where the memoryless smoothing filter
should be inserted, which signals should be used as input for the masking
models, how the equalizing function should be post-processed to finally feed
the DEC filter of the system.

However, at two blocks we should take a closer look, that is on the one hand
the volume controlled block named anti-gain-chase function, which particu-
larly fulfills the same task as the one shown in the lower picture of Fig. 17.7.
On the other hand also the block called Conversion Bark to linear should be
mentioned, which realizes the conversion of the equalizing function, basically
calculated in the Bark domain into the “normal”, i.e. linear spectral domain,
as usually available after transforming a signal from the time into the spectral
domain, e.g. with the help of an FFT.

17.4 Conclusion and Outlook

In this chapter we showed, from a practical point of view, how the problem to
realize an automatic volume, or more advanced, equalization control can be
realized, so far. We started from established systems that are based on non-
acoustical sensor signal(s). The most important one of these sensors signals is
the speed signal. It is available nowadays in almost every car on the market.
By using it we are able to not only adjust the volume or better the dynamics
of the input signal, but also the bass content of the audio signal. Afterwards
we turned to microphone based systems, providing a more natural way of
tackling the given challenge. Even the first deployed DVC systems utilizing a
microphone to actually measure the real background noise suffered from the
same problems as known from AEC algorithms. I.e., they had to sufficiently
suppress the music signal, picked up by the microphone, acting, from the AEC
point of view, as echo signal, to avoid erroneous estimations of the background
noise (level), which, in turn would result in feedback problems. To circumvent
those stability problems, we had to take counter measures such as the employ-
ment of an adaptive filter with all its improvements such as the insertion of an
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adaptive adaptation step size to avoid misleading destructions of the filter co-
efficient set of the already converged adaptive filter, by impulsive disturbances
presented e.g. by voice. Also the possibility that the whole adaptation process
could freeze during abrupt changes of the LEM system had to be considered,
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just like in AEC system. Due to these similarities it is obvious that we could
combine, at least parts of an AEC algorithm with a microphone based DVC
system to more efficiently use the limited resources of the DSP. Furthermore,
we have to estimate the background noise, or at least its level, as well, without
being disrupted by residual echoes, i.e. remaining parts of the music signal
which could not be reduced by the AEC, or other signal parts which should
not particularly be attributed to the background noise, such as speech signals
or other burst like disruptions. This problem is also known. Noise reduction
algorithms which, most of the time accompanying AEC algorithms, do have
exactly the same task to perform, namely to estimate the background noise
in a robust way, without considering speech, e.g., as part of the background
noise. Therefore noise reduction algorithms (NR) usually dispose over VAD
methods to block those signal parts during the estimation of the background
noise. Here we could as well use synergy effects by sharing algorithmic parts
of DVC and NR systems. One open problem consists of the placement of the
microphones within the interior of the car, which, mostly lies solely in the
responsibility of the customer and not in the hand of the developer. This may
lead to the introduction of a so called “noise equalizing function” whose job
is to compensate for the deficiencies of the placement of the microphone, by
equalizing its signal in such a way that the resulting, estimated background
noise may better reflect the real noise situation close to the head of the passen-
gers, preferably the driver. Having several microphones installed in the car,
able to be combined as beamformer to isolate or deliberately block signals
originating from a certain direction could also be used to solve the placement
problem of the microphone. Therefore it is, on the one hand imaginable to
combine the output of a classical beamformer with the DVC system or on
the other hand use a different set of beamforming filters which, e.g., generate
a beam in a direction where the background noise is similar to the desired
place, which is, as we already know close to the head of the driver, without
receiving undesired speech signals originating from the locations where pas-
sengers could possibly sit. Even if we do have more microphones in the car
that cannot profitably be combined to a beamformer, such as in in-car com-
munication systems (ICC), or active noise control systems (ANC) we could, at
least use them to create a multi channel, respectively individualized DVC or
DEC system, with the option to combine the individual background noise es-
timations such as to soothe the placement problem as well. Of course it is also
supposable to share parts of the signal processing, in creating a more efficient,
complete system, with those systems, too. The introduced systems utilizing a
microphone and several non-acoustical sensors, as well as the first combined
DVC/DEC systems marked only an intermediate step to a psychoacoustically
motivated, spectral based DEC system. There the same problems that we
were confronted with during the development of the DVC systems, realized in
the time domain, had to be solved. However, the spectral domain offered more
flexible and powerful solutions. The assignment of the psychoacoustic mask-
ing model according to Johnston enabled us to create an equalization function
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as desired, without extensively increasing neither the processing load nor the
memory requirements, due to the fact that we were able to conduct most of
the adherent calculations in the Bark domain. This means that as less as 25
different Bark values suffice to implement most of the masking model, which
of course does not constitute much effort. The discussion about the SAEC
demonstrated how the spectral DEC system could be improved by utilizing a
stereo reference signal instead of a mono signal. Following this basic line it is
imaginable to further enhance the DEC system by applying the psychoacous-
tic masking model to both, or even more reference signals to eventually get
individual gain-shaping-functions applicable to one or more loudspeakers. As
an example, having two separate reference signals, as already described, we
would also get two separate equalizing functions were each loudspeaker, usu-
ally fed with the left audio signal would be equalized with the corresponding
left gain-shaping-function, whereas the loudspeakers at the right side would
be weighted with the right equalizing function. Mono loudspeakers such as
the center speaker, normally supplied with a mono signal

xmono(n) =
1
2

(
xleft(n) + xright(n)

)
(17.59)

could then also be equalized with the mean of the two equalizing functions.
Hopefully, in the near future the available and cost efficient DSPs of the
market will comprise enough memory or at least a sufficiently fast interface to
external memory such as SRAM or DRAM to allow the complete realization
of the audio signal processing in the spectral domain. Then the work-around
with the LPC analysis to reduce the processing load as well as the memory
consumption during the filtering of a multitude of channels will be a relict of
the past. This implies, that we could use the more efficient fast convolution,
able to do the filtering process with the original filter coefficients, resulting in
more accurate results, without rising the number of cycles. An improvement
of the whole system can possibly be achieved if the psychoacoustical masking
model would be realized, more precisely, which of course would also imply an
increase of the FFT length. However, this should only be taken into account,
if we have enough system resources to our disposition.

As we see, there is still enough room for advancements, but we are of
the opinion that the core problems, involved in generating a system, able to
deliver a subjectively constant audio performance, even if disrupted by an ar-
bitrary background noise, have already been solved, especially by considering
psychoacoustic properties.
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Towards Robust Distant-Talking Automatic
Speech Recognition in Reverberant
Environments

Armin Sehr and Walter Kellermann

Multimedia Communications and Signal Processing
University of Erlangen-Nuremberg, Germany

In distant-talking scenarios, automatic speech recognition (ASR) is hampered
by background noise, competing speakers and room reverberation. Unlike
background noise and competing speakers, reverberation cannot be captured
by an additive or multiplicative term in the feature domain because rever-
beration has a dispersive effect on the speech feature sequences. Therefore,
traditional acoustic modeling techniques and conventional methods to increase
robustness to additive distortions provide only limited performance in rever-
berant environments.

Based on a thorough analysis of the effect of room reverberation on speech
feature sequences, this contribution gives a concise overview of the state of
the art in reverberant speech recognition. The methods for achieving robust-
ness are classified into three groups: Signal dereverberation and beamforming
as preprocessing, robust feature extraction, and adjustment of the acoustic
models to reverberation. Finally, a novel concept called reverberation model-
ing for speech recognition, which combines advantages of all three classes, is
described.

18.1 Introduction

Even for difficult tasks, current state-of-the-art ASR systems achieve impres-
sive recognition rates if a clean speech signal recorded by a close-talking mi-
crophone is used as input [51, 52]. In many applications however, using a
close-talking microphone is either impossible or unacceptable for the user.

As an example, for the automatic transcription of meetings or lectures
[2,11], equipping each speaker with a close-talking microphone would be very
inconvenient. Instead, distant microphones, e. g., placed at the meeting ta-
ble, are used. Voice control of medical systems allows a surgeon to work with
both hands while controlling diagnostic instruments or assistance devices.
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Telephone-based speech dialogue systems for information retrieval or trans-
actions, like telephone-based flight information desks or telephone banking
systems, need to cope with users calling from hands-free telephones. Further
applications of distant-talking ASR are dictation systems, information termi-
nals, and voice-control of consumer electronics, like television sets or set-top
boxes.

In all these scenarios, the distance between speaker and microphone is
in the range of one to several meters. Therefore, the microphone does not
only pick up the desired signal, but also additive distortions like background
noise or competing speakers, and reverberation of the desired signal. While
significant progress has been achieved over the last decades in improving
the robustness of ASR to additive noise and interferences, the research on
reverberation-robust ASR is still in its infancy. This contribution focuses on
robust ASR in reverberant environments.

The chapter is structured as follows: The distant-talking ASR scenario is
discussed in Sec. 18.2 and the different properties of additive distortions and
reverberation are emphasized. Sec. 18.3 outlines how the measures for increas-
ing robustness to reverberation are embedded into ASR systems and explains
the basics of ASR which will be needed for describing these measures. The
effect of reverberation on speech feature sequences is investigated in Sec. 18.4.
The known approaches to achieve robust ASR in reverberant environments
are classified into three groups:

• first, signal dereverberation and beamforming as preprocessing (Sec. 18.5),
• second, usage of robust features which are insensitive to reverberation or

feature-domain compensation of reverberation (Sec. 18.6),
• third, adjustment of the acoustic models of the recognizer to reverberation

by training or adaptation (Sec. 18.7).

A novel approach called reverberation modeling for speech recognition, which
combines advantages of all three classes, is discussed in Sec. 18.8. It uses
a statistical reverberation model to perform feature-domain dereverberation
within the recognizer. Sec. 18.9 summarizes and concludes this contribution.

18.2 The Distant-Talking ASR Scenario

Fig. 18.1 shows a typical distant-talking ASR scenario. Compared to the close-
talking scenario, the gain of the microphone amplifier has to be increased be-
cause of the greater distance between the desired speaker and the microphone.
Therefore, the microphone does not only pick up the desired signal but also
background noise, interfering speakers and the reverberation of the desired
signal. The reverberation results from the fact that the desired signal does
not only travel along the direct path from the speaker to the microphone, but
is also reflected by walls and other obstacles in the enclosure. Therefore, the
microphone picks up many delayed and attenuated copies of the desired signal
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Fig. 18.1. Distant-talking ASR scenario.

which are perceived as reverberation. In the time domain, reverberation can
be very well modeled by convolving the signal s(n) of the desired speaker with
the impulse response h(n) describing the acoustic path between speaker and
microphone [37]. Additive distortions, like background noise and interfering
speakers, are modeled by the signal b(n) so that the microphone signal y(n)
is given as

y(n) = h(n) ∗ s(n) + b(n) . (18.1)

The corresponding block diagram for the distant-talking signal capture is
depicted in Fig. 18.2.

s(n)
h(n)

b(n)

y(n)

Fig. 18.2. Block diagram of distant-talking signal capture.

As the additive distortions b(n) and the desired speech signal s(n) result
from different sources, they can be modeled as statistically independent ran-
dom processes. Therefore, very effective methods for reducing additive dis-
tortions in the microphone signal, and for adjusting speech recognizers to
additive distortions have been developed in the last decades. See [7, 8, 24, 26]
and [33,35] for overviews.

In contrast to that, the reverberation is strongly correlated to the desired
signal and cannot be described by an additive term. Therefore, the approaches
developed for additive distortions are not appropriate to increase robustness
against reverberation.
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As we will focus on reverberation in this chapter, we neglect the signal
b(n) in the following treatment so that the microphone signal is given as

y(n) = h(n) ∗ s(n) . (18.2)

Fig. 18.3 shows a typical room impulse response (RIR) measured in a lec-
ture room. After an initial delay of approximately 12.5 ms, which is caused by
the time the sound waves need to travel from the speaker to the microphone
(here roughly 4 m), the first peak in the RIR is caused by the direct sound.
Following the direct sound, several distinct peaks corresponding to prominent
reflections can be observed. With increasing delay, more and more reflections
overlap so that no distinct peaks but rather an exponentially decaying enve-
lope characterizes the last part of the RIR.
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Fig. 18.3. RIR h(n) of a lecture room in the time domain, a) complete RIR, b)
first section of RIR.

The time needed for a 60 dB decay in sound energy is called the reverber-
ation time T60. Typical reverberation times are in the range of 20-100 ms in
cars and 200-800 ms in offices or living rooms. In large lecture rooms, concert
halls or churches, the reverberation time is often significantly longer than 1 s.

The signal-to-reverberation ratio (SRR) compares the energy of the direct
sound to the energy of the reverberation and is defined as
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SRR = 10 log10

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Nd−1∑
n=0

h2(n)

Nh−1∑
n=Nd

h2(n)

⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,

where the first part of the RIR from 0 . . . Nd − 1 is considered as direct sound
and the second part of the RIR from Nd . . . Nh − 1 is considered as reverbera-
tion. The RIR is strongly time-variant. Already small changes in the position
of the speaker or the microphone, movements of other objects, like doors, win-
dows or persons, or variations in temperature change the details of the RIR
significantly. However, its overall characteristics, like the reverberation time,
the SRR and even the envelope of the time-frequency pattern corresponding
to the RIR, are hardly affected by such changes.

Please note the distinction between reverberation and acoustic echoes. In
this contribution, reverberation is used for multiple delayed copies of the de-
sired signal, while in acoustic echo cancellation [9], the term echo is used to
describe multiple delayed copies of interfering signals originating from loud-
speakers.

18.3 How to Deal with Reverberation in ASR Systems?

This section discusses how the different approaches to increase robustness
against reverberation can be embedded into an ASR system. For this purpose,
the general task of ASR is formulated first, and the options for increasing
robustness to reverberation are explained using a generic ASR block diagram.

The task of a speech recognizer can be formulated as finding the best
estimate Ŵ of the true word sequence Wt corresponding to a certain utterance,
given the respective speech signal s(n). Usually, the recognizer does not use
the speech signal itself but rather speech feature vectors s(k) derived from the
speech signal. Denoting the sequence of all observed speech feature vectors
s(1) . . . s(K) as S, where K is the length of the sequence, the recognition
problem can be expressed as maximizing the posterior probability P (W |S)
over all possible word sequences W

Ŵ = argmax
W

{
P (W |S)

}
. (18.3)

Equivalently, the product of the likelihood and the prior probability can be
maximized

Ŵ = argmax
W

{
P (S|W ) · P (W )

}
. (18.4)

The exact determination of both P (S|W ) and P (W ) is very difficult in real-
world systems. Therefore, the likelihood P (S|W ) of observing the feature
sequence S given the word sequence W is approximated by some acoustic
score A(S|W ), which is modeled by the acoustic model. The prior probability
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P (W ) of the word sequence is approximated by some language score L(W )
and is modeled by a language model so that the recognition problem can be
expressed as

Ŵ = argmax
W

{
A(S|W ) · L(W )

}
. (18.5)

In a distant-talking scenario, the clean-speech feature sequence S is not avail-
able. Instead, the feature sequence Y derived from the reverberant microphone
signal y(n) has to be used so that the distant-talking recognition problem is
given as

Ŵ = argmax
W

{
A(Y |W ) · L(W )

}
. (18.6)

Robustness to reverberation is achieved, if the solution to the problem de-
scribed in Eq. 18.6 is approaching the solution to the problem of Eq. 18.5.
That is, the accuracy of the transcription determined from the reverberant
sequence Y approaches the accuracy determined from the clean-speech se-
quence S.

Fig. 18.4 shows a generic block diagram of an ASR system which is used to
solve the problem described in Eq. 18.5. The speech signal is preprocessed in
order to reduce distortions and then transformed into speech feature vectors.
Before the recognizer can be used to determine the word sequence or tran-
scription of unknown utterances, both its acoustic model and its language
model have to be trained using training data with known transcriptions.

The function blocks where measures to increase robustness against rever-
beration can be embedded into the ASR system so that it can effectively
solve problem 18.6 are marked by areas shaded in dark gray in Fig. 18.4. The
attached labels point out the section where these measures are discussed.

Training Transcription

Transcription

Feature
extraction

Speech
signal model

Recog−
nition

model
AcousticPre−

processing
Language

Sec. 18.5

Sec. 18.6

Sec. 18.7

Sec. 18.8

Fig. 18.4. Block diagram of a speech recognition system.

The novel concept of reverberation modeling for speech recognition im-
plements the idea of preprocessing directly in the feature domain using an
improved acoustic model to dereverberate the speech features during recog-
nition (Sec. 18.8). In this way, robustness is achieved by utilizing four main
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function blocks instead of only one as indicated by the area shaded in light
gray. Therefore, the advantages of all three classes of approaches are utilized
by the novel concept.

In the following, the blocks of the speech recognition system according to
Fig. 18.4 are explained in more detail. The goal of the feature extraction is
to reduce the dimension of the input data roughly by one order of magnitude
(e. g., from 256 samples to 25 features). The features should concentrate all
information of the speech signal which is necessary for the classification of dif-
ferent phones and words and all information irrelevant for speech recognition
should be removed.

DFT

DCT Log
Mel

Hamming
window

filtering

s(n)

sm(k)sl(k)sc(k)

|()|2

MFCCs Logmelspec

coefficients coefficients

Melspec

Fig. 18.5. Block diagram of the feature extraction for MFCCs.

Currently, the most popular speech features are the so-called mel-frequency
cepstral coefficients (MFCCs) [12]. Their calculation is illustrated in Fig. 18.5.
In the first step of the feature extraction, a short-time spectrum analysis
is performed by windowing overlapping frames of the speech signal with a
Hamming window w(n) and applying an F -point discrete Fourier transform
(DFT)

S(f, k) =
F−1∑
n=0

w(n) s(kN + n) e−j 2π
F n f , (18.7)

where f is the index of the DFT bin, k is the frame index and N ≤ F is the
frame shift. The magnitude square of the DFT coefficients S(f, k) is filtered
by a mel filter bank C(l, f) to obtain the mel-spectral (melspec) coefficients

sm(l, k) =
F/2∑
f=0

C(l, f)
∣∣S(f, k)

∣∣2 , (18.8)

where the subscript m denotes “melspec domain” and l is the index of the mel
channels. Due to the symmetry of the DFT, it is sufficient to calculate the
sum over f = 0 . . . F/2. Like the human auditory system, the mel filter bank
has a better frequency resolution for low frequencies than for high frequencies.
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This is commonly realized by triangular weighting functions C(l, f) for the
mel channels as depicted in Fig. 18.6. The widths of these weighting functions
increase with the channel number [33] and approximate a logarithmic spectral
resolution similar to the human hearing. The feature vector sm(k) holds all
melspec coefficients of frame k

sm(k) =
[
sm(1, k), . . . , sm(L, k)

]T
,

where T denotes matrix transpose and L is the number of mel channels.
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Fig. 18.6. Triangular weighting functions C(l, f) of the mel filter bank for F = 512,
L = 6.

Calculating the logarithm of the melspec coefficients, the logarithmic mel-
spec (logmelspec) coefficients are obtained

sl(k) = log
{
sm(k)

}
, (18.9)

where the logarithm is performed element-wise and the subscript l denotes
“logmelspec domain”.

Due to the spectral overlap of the channels in the mel filter bank, both
melspec and logmelspec coefficients are strongly correlated. Performing a dis-
crete cosine transform (DCT) on the logmelspec features, the elements of the
feature vectors are largely decorrelated and the MFCCs are obtained. For
speech recognition, only the first I ≤ L MFCCs are important, and we have

sc(k) = B A sl(k) , (18.10)

where the subscript c denotes “cepstral domain” (MFCC),

A = {ail} with ail =
√

2/L · cos
(
π/L · i · (l + 0.5)

)
is the L×L DCT matrix, and the I×L selection matrix B = [1I×I 0I×(L−I)]
selects the first I elements of a L× 1 vector by left multiplication. 1I×I is the
I × I identity matrix, and 0I×(L−I) is an I × (L − I) matrix of zeros.
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Note that s(k) is used in the following to denote the current clean-speech
vector for relationships that hold regardless of the feature kind. Whenever we
want to describe relations which are only valid for a certain feature kind, s(k)
is replaced by sm(k), sl(k), or sc(k). The corresponding reverberant feature
vector y(k) is derived in the same way using the reverberant speech signal
y(n).

Most state-of-the-art recognizers use hidden Markov models (HMMs) to de-
scribe the acoustic score A(S|W ). The reasons for the prevalent use of HMMs
are the efficient training and recognition algorithms available for HMMs and
their ability to model both temporal and spectral variations. See [33, 34, 55]
for comprehensive introductions to HMMs.

HMMs can be considered as finite state machines controlled by two ran-
dom experiments. Fig. 18.7 shows a typical HMM topology used in speech
recognition consisting of five states. The first random experiment controls the
transition from the previous state q(k− 1) to the current state q(k) according
to the state transition probabilities

aij = P
(
q(k) = j|q(k − 1) = i

)
.

In this way, different phoneme durations can be modeled. Only transitions
from left to right are allowed, and we assume that the HMM starts in state
1 at frame 1 and ends in the last state J at the final frame K. The second
random experiment determines the output feature vector according to the
output density fλ(q(k), s(k)) of the current HMM state q(k) so that spectral
variations in the pronunciation can be captured. In summary, an HMM λ is
defined by its transition probabilities aij , its output densities fλ(q(k), s(k))
and the initial state probabilities. Since we always assume that the HMM
starts in state 1 at frame 1, the initial state probabilities will be neglected in
the following.
The HMM is based on two fundamental assumptions [33]:

• The (first-order) Markov assumption implies that the current state q(k)
depends only on the previous state q(k − 1).

• The conditional independence assumption implies that the current output
feature vector s(k) depends only on the current state q(k) and not on
previous states or previous output feature vectors.

Based on these two assumptions, very effective algorithms for training and
recognition could be derived [4, 5].

The clean-speech feature sequence s(k) can be considered as a realization
of the vector-valued random process S(k). The HMM λ models this random
process as a non-stationary random process. Because of the conditional inde-
pendence assumption, two statistically independent random vectors Sk1 and
Sk2 are obtained if S(k) is observed at different frames k1 	= k2. Since in the
real world, neighboring feature vectors of a clean-speech feature sequence ex-
hibit some statistical dependence, the conditional independence assumption
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Fig. 18.7. Typical HMM topology used in ASR.

is already a simplification if the HMM is used to model clean-speech feature
sequences. In practice however, it has turned out that HMM-based recognizers
achieve remarkable recognition rates for clean speech despite this simplifica-
tion. If HMMs are used to model reverberant feature sequences with much
stronger statistical dependencies between frames (see Sec. 18.4), the condi-
tional independence assumption becomes a severe limitation of the model’s
capability to describe A(Y |W ).

The output density fλ(q(k), s(k)) of the current HMM state describes the
conditional density of the random process S(k) given the current state q(k)

fλ

(
q(k), s(k)

)
= fS(k)|q(k)

(
s(k)

)
. (18.11)

The task of determining the parameters of an HMM given a set of utterances
with known transcription is called training. The parameters of the HMM
are chosen so that the probability of observing the feature sequences corre-
sponding to the training utterances is maximized. Usually the Baum-Welch
algorithm is used to solve this maximization problem (see e. g. [33,55]).

To describe the probability P (S|W ) or the acoustic score A(S|W ) by
HMMs, the sequence of words W has to be split into smaller units. For each
of these units an HMM is trained. The complexity of this acoustic-phonetic
modeling depends on the vocabulary size of the recognition task. For small
vocabularies, like e. g., in digit recognition, it is possible to model each word
with its own word-level HMM. For large vocabularies, it is more efficient to
model subword units like phonemes with HMMs. Due to coarticulation phe-
nomena, the pronunciation of subword units strongly depends on their con-
texts. Therefore, training different HMMs for the same phoneme with different
contexts increases the accuracy of the acoustic-phonetic modeling. Triphones
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which consider both the previous and the following phoneme are often used
in large-vocabulary recognizers (see e. g. [33]).

For continuous speech recognition, HMM networks are constructed incor-
porating the grammar of the recognition task (see Fig. 18.8) and the pronun-
ciation dictionaries, specifying the subword units which make up a word (see
e. g. [78]).

Start

’Zero’

’One’

’Nine’

End

Fig. 18.8. Task grammar for connected digit recognition, ’start’ and ’end’ is asso-
ciated with start and end of the utterance.

The information given by a language model can also be included. These
recognition networks can be considered as large HMMs. Fig. 18.9 shows a
very simple HMM network Nλ for connected digit recognition which can be
considered as one of the simplest examples of continuous speech recognition.

Given the feature sequence of the utterance to be recognized, the recog-
nizer searches for the most likely path through the recognition network and
records the words along this path so that the most likely transcription can be
determined. The Viterbi algorithm can be used to find the most likely path
through the HMM network.

As we will focus on the determination of the acoustic score, we use a no-
tation similar to [49] to separate the acoustic score and the language score. A
large number of search algorithms exists for solving the resulting search prob-
lem 18.5, see [33, 49] for overviews. To simplify the search, the acoustic score
A(S|W ) approximates the probability P (S|W ) by only considering the most
likely state sequence through the HMM sequence Λ describing W . If, for ex-
ample, the recognition task is connected digit recognition based on word-level
HMMs and the word sequence W is “three, five, nine”, the HMM sequence
Λ corresponding to W is the concatenation of the word-level HMMs λ‘three’,
λ‘five’, and λ‘nine’. Then, the acoustic score A(S|W ) can be expressed as

A(S|W ) = max
Q

{
P (S, Q|Λ)

}
, (18.12)
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λ’zero’: HMM for ’zero’

λ’one’: HMM for ’one’

λ’nine’: HMM for ’nine’

Start End

Fig. 18.9. HMM network Nλ for connected digit recognition.

where the maximization is performed over all allowed state sequences Q
through Λ.

To calculate the acoustic score A(S|W ) = A(S|Λ), the Viterbi algorithm,
defined by the following equations, is commonly used. Note that it is assumed
that the HMM starts in state 1 and ends in the last state J at the final frame
K of the sequence S.

Initialization:

γ1(1) = fΛ

(
1, s(1)

)
,

γj(1) = 0 ∀j = 2 . . . J ,

ψj(1) = 0 ∀j = 1 . . . J .

Recursion:

γj(k) = max
i

{γi(k − 1) · aij} · fΛ(j, s(k)) , (18.13)

ψj(k) = argmax
i

{γi(k − 1) · aij} .

Termination:
A(S|W ) = γJ(K), q(K) = J .

Backtracking:

q(k) = ψq(k+1)(k + 1) ∀k = K − 1, . . . , 1 .

Here, i indexes all considered previous states leading to the current state
j, γj(k) is the Viterbi metric for state j at frame k. The greater the Viterbi
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metric γj(k), the more likely is the corresponding partial sequence up to frame
k ending in state j. fΛ(j, s(k)) is the output density of state j of the HMM
sequence Λ describing W evaluated for the clean-speech vector s(k). The
backtracking pointer ψj(k) refers to the previous state and allows backtracking
of the most likely state sequence.

The Viterbi algorithm can be illustrated by a trellis diagram as depicted
in Fig. 18.10 for the HMM of Fig. 18.7. The vertical axis represents the states
(from 1 to 5 in the given example) and the horizontal axis represents the
frames. Each dot in the diagram corresponds to the Viterbi metric γj(k) of
state j for frame k and each arc between the dots illustrates the non-zero
transition probability between the respective states. The Viterbi scores are
calculated from left to right by multiplying the score of the possible pre-
decessor states with the corresponding transition probability, selecting the
maximum over all predecessors, and then multiplying the output density of
the current state for the current feature vector as given in Eq. 18.13.

Frame k

State j
Matrix of Viterbi scores

Fig. 18.10. Trellis diagram for the HMM of Fig. 18.7.

In this way, the Viterbi algorithm fills the matrix of Viterbi scores (see
Fig. 18.11) with the elements γj(k). At the same time, the backtracking matrix
is filled with elements ψj(k). As we assume that the HMM ends in the last state
J , the final acoustic score is obtained by reading the Viterbi score γJ(K) of
the dot in the upper right corner of the trellis diagram. Using the backtracking
matrix, the most likely path through the HMM as indicated by the large dots
in Fig. 18.10 for the current utterance is reconstructed.

18.4 Effect of Reverberation in the Feature Domain

This section investigates the effect of reverberation on the speech feature
sequences used in ASR. Based on the exact description in the time domain
(see Sec. 18.2), an approximative relationship between clean and reverberant
feature vectors is derived.

The time-domain convolution of Eq. 18.2 is transformed to a multiplication
in the frequency domain if the discrete-time Fourier transform is employed
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Fig. 18.11. Illustration of the Viterbi algorithm.
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were Y
(
ejΩ
)
, H
(
ejΩ
)

and S
(
ejΩ
)

are the discrete-time Fourier transforms of
the complete sequences y(n), h(n), and s(n), respectively. However, common
feature extraction schemes as described in Sec. 18.3 use short-time spectral
analysis, like the DFT, performing the transform on short windows of the
time-domain signal. If these time windows are shorter than the sequences to
be convolved, the time-domain linear convolution cannot be expressed as a
multiplication in the frequency domain anymore. The overlap-save or overlap-
add methods [53] can be used to perform the linear convolution in the short-
time spectral domain, if the DFT length is larger than the length of the
impulse response.

In most environments, the length of the impulse response (200-800 ms in
offices or living-rooms) is significantly longer than the DFT length used for
feature extraction (typically 10-40 ms). In this case, partitioned convolution
methods can be used. These methods were first introduced in [67] and are
successfully used for the implementation of long adaptive filters (e. g. [63,
64]) and the efficient convolution of very long sequences [71]. We use the
partitioned overlap-save method to describe the effect of reverberation on
speech features.

For feature calculation, the reverberant speech signal y(n) is split into over-
lapping frames which are weighted with a suitable window function w(n). By
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calculating an F -point DFT, the short-time frequency-domain representation

Y (f, k) =
F−1∑
n=0

w(n) y(kN + n) e−j 2π
F n f (18.15)

of the reverberant speech signal is obtained. Note that for the following anal-
ysis, the frame shift N between neighboring frames needs to fulfill N ≤ F/2.
The RIR h(n) is partitioned into M non-overlapping partitions of length N .
These partitions are zero-padded to length F so that an F-point DFT yields
the short-time frequency-domain representation

H(f, k) =
F−1∑
n=0

wh(n)h(kN + n) e−j 2π
F n f (18.16)

of the RIR, where wh(n) = 1 ∀ 0 ≤ n < N ; wh(n) = 0 ∀ N ≤ n < F is the win-
dow function used for the impulse response. Using the short-time frequency-
domain representation S(f, k) of the clean speech signal s(n) (see Eq. 18.7), we
obtain

Y (f, k) =
M−1∑
m=0

constraint
{
H(f,m) · S(f, k − m)

}
, (18.17)

where the constraint-operation removes the time-aliasing effects due to the
circular convolution performed by the multiplication of two DFT sequences
(see e. g. [53]). A common constraint operation foresees an inverse DFT, set-
ting the first F − N points in the time domain to zero, and performing a
DFT [65].

If the constraint operation is neglected, the relationship between S(f, k)
and Y (f, k) is given as

Y (f, k) ≈
M−1∑
m=0

H(f,m) · S(f, k − m) . (18.18)

Applying the mel filter bank to the magnitude square of Y (f, k), we obtain
the melspec representation

ym(l, k) =
F/2∑
f=0

C(l, f)
∣∣Y (f, k)

∣∣2 (18.19)

≈
F/2∑
f=0

C(l, f)

∣∣∣∣∣
M−1∑
m=0

H(f,m) · S(f, k − m)

∣∣∣∣∣
2

(18.20)

of the reverberant microphone signal. A simpler approximation is obtained if
we exchange the order of the mel-filtering operation and the convolution
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ym(l, k) ≈
M−1∑
m=0

⎛⎝F/2∑
f=0

C(l, f)
∣∣H(f, m)

∣∣2⎞⎠ ·

⎛⎝F/2∑
f=0

C(l, f)
∣∣S(f, k − m)

∣∣2⎞⎠(18.21)

=

M−1∑
m=0

hm(l, m) · sm(l, k − m) . (18.22)

Note that the squared magnitude of the sum in Eq. 18.20 is replaced by the
sum of squared magnitudes in Eq. 18.21. In vector notation, Eq. 18.22 reads

ym(k) ≈
M−1∑
m=0

hm(m) � sm(k − m) , (18.23)

where � denotes element-wise multiplication. The melspec convolution (as
described in Eq. 18.23) will be used throughout this contribution to describe
the relationship between the clean feature sequence s(k) and the reverberant
feature sequence y(k). The approximations included in Eq. 18.23 compared to
the exact relationship according to Eq. 18.17 can be summarized as follows:

• The constraint which had to be applied to realize an exact linear convolu-
tion by the overlap-save method [53] is neglected.

• Due to the squared magnitude operation in the feature extraction, the
phase is ignored.

• Because of the mel-filtering, the frequency resolution is reduced.
• Since the order of convolution and feature extraction is reversed, the

squared magnitude of a sum is replaced by a sum of squared magnitudes.

Fig. 18.12 shows that Eq. 18.23 is nevertheless a good approximation of
Eq. 18.17. The figure compares three different melspec feature sequences cor-
responding to the utterance “four, two, seven”. The clean sequence (subfigure
a)), exhibits a short period of silence before the plosive /t/ in “two” (around
frame 52) and a region of low energy for the lower frequencies at the frica-
tive /s/ in “seven” (around frame 78). These are filled with energy from the
preceding frames in the reverberant case (subfigure b)). This illustrates that
the reverberation has a dispersive effect on the feature sequences: the features
are smeared along the time axis so that the current feature vector depends
strongly on the previous feature vectors. We believe that this contradiction
to the conditional independence assumption of HMMs (compare Sec. 18.3),
namely that the current feature vector depends only on the current state, im-
plies a major performance limitation of HMM-based recognizers in reverberant
environments.

Comparing the true reverberant feature sequence in subfigure b) and the
approximated reverberant feature sequence according to Eq. 18.23 in subfigure
c) reveals that the approximation does not capture the exact texture of the
time-frequency pattern (time-mel-channel pattern) of the original sequence.
However, the envelope of the time-frequency pattern is very well approxi-
mated.
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Fig. 18.12. Melspec feature sequences of the utterance “four, two, seven” in dB
gray scale a) clean utterance, recorded by a close-talking microphone, b) reverber-
ant utterance, recorded by a microphone four meters away from the speaker, c)
approximation of the reverberant utterance by melspec convolution.

Fig. 18.13 b) illustrates the melspec representation of the RIR (frame shift
10ms) for a very short RIR with a length of only 100 ms and the relationship
to its time-domain representation. This picture underlines that even a short
RIR extends over several frames in the feature domain. Therefore, the effect
of reverberation cannot be modeled by a simple multiplication or addition in
the feature domain. A much more accurate approximation is obtained by the
melspec convolution of Eq. 18.23.

18.5 Signal Dereverberation and Beamforming

Robust distant-talking ASR can be achieved by dereverberating the speech
signal before the feature vectors are calculated. For dereverberation, the con-
volution of the clean speech signal with the RIR has to be undone by inverse
filtering. Since RIRs are in general non minimum-phase, an exact causal in-
verse filter is not stable [48]. Therefore, only approximations of inverse filters
can be determined. As many zeros of the RIR are located close to the unit
circle, the inverse of the RIR is usually even longer than the RIR itself so that
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an extremely large number of coefficients is necessary to model the inverse by
an FIR filter.

Miyoshi and Kaneda show in [42] that multi-channel recordings allow for
an exact realization of the inverse filter if the RIRs of all channels are known
and do not exhibit common zeros (multiple input/output inverse theorem,
MINT). The inverse filters are obtained by inverting the multi-channel con-
volution matrix which describes the single-input multiple-output system be-
tween speaker and microphones. The lengths of the resulting inverse filters
are smaller than those of the RIRs. If the RIRs can only be estimated, small
deviations from the true RIRs lead to large deviations from the optimum so-
lution [54] so that, in practice, it is still very difficult to implement robust
dereverberation algorithms based on MINT.

In [14], Furuya et al. suggest to use the inverse of an estimated correlation
matrix of the reverberant speech signal for the calculation of the inverse filters.
This approach is equivalent to MINT if

a) it is known which of the microphones is closest to the speaker,
b) the estimation of the correlation matrix is sufficiently accurate, and
c) the source signal is white.
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Therefore, whitening filters are applied to the microphone signals to remove
the correlation introduced by the speech production from the correlation ma-
trix. A recursive time-averaging is suggested in [15] for the estimation of the
correlation matrix in order to track changes of the RIRs between speaker and
microphones.

Eigenvector-based multi-channel blind system identification [6,22] to esti-
mate the RIRs and subsequent inversion based on the MINT theorem is used
in [29]. A major problem of this approach is that the order of the RIRs is usu-
ally not known. Therefore, an appropriate size of the correlation matrix can
hardly be determined, and the accuracy of the blind system identification is
significantly reduced. Hikichi et al. suggest in [29] to overestimate the lengths
of the RIRs and to employ a post-processing scheme to compensate for the
common part which is introduced into the RIRs because of the overestimation.

An alternative approach to estimating the RIRs by blind system identi-
fication and subsequent inversion by MINT is to estimate the inverse filters
directly. In [10], a versatile framework for multi-channel blind signal process-
ing is proposed, which can be used for blind dereverberation. In a second-order
version of the approach, multi-channel filters are adapted to obtain a desired
correlation matrix, where the entries along the main diagonal and close to the
main diagonal are unchanged while all other elements are minimized. In this
way, the clean speech signal is hardly distorted, since the correlation caused by
the vocal tract is concentrated around the main diagonal. In contrast, the cor-
relation due to room reverberation extends across the entire autocorrelation
matrix. In this way, partial dereverberation can be achieved.

Single-channel approximate dereverberation of the microphone signal can
be accomplished by modifying the linear prediction residual. Yegnanarayana
et al. show in [75] that the residual of clean speech exhibits one distinct phona-
tion impulse per pitch period in voiced segments, while the residual of rever-
berant speech exhibits many impulses. By attenuation of the impulses due
to reflections compared to the phonation impulse, a dereverberation effect is
achieved. In [75], a weighting factor for the residual based on the entropy and
the short-time energy contour is suggested. In [76], the approach is extended
to multi-channel recordings by coherent summation over the residuals of the
individual microphone channels. Further approaches aiming at speech derever-
beration by enhancement of the prediction residual are described in [17,18,20].

Nakatani et al. propose to use the short-term harmonicity of voiced speech
segments for dereverberation (Harmonicity-based dEReverBeration, HERB)
[45]. Based on an estimate of the pitch period, the harmonic part of speech is
extracted by adaptive filtering and used as initial estimate of the dereverber-
ated speech signal. Averaging the quotient of the Fourier transforms of the
harmonic part and the reverberant part, respectively, over numerous training
utterances, a dereverberation filter is determined which reduces reverberation
both in voiced and unvoiced speech segments.

An implementation of HERB for the dereverberation of single-word utter-
ances achieves a significant reduction of reverberation [47] as indicated by the
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resulting reverberation curves. Using HERB as preprocessing for a speaker-
dependent isolated word recognition system which employs HMMs trained on
clean speech, a decisive increase in word accuracy is achieved. However, the
recognition rate is still significantly lower than the clean-speech performance
because of changes in the spectral shapes of the dereverberated signals [47].
Using HMMs trained on utterances dereverberated by HERB to recognize
dereverberated speech, recognition rates which are very close to the clean-
speech performance are achieved even for strongly reverberant speech signals
(T60 = 1 s).

The main problems for the implementation of the approach are the large
DFT length required (10.9 seconds in [47]) and the averaging operation neces-
sary for the calculation of the inverse filter. However, the number of utterances
needed for the averaging operation has been decreased considerably by several
improvements of the approach [36,46].

Beamforming methods, which use microphone arrays to achieve spatial se-
lectivity, are also potential candidates for signal dereverberation. Steering the
main lobe of the beamformer towards the direct sound of the desired source
and attenuating reflections arriving from different directions, a dereverberat-
ing effect can be achieved. However, several aspects limit the dereverberation
capability of beamformers.

By compensating for the delays due to different sound propagation times,
the delay-and-sum-beamformer achieves a coherent addition of the signals ar-
riving from the desired direction and an incoherent addition of the signals
arriving from other directions. In this way, a relative attenuation of the un-
desired signals in relation to the desired signals is achieved. The delay-and-
sum-beamformer is very robust, but due to the limited spatial selectivity of
the apertures of typical microphone arrays, only limited dereverberation can
be achieved. Nevertheless, slight improvements of the recognition rates are
reported in [50] when delay-and-sum-beamformers are used as preprocessing
unit for ASR systems.

Adaptive beamformers [73] are established as powerful approaches for at-
tenuating distortions which are uncorrelated to the desired signal. An adap-
tive filter is used for each sensor signal and is adapted according to some
optimization criterion. For example, the variance of the output signal can be
minimized subject to the constraint that the signal arriving from the desired
direction passes the filter undistorted (minimum variance distortionless re-
sponse (MVDR) beamformer). For implementing adaptive beamformers, the
structure of the generalized sidelobe canceler (GSC) [21] has turned out to be
very advantageous. To achieve a robust GSC implementation for broad-band
speech signals, restrictions of the filter coefficients have to be enforced [31].
The performance of the GSC for speech signals can be further improved by
controlling the adaptation in individual DFT bins instead of using a single
broad-band control [26,27].

A remaining problem for the use of adaptive beamformers in signal dere-
verberation is the correlation between the desired signal and its reverberation.
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Therefore, it is very difficult to completely avoid cancellation of the desired
signal and the gain of adaptive beamformers compared to a fixed delay-and-
sum-beamformer is reduced.

In [61], Seltzer proposes to integrate beamforming and speech recognition
into one unit. The coefficients of a filter-and-sum-beamformer are adapted in
order to maximize the probability of the correct transcription, which is esti-
mated by an initial recognition iteration (unsupervised version) or is known
for an initial training utterance (supervised version). The probability is de-
termined based on the HMMs of the speech recognizer.

Using the speech features and the acoustic model of the ASR system for
the adaptation of the filter coefficients ensures that those speech properties
are emphasized which are crucial for recognition. In [61], a noticeable increase
of the recognition performance compared to using only a single microphone
or using a delay-and-sum-beamformer is reported for both additive noise and
moderate reverberation. For strong reverberation, a subband version of the
approach [62] is more suitable. The performance of the supervised version is
limited if the RIRs change significantly between calibration and test. The per-
formance of the unsupervised version is limited by the accuracy of the initial
transcription estimate. In strongly reverberant environments, this initial esti-
mate can be very inaccurate so that, then, hardly any gain can be achieved
with the approach.

The adaptation of the filter coefficients is very challenging. Because of the
nonlinear relationship between the filter coefficients and the cost function,
in general, the error surface exhibits local minima so that the convergence
to a satisfying solution is not assured. The reduced data rate of the speech
features compared to the speech signal samples (see Sec. 18.3) implies that a
large number of filter coefficients has to be adapted with only little training
data. Thus, for a given duration of the utterance used for adaptation, the
number of adjustable filter coefficients is limited or the optimum coefficients
cannot be identified.

18.6 Robust Features

A simple way to alleviate the limitations of the conditional independence as-
sumption (see Sec. 18.3) is to extend the speech feature vector by so-called
dynamic features like ∆ and ∆∆ coefficients [13, 25]. These features can be
considered as the first (∆) and second (∆∆) derivative of the static features
and are usually approximated by simple differences or by linear regression
calculations. In this way, the dynamic features capture the temporal changes
in the spectra across several frames (2 to 10 frames) and thus enlarge the tem-
poral coverage of each feature vector. Nevertheless, for strongly reverberant
environments, the limited reach of the ∆ and ∆∆ features is not sufficient
to cover the dispersive character of the reverberation so that the recognition
performance is still limited.



700 A. Sehr, W. Kellermann

RASTA (RelAtiveSpecTrA)-based speech features [28] are largely insensi-
tive to a convolution with a short time-invariant impulse response. The key
steps in calculating RASTA-based features are the following: The speech signal
is divided into sub-bands (e. g., similar to the critical bands) and a nonlinear
compressing transform is performed on each sub-band signal. Each compressed
sub-band signal is then filtered by a bandpass filter (passband from 0.26 Hz
to 12.8 Hz) which removes the very low and high modulation frequencies.

If a logarithmic transform is used, the convolution in the signal domain,
which approximately corresponds to a multiplication in the sub-band domain,
is transformed into an addition in the compressed sub-band domain so that
the impulse response is represented by an additive constant in each sub-band,
which is removed by the respective bandpass filters. Therefore, a convolution
of the time-domain signal with a short time-invariant impulse response has
hardly any influence on RASTA-based speech features.

In virtually all reverberant environments, the RIR is significantly longer
than the frames used for feature calculation. Therefore, the time-domain con-
volution (Eq. 18.2) cannot be represented by a multiplication in the sub-band
domain, but rather by a convolution in each sub-band as discussed in Sec. 18.4.
Consequently, the time-domain convolution cannot be represented by additive
constants in the compressed sub-band domain and will not be removed by the
bandpass filters. Therefore, the RASTA-based features are not insensitive to
long reverberation.

Cepstral mean subtraction (CMS) (see, e. g., [3] and [33], Sec. 10.6.4) is
another way of alleviating convolutional distortions. A convolution with an
impulse response in the time domain is transformed into an addition of the
cepstral representation of the impulse response in the cepstral domain, if
the frame length of the analysis window is long compared to the length of
the impulse response. Thus, convolutive effects characterized by a short im-
pulse response result in an addition of the cepstral representation of the im-
pulse response. This representation of the impulse response can be estimated
by calculation of the linear mean across the utterance and can be removed
by subtraction. If the utterances are long enough so that the cepstral repre-
sentation of the impulse response can be estimated reliably, the robustness
of the recognizer to short convolutional effects can be significantly increased.
For long reverberation with a typical duration from 200 to 800 ms in offices
and living-rooms compared to the cepstral analysis window length of typically
10 to 40 ms, CMS yields only limited gains.

18.7 Model Training and Adaptation

ASR systems perform best if the acoustical conditions of the environment
where the training data have been recorded match the acoustical conditions
of the environment where the recognizer is applied. Therefore, using training
data recorded in the application environment results in models which are well
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suited for the application environment. However, recording a complete set of
training data for each application environment requires tremendous effort and
is therefore unattractive for most real-world applications.

Giuliani et al. [19] generate reverberant training data by convolving
clean-speech training utterances with RIRs measured in the application
environment. In this way, the data collection effort is considerably reduced.
In [66], Stahl et al. show that the performance of HMMs trained on artificially
reverberated training data is significantly degraded relative to that of HMMs
trained on data recorded in the application environment. On the other hand,
the recognition performance based on artificial reverberation is significantly
improved compared to models trained on clean speech. However, training the
recognizer for each application environment still implies a huge computational
load and is quite inflexible.

Therefore, Haderlein et al. [23] use RIRs recorded at different loudspeaker
and microphone positions in the application environment to generate artifi-
cially reverberated data which allow the training of HMMs suitable for differ-
ent speaker and microphone positions in the application environment. These
HMMs show good performance also in different rooms with similar reverber-
ation characteristics.

To reduce the effort required by a complete training with reverberant
data, well-trained clean-speech models can be used as starting point for model
adaptation. Using only a few utterances recorded in the target environment,
the clean-speech models are adapted to the acoustic conditions in the appli-
cation environment. Numerous adaptation schemes have been proposed for
adaptation to additive distortions (e. g. background noise) and channel effects
characterized by impulse responses shorter than the frame length of the fea-
ture extraction analysis window (e. g. to compensate for different frequency
responses of the microphones used for training and test): Maximum a poste-
riori estimation [38, 39], parallel model combination [16], vector Taylor series
(VTS) [43], and HMM composition [44,68,69].

These approaches rely on the assumption that the observed features result
from the addition of the clean features and a noise term or a channel distortion
term, respectively. In the case of room reverberation, the relation between
clean-speech features and the feature-domain representation of the RIR is
not additive as shown in Sec. 18.4. Therefore, the above-mentioned model
adaptation approaches are not appropriate for reverberant environments.

In [56] and [30], two model adaptation techniques tailored to long reverber-
ation are proposed. Based on information of the reverberation characteristics
of the application environment, the means of the output density of the current
state are adapted taking into account the means of the previous states. This
adaptation is performed for all states in the HMM network before recognition.
Therefore, the average time of remaining in each state has to be considered. In
this way, a performance approaching that of reverberant training is achieved
for isolated digit recognition in [56] and for connected digit recognition in [30].
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However, both the model adaptation approaches [30, 56] and the training
with reverberant data [19, 23, 66] suffer from the conditional independence
assumption which limits the capability of the HMMs to accurately model
reverberant feature vector sequences.

In [70] a frame-by-frame adaptation method is suggested which overcomes
the limitation of the conditional independence assumption. The reverberation
of the previous feature vectors is modeled by a first-order linear prediction
and is added to the means of the clean-speech HMM at decoding time. This
implies an approximation of the reverberation by a strictly exponentially de-
caying function and achieves slightly lower recognition rates than matched
reverberant training [70].

18.8 Reverberation Modeling for Speech Recognition

A novel concept for robust distant-talking ASR in reverberant environments,
called REverberation MOdeling for Speech recognition (REMOS), is dis-
cussed in this section. The concept was first introduced in [57] and has been
extended in [58–60]. The acoustic model of a REMOS-based recognizer is a
combination of a clean-speech HMM network Nλ and a statistical reverbera-
tion model η as depicted in Fig. 18.14. This combined acoustic model allows for
very accurate and flexible modeling of reverberant feature sequences without
the limitations of the conditional independence assumption.

Viterbi
algorithm

extraction
Feature Extended Transcription

ηNλ

y(n) y(k)

Fig. 18.14. Block diagram of the REMOS concept.

During the recognition process, the improved acoustic model is used to
estimate the most likely clean-speech feature sequence directly in the fea-
ture domain. This kind of dereverberation follows the idea of preprocess-
ing. Performing the dereverberation directly in the feature domain makes
the approach less sensitive to variations of the spectro-temporal details of the
acoustic path between speaker and microphone and allows for a more effi-
cient implementation. The calculation of the acoustic score is based on this
clean-speech feature estimate. In this way, the REMOS concept combines ad-
vantages of all three previously described classes of robust approaches: signal
preprocessing, feature compensation and improved acoustical modeling (see
Fig. 18.4).
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We introduce the REMOS concept from the perspective of feature produc-
tion. In particular, we show how the combination of the clean-speech HMM
network and the statistical reverberation model describes the reverberant fea-
ture sequence. For the actual speech recognition, however, the combined model
will be employed to find the most likely transcription for a given reverberant
input feature sequence. Before deriving a solution for the decoding of the com-
bined model, a detailed description of the reverberation model and its training
is given.

18.8.1 Feature Production Model

The idea of modeling reverberation directly in the feature domain is based
on the following observation: While the spectro-temporal details of the acous-
tic path between speaker and microphone are very sensitive to changes like
small movements of the speaker, the spectro-temporal envelopes are hardly
affected by such changes (see also Sec. 18.4). As the speech features used for
ASR only capture the envelopes, a good feature-domain model for describing
reverberation in a certain room can be obtained without detailed information
on speaker and microphone positions.

We assume that the sequence of reverberant speech feature vectors y(k) is
produced by a combination of a network Nλ of word-level HMMs λ describing
the clean-speech and a reverberation model η as illustrated in Fig. 18.15. The
word-level HMMs λ may be composed of subword HMMs. The task grammar
and the language model can be embedded into the network of HMMs to
represent the actual recognition task.

The reverberation model is completely independent of the recognition task
and describes the reverberation of the room where the recognizer will be used.
The strict separation of the task information incorporated into the network of
HMMs and the information about the acoustic environment reflected by the
reverberation model yields a high degree of flexibility when the recognition
system has to be adapted to new tasks or new acoustic environments.

The REMOS concept can be applied to any kind of speech features which
allow the formulation of an appropriate relation between the sequence s(k)
of output feature vectors of the HMM network, the sequence H(k) of the
reverberation model output matrices (see Sec. 18.8.2) and the sequence y(k)
of reverberant speech feature vectors.

Based on the melspec convolution described in Eq. 18.23, the feature-
dependent combination operator in Fig. 18.15 is given in generic form and then
for melspec features ym(k), logmelspec features yl(k), and MFCC features
yc(k) in the following:
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η

Nλ
s(k)

y(k)

H(k)

◦
◦ denotes the appropriate

operator for combining

s(k) and H(k)

Fig. 18.15. Feature production model of the REMOS concept.

y(k) = H(k) ◦ s(k) ∀ k = 1 . . . K + M − 1 , (18.24)

ym(k) =
M−1∑
m=0

hm(m, k) � sm(k − m) , (18.25)

yl(k) = log

(
M−1∑
m=0

exp
(
hl(m, k)

)
� exp

(
sl(k − m)

))
, (18.26)

yc(k) = B A · log

(
M−1∑
m=0

exp
(
A−1BThc(m, k)

)
� exp

(
A−1BTsc(k − m)

))
. (18.27)

Here, � denotes element-wise multiplication, the vector h(m, k) is a realiza-
tion of the reverberation model for frame delay m and frame k, while M and
K are the lengths of the reverberation model and the clean utterance, respec-
tively. The matrices A and B were introduced in Eq. 18.10. The logarithm
and the exponential function are applied element-wise. The dependency of
h(m, k) on the current frame k results from fact that the reverberation model
allows the feature-domain representation of the RIR to change each frame
(see Sec. 18.8.2). Note that all combination operators (Eqs. 18.25, 18.26, and
18.27) are equivalent, since they use the same model of reverberation, namely
the feature vector convolution in the melspec domain (Eq. 18.23).

The reverberant features sequence y(k) can be considered as a realization
of the vector-valued random process Y(k). The combined acoustic model ac-
cording to Fig. 18.15 describes Y(k) as a non-stationary random process with
statistical dependencies between neighboring frames characterized by the re-
verberation model η.

18.8.2 Reverberation Model

The reverberation model represents the acoustic path between speaker and
microphone in the feature domain. As the acoustic path can be modeled suffi-
ciently well by an RIR, the reverberation model basically represents the RIR
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in the feature domain. As shown in Fig. 18.13 b), the feature-domain rep-
resentation of the RIR can be considered as a matrix, where each column
corresponds to a certain frame and each row corresponds to a certain mel
channel. Each matrix element in Fig. 18.13 b) has a fixed value as illustrated
by the gray level in the image.

Since the exact RIR is usually not known and since the combination op-
eration provides only an approximation of the exact relationship between
the clean and the reverberant feature sequences (see Sec. 18.4), we do not
use a fixed feature-domain representation of a single RIR as the reverbera-
tion model. Instead, we use a statistical model where each matrix element is
modeled by an independent identically distributed (IID) random process. For
simplification, each element of the matrix is assumed to be statistically inde-
pendent from all other elements and is modeled by a shift-invariant Gaussian
density. Therefore, the reverberation model is completely described by the
matrices of the means and variances of the Gaussian distributions. Fig. 18.16
illustrates the reverberation model.

Mel channel l

Frame m

Fig. 18.16. Reverberation model η.

In summary, the reverberation model describes an IID matrix-valued
Gaussian random process H(k). The sequence of the feature-domain RIR
representations H(k) is a realization of this random process as illustrated
in Fig. 18.17. The IID property of the random process implies that all ele-
ments of the random process at frame k1 are statistically independent from
all elements of the random process at frame k2 as long as k1 	= k2. Because
the random process H(k) is strict-sense stationary, its probability density is
not time-dependent and is denoted as fH(k)(H(k)) = fη(H(k)).

18.8.3 Training of the Reverberation Model

The training of the reverberation model is based on a number of measured
or hypothesized feature-domain RIR representations Ĥ(k). Using these RIR
representations, the mean matrix µη and the variance matrix σ2

η of the rever-
beration model η are estimated
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h(l = 1, m = 0, k = 1)

h(m = 3, k = 1)

H(k = 3)

Mel channel l

Frame delay m

Frame k

Fig. 18.17. Sequence of feature-domain RIR representations H(k) as a realization
of the random process H(k) described by the reverberation model η.

µη =
1
P

P∑
k=1

Ĥ(k) , (18.28)

σ2
η =

1
P − 1

P∑
k=1

(
Ĥ(k) − µη

)2

, (18.29)

where P is the number of RIR representations Ĥ(k).
There are two ways of obtaining a set of RIR representations Ĥ(k): Ei-

ther time-domain RIRs are transformed to the feature domain, or Ĥ(k) is
estimated directly in the feature domain.

Training of the Reverberation Model using Time-Domain RIRs

A set of time-domain RIRs for different microphone and loudspeaker positions
of the room where the ASR system will be applied can be used for calculating
a set of realizations Ĥ(k). These RIRs can either be measured before using the
recognizer, estimated by blind system identification approaches or modeled,
e. g., using the image method as described in [1]. To train the reverberation
model, the RIRs are time-aligned so that the direct path of all RIRs appears
at the same delay. Calculation of the features yields a set of realizations Ĥ(k)
which are used to estimate the means and the variances of the reverberation
model according to Eq. 18.28 and Eq. 18.29. A block diagram of the training
based on time-domain RIRs is given in Fig. 18.18.
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Feature−domain
representations

of RIRs

CalculateSet of alignedSet of

RIRs of the rever−
beration model

variances
Means andEstimate

means and 
variances

feature−domain
representationalignment

Time
RIRs

Fig. 18.18. Training of the reverberation model using time-domain RIRs.

Estimation in the Feature Domain

The realizations Ĥ(k) can also be obtained directly in the feature domain. For
example, maximum likelihood (ML) estimation based on a few training ut-
terances with known transcription as depicted in Fig. 18.19 can be employed.
Using the reverberant feature sequence y(k), a set of clean-speech HMMs, and
the correct transcription of the training utterance corresponding to y(k), the
optimum state sequence through the HMM representing the correct transcrip-
tion is obtained by forced alignment [78]. Using this state sequence and the
clean-speech HMMs, a joint density of the clean-speech feature sequence fS(S)
is estimated.

sequence

Optimum state

Set of HMMs

for clean speech

transcription

Correct
Means and
variances

of the rever−
beration model

Estimate
means and 
variances

representationML−
estimation

Feature−domain

of RIRsstate sequence
Find optimum

y(k)

Fig. 18.19. Block diagram for the feature-domain training of the reverberation
model based on maximum likelihood estimation.

To obtain the corresponding conditional Gaussian density fY|H(k)(Y ) of
the reverberant feature sequence given H(k), the means µS(k) are combined
with H(k) to get the means µY(k)|H(k)

µY(k)|H(k) = H(k) ◦ µS(k) .
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For simplification, the variances σ2
Y(k)|H(k) are assumed to be equal to the

clean-speech variances σ2
S(k) as suggested in [56]. The ML estimate ĤML(k)

is obtained by maximizing the conditional density of the reverberant feature
sequence with respect to H(k)

ĤML(k) = argmax
H(k)

{
fY|H(k)(Y )

}
.

A more detailed description of this approach including the derivation of the
ML estimate in the melspec domain and corresponding experimental results
can be found in [60].

18.8.4 Decoding

So far, we introduced the REMOS concept from the perspective of feature
production, describing how reverberant speech features are generated given
the model. For speech recognition, however, the opposite task has to be solved.
Given a reverberant utterance, a recognition network of clean-speech HMMs
and a reverberation model, the task of the recognizer is to find the path
through the network yielding the highest probability for the given feature
sequence in connection with the reverberation model.

Independently of the acoustic-phonetic modeling, the distant-talking speech
recognition search problem has been formulated in Sec. 18.3 as finding the word
sequence Ŵ maximizing the product of the acoustic score A(Y |W ) of Y given
the word sequence W and the language score L(W )

Ŵ = argmax
W

{
A(Y |W ) · L(W )

}
. (18.30)

For conventional HMMs, the acoustic score based on the most likely state
sequence is given as (see Sec. 18.3)

A(Y |W ) = max
Q

{
P (Y , Q|Λ)

}
.

For the combined acoustic model consisting of a clean-speech HMM network
and the reverberation model according to Fig. 18.15, the acoustic score is
given as

A(Y |W ) = max
Q,S,H

{
P (Q,S,H|Λ, η)

}
subject to Eq. 18.24

= max
Q

{
P (Q|Λ) · max

S,H

{
P (S,H|Λ, η,Q)

}}
subject to Eq. 18.24 .

As only the calculation of the acoustic score is different in the REMOS concept
compared to conventional HMMs, the same search algorithms as for conven-
tional HMMs can be used to solve the problem described in Eq. 18.30 by the
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REMOS concept if a few extensions are added which account for the modified
acoustic score calculations. These extensions will be derived in the following.

In the proposed approach, the acoustic score A(Y |W ) can be calculated
iteratively by an extended version of the Viterbi algorithm, where we assume
that the HMM starts in state 1 and ends in state J .
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Initialization:

γ1(1) = max
s(1),h(0,1)

{
fΛ

(
1, s(1)

)
· fη

(
h(0, 1)

)}
,

subject to x(1) = s(1) ◦ h(0, 1)
γj(1) = 0 ∀j = 2 . . . J ,

ψj(1) = 0 ∀j = 1 . . . J .

Recursion:

γj(k) = max
i

{
γi(k − 1) · aij · Oij(k)

}
, (18.31)

ψj(k) = argmax
i

{
γi(k − 1) · aij · Oij(k)

}
,

Oij(k) = max
s(k),H(k)

{
fΛ

(
j, s(k)

)
· fη

(
H(k)

)}
, (18.32)

subject to y(k) = H(m, k) ◦ s(k) , (18.33)

∀j = 1 . . . J, k = 2 . . . K + M − 1, .

Termination:

A(Y |W ) = γJ(K + M − 1), q(K + M − 1) = J .

Backtracking:

q(k) = ψq(k+1)(k + 1) ∀k = K + M − 2, . . . , 1 .

As in the conventional Viterbi algorithm, i indexes all considered previous
states leading to the current state j, γj(k) is the Viterbi metric for state j
at frame k. fΛ(j, s(k)) is the output density of state j of the HMM sequence
Λ describing W evaluated for the clean-speech vector s(k). fη(H(k)) is the
probability density of the reverberation model η evaluated for the feature-
domain representation H(k) of the RIR (see Sec. 18.8.2). The backtracking
pointer ψj(k) refers to the previous state and allows backtracking of the most
likely state sequence.

The result Oij(k) of the optimization in Eq. 18.32, which is referred to
as inner optimization, is obtained by varying the vector of the current clean-
speech frame s(k) and the matrix of the current feature-domain RIR repre-
sentation H(k) in order to maximize the product of their probability densities
subject to the constraint described in Eq. 18.33. That is, the combination of
H(k) and s(k) needs to be equal to the current reverberant feature vector
y(k). The subscript ij in Oij(k) indicates that this term is based on the op-
timum partial state sequence Q̂ij(k) from frame k − M + 1 to frame k with
current state j and previous state i (see Fig. 18.21) given by
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Q̂ij(k) = q̂ij(k − M + 1), . . . , q̂ij(k − 2), q̂ij(k − 1) = i, q̂ij(k) = j .

Comparing the update equation 18.13 of the conventional Viterbi algorithm to
the update equation 18.31 of the extended Viterbi algorithm, we observe two
differences. The first difference is that the output density fΛ(j, s(k)) of the
current HMM state in (18.13) is replaced by the term Oij(k) in Eq. 18.31.
This term can be considered as the output density of the combined model
according to Fig. 18.15 and is calculated by solving the inner optimiza-
tion problem (Eq. 18.32) subject to Eq. 18.33. The second difference is that
Oij(k) is included in the maximization over all possible state sequences Q in
Eq. 18.31 while fΛ(j, s(k)) is not included in the corresponding maximiza-
tion in Eq. 18.13. Therefore, the inner optimization has to be performed for
each frame k, each state j and each possible predecessor state i. The inner
optimization is the main extension compared to the conventional Viterbi al-
gorithm and will be discussed in more detail in the following section.

Reverberation
model

clean speech HMMs
Network of

Find previous
clean speech

vectors

score

Viterbi

Calculate

opitimization
Inner

Backtracking matrix

Viterbi score matrix

vectors (3D tensor)
Matrix of clean speech

k

k

k j

j
j

l

y(k)

η

Nλ

šij(k − 1)

šij(k − M + 1)

ŝij(k)

Ĥij(k)

aij

Oij(k)

γi(k − 1)

γj(k)

ψj(k)

ŝj(k)

fη(H(k))

fΛ(j, s(k))

(18.32)
(18.31)

Fig. 18.20. Illustration of the extended Viterbi algorithm.

Fig. 18.20 illustrates the extended Viterbi algorithm. To calculate the cur-
rent Viterbi score γj(k), the previous Viterbi score γi(k − 1), the transition
probability aij and the output density Oij(k) of the combined model have
to be maximized according to Eq. 18.31. In order to obtain Oij(k), the inner
optimization according to Eq. 18.32 has to be solved. Therefore, the optimum
contributions ŝij(k) and Ĥij(k) of the current HMM state and the reverber-
ation model to the current reverberant observation vector y(k) are estimated
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by maximizing the product of the HMM output density fΛ(j, s(k)) and the
reverberation model output density fη(H(k)) subject to the constraint that
the combination of s(k) and H(k) yields y(k). In this way, Oij(k), ŝij(k), and
Ĥij(k) are obtained.

To solve the inner optimization based on one of the combination oper-
ators described in Eqs. 18.25, 18.26, or 18.27, all clean-speech feature vec-
tors s(k − M + 1) . . . s(k − 1) are necessary. These true clean-speech feature
vectors are replaced by estimates determined in previous iterations of the
extended Viterbi algorithm for the frames k′ < k and the states j′. The clean-
speech feature vector estimates are calculated as follows.

The inner optimization for frame k′, state j′, and each possible predecessor
state i′ yields a clean-speech feature estimate ŝi′j′(k′) for each i′. By maxi-
mizing over i′ in the Viterbi recursion (Eq. 18.31), the most likely predecessor
state

î′ = argmax
i′

{
γi′(k′ − 1) · ai′j′ · Oi′j′(k′)

}
(18.34)

is determined. Using, î′, the most likely clean-speech feature estimate among
all estimates ŝi′j′(k′) is selected according to

ŝj′(k′) = ŝî′j′(k
′) . (18.35)

For each frame k′ and each state j′, the most likely clean-speech feature
estimate ŝj′(k′) is stored in a matrix of clean-speech vectors (3D tensor) as
depicted in Fig. 18.20.

Since the matrix of clean-speech vectors is filled up to column k − 1 by
the previous iterations, before the recursions for frame k start, the estimated
clean-speech vectors can be obtained from this matrix using the optimum
partial path Q̂ij(k). The states corresponding to Q̂ij(k) are determined by
tracing back the path from frame k − 1 and state i using the backtracking
pointers ψ as follows

q̂ij(k) = j , (18.36)
q̂ij(k − 1) = i , (18.37)

q̂ij(κ) = ψq̂ij(κ+1)(κ + 1) ∀ κ = k − 2, . . . , k − M + 1 . (18.38)

Fig. 18.21 illustrates the two optimum partial paths Q̂i1j(k) and Q̂i2j(k) for
frame k, state j and the two possible predecessor states i1 and i2 for the HMM
topology according to Fig. 18.7.

Now the clean-speech feature estimates corresponding to Q̂ij(k) are deter-
mined by selecting the corresponding vectors from the matrix of clean-speech
vectors as follows

šij(κ) = ŝq̂ij(κ)(κ) ∀ κ = k − 1, . . . , k − M + 1 . (18.39)

Note that the clean-speech estimate šij(κ) extracted from the matrix of clean-
speech vectors is in general different from the initial clean-speech estimate
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ŝij(κ) obtained from the inner optimization. Now, all input data required for
the inner optimization are available, and Eq. 18.32 can be solved.

Frame

State

k − M + 1 k − 1 k

ji1 i2

Fig. 18.21. Illustration of two optimum partial paths Q̂i1j(k) (indicated by the
large dots) and Q̂i2j(k) (indicated by the squares) corresponding to the two possible
predecessor states i1 and i2 in the trellis diagram of the HMM according to Fig. 18.7
for k = 10, j = 4, i1 = 3, i2 = 4, M = 6.

After each iteration, the Viterbi score γj(k) and the backtracking pointer
ψj(k) are stored in the corresponding matrices. After all iterations are finished,
these two matrices are used to determine the final acoustic score and to find the
optimum path through the HMM network which enables the reconstruction
of the most likely word sequence W corresponding to the feature sequence Y .

Note that the decoding of the combined acoustic model described above ex-
hibits some similarities to the HMM decomposition approach proposed in [72]
for additive noise. Indeed, REMOS can be considered as a generalization of
the HMM decomposition approach to a convolutive combination of the model
outputs if the reverberation model is considered as a one-state HMM with
matrix-valued output. However, there is a significant difference in the evalua-
tion of the output density of the combined model. The HMM decomposition
approach proposes to integrate over all possible combinations of the outputs
of the individual models to calculate the output probability of the combined
feature vector. We propose to search for the most likely combination to calcu-
late the probability of the reverberant feature vector. While both approaches
are feasible for simple combinations like addition, the method proposed here
provides significant computational savings for more complex combinations like
convolution.

18.8.5 Inner Optimization

To find the best combination of the HMM output and the reverberation model
output, the extended Viterbi algorithm performs an inner optimization in each
iteration. In this inner optimization, the joint density of the current HMM



714 A. Sehr, W. Kellermann

state and the reverberation model has to be maximized subject to the con-
straint that the combination of s(k) and H(k) yields the current reverberant
feature vector y(k) as described by Eq. 18.32 and Eq. 18.33.

Instead of maximizing the objective function

fΛη = fΛ

(
j, s(k)

)
· fη

(
H(k)

)
directly, equivalently, the logarithm of the objective function log (fΛη) can be
maximized, since the logarithm is a monotone function. Therefore, the inner
optimization problem can be expressed as

Õij(k) = max
s(k),H(k)

{
log{fΛη}

}
subject to Eq. 18.33 . (18.40)

The objective function fΛη of the inner optimization problem depends on the
output density of the current HMM state fΛ(j, s(k)) and the output density
of the reverberation model fη(H(k)). If single Gaussian densities are used
both in the HMM and in the reverberation model, log{fΛη} is a quadratic
function with a single global maximum. If mixtures of Gaussians are used in
the HMMs and/or in the reverberation model, log{(fΛη} is a sum of weighted
quadratic functions and, in general, exhibits several local maxima.

The constraint of the inner optimization problem depends on the kind
of features used, since the combination operation of the HMM output fea-
tures and the reverberation model output features is feature-dependent and
is given for melspec features, logmelspec features, and MFCCs in Eqs. 18.25,
18.26, and 18.27. For all three kinds of features, the constraint is a non-
linear function. Note that the independent variables to be optimized are
s(k − 0),h(0, k), . . . ,h(M − 1, k). The terms s(k − M + 1), . . . , s(k − 1) are
known from previous iterations, since they are given by the clean-speech fea-
ture estimates šij(k − M + 1), . . . , šij(k − 1).

The discussion above shows that the complexity of the inner optimization
problem depends both on the output densities of the HMM and the rever-
beration model, and the kind of features used in the recognizer. In general,
numerical optimization methods have to be employed for the solution of the
inner optimization problem.

If single Gaussian densities are used and the constraint is linearized, a
closed-form solution of the inner optimization problem can be found in the
melspec domain. This solution is derived in the following section as an example
of how to solve the inner optimization problem.

18.8.6 Solution of the Inner Optimization Problem in the Melspec
Domain for Single Gaussian Densities

In the melspec domain, the inner optimization problem can be expressed as
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Õij(k) = max
sm(k),Hm(k)

{
log{fΛη}

}
(18.41)

subject to ym(k) = hm(0, k) � sm(k) +
M−1∑
m=1

hm(m, k) � šm,ij(k − m) .

(18.42)

Using single Gaussian densities both in the HMMs and the reverberation
model, the objective function log{fΛη} becomes a multivariate quadratic func-
tion. If the constraint in the melspec domain (Eq. 18.42) is linearized, an op-
timization problem with a quadratic cost function and a linear constraint is
obtained, which exhibits a single unique solution. The determination of this
solution using the method of Lagrange multipliers is described in the following.

We introduce a simplified notation which neglects the subscript m in-
dicating “melspec domain”, the dependencies on the frame index k and the
partial state sequence Qij(k) as follows: sm(k − 0) := s0, šm,ij(k − m) := šm,
ym(k) := y, hm(m, k) := hm. That is, y is the current reverberant feature
vector, s0 is the current clean-speech feature vector and šm is the estimated
clean-speech vector for frame k − m. hm is the m-th column of the current
melspec RIR representation (see Fig. 18.13 for illustration).

With this simplified notation, the constraint of Eq. 18.42 can be written
as

y = h0 � s0 +
M−1∑
m=1

hm � šm , (18.43)

where the underlined vectors are unknown realizations of multivariate Gaussian
random vectors with diagonal covariance matrix and the overlined vectors are
known from previous iterations.

To linearize the constraint, we approximate the generally non-Gaussian
random vector Ỹ0 = H0 � S0 describing the realizations ỹ0 = h0 � s0 by a
Gaussian random vector Y0 with the same mean and variance as Ỹ0. The real-
izations of Y0 are denoted y0. Thus we obtain the following linear constraint

y = y0 +
M−1∑
m=1

hm � šm . (18.44)

Based on this constraint, a two-step closed-form solution of the inner opti-
mization problem can be derived as follows:

First step: Find y0 and hm′ .

We apply the method of Lagrange multipliers (see e. g. [41], appendix B.2) to

max
y0,h1,...,hM−1

{
fY0(y0) · fη(h1) · . . . · fη(hM−1)

}
subject to Eq. 18.44 ,

(18.45)
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where fY0(y0) is the probability density of Y0 evaluated at y0, fη(hm) is
the probability density of the m-th column of the reverberation model evalu-
ated at hm. Since the columns of the reverberation model are assumed to be
statistically independent as described in Sec. 18.8.2,

fη(h0) · . . . · fη(hM−1) = fη

(
H(k)

)
.

Using the negative logarithm of the densities to be maximized and neglecting
irrelevant constants, the Lagrangian function L1 is obtained as

L1 =

(
y0 − µy0

)2
2σ2

y0

+
M−1∑
m=1

(hm − µhm
)2

2σ2
hm

+ ν1 ·
(

y − y0 −
M−1∑
m=1

hm � šm

)
, (18.46)

where the squaring and the division operations are performed element-wise
(as for the remainder of this section), ν1 is the Lagrange multiplier, and µhm

and σ2
hm

denote the mean and the variance vector of hm, respectively, and
likewise for the other variables.

Setting the derivatives of the Lagrangian L1 with respect to y0, h1, . . . ,
hM−1, and ν1 to zero and solving the resulting system of equations, we obtain
ŷ0 and ĥm′ , for m′ = 1, . . . , M − 1, as solutions

ŷ0 =

M−1∑
m=1

š2
m � σ2

hm

σ2
y0

+
M−1∑
m=1

š2
m � σ2

hm

� µy0

+
σ2

y0

σ2
y0

+
M−1∑
m=1

š2
m � σ2

hm

�
(

y −
M−1∑
m=1

šm � µhm

)
, (18.47)

ĥm′ =

σ2
y0

+
M−1∑
m=1

m �=m′

š2
m � σ2

hm

σ2
y0

+
M−1∑
m=1

š2
m � σ2

hm

� µhm′

+
š2

m′�σ2
hm′

σ2
y0

+
M−1∑
m=1

š2
m�σ2

hm

� 1
šm′

�

⎛⎜⎝y−µy0
−

M−1∑
m=1

m �=m′

šm�µhm

⎞⎟⎠ . (18.48)

Second step: Find h0 and s0 given ŷ0.



Robust Distant-Talking ASR in Reverberant Environments 717

Applying the method of Lagrange multipliers to

max
s0,h0

{
fΛ(j, s0) · fη(h0)

}
subject to ŷ0 = h0 � s0 , (18.49)

replacing the densities with their negative logarithm, and neglecting irrelevant
constants, we obtain the following Lagrangian function

L2 =
(s0 − µs0)

2

2σ2
s0

+
(h0 − µh0)

2

2σ2
h0

+ ν2 · (ŷ0 − h0 � s0) . (18.50)

Setting the derivatives of the Lagrangian L2 with respect to h0, s0, and ν2

to zero and solving the resulting system of equations, we obtain the following
fourth-order equation to be fulfilled by the desired vector h0

σ2
s0

� h4
0 − µh0 � σ2

s0
� h3

0 + µs0 � σ2
h0

� ŷ0 � h0 − ŷ2
0 � σ2

h0
= 0 , (18.51)

where the exponents denote element-wise powers. It can be shown that this
equation has a pair of complex conjugate solutions, one real-valued positive
and one real-valued negative solution. As only the real-valued positive solution
achieves the maximization of the desired probability, we obtain exactly one
vector ĥ0 and thus exactly one vector ŝ0

ŝ0 =
ŷ0

ĥ0

. (18.52)

In this way, ŝij(k) and Ĥij(k) are obtained so that Oij(k) can be calcu-
lated as

Oij(k) = fΛ

(
j, ŝij(k)

)
· fη

(
Ĥij(k)

)
.

18.8.7 Simulations

To investigate the effectiveness of the REMOS concept, simulations of a
connected digit recognition (CDR) task using melspec features and single
Gaussian densities are performed. The performance of the proposed approach
is compared to that of conventional HMM-based recognizers trained on clean
and reverberant speech, respectively.

The REMOS concept is implemented by extending the functionality of
HTK [32] with the inner optimization as described in Sec. 18.8.6. HTK
employs Viterbi beam search implemented by the so-called token passing
paradigm as continuous speech recognition search algorithm [77].

The CDR task is chosen for evaluation, since it can be considered as
one of the easiest examples of continuous speech recognition. Furthermore,
the probability of the current digit can be assumed to be independent of
the preceding digits so that a language model is not required. Therefore, the
recognition rate is solely determined by the quality of the acoustic model,



718 A. Sehr, W. Kellermann

making the CDR task well suited for the evaluation of the REMOS concept,
which aims at improving the acoustic model.

The simulations are performed using RIRs measured in three different
rooms. Room A is a lab environment, room B a studio environment and
room C a lecture room. The details of the room characteristics are summarized
in Tab. 18.1. Note that room A is a moderately reverberant environment while
room B and room C are highly reverberant environments. A set of RIRs is
measured for different loudspeaker and microphone positions in each room. In
room C, three RIR sets with different loudspeaker/microphone-distances are
measured which are denoted C1, C2 and C4, where the number corresponds to
the distance in meter. Each set of RIRs is split into two disjoint sets, one used
for training and the other used for test (see Tab. 18.1 for detailed numbers).
In this way, a strict separation of test and training data is achieved.

Table 18.1. Summary of room characteristics: T60 is the reverberation time, d the
distance between speaker and microphone and SRR is the signal-to-reverberation-
ratio.

Room A Room B Room C1 Room C2 Room C4

Type Lab Studio Lecture rooms

T60 300ms 700 ms 900ms 900 ms 900 ms

d 2.0 m 4.1 m 1.0 m 2.0 m 4.0 m

SRR 4.0 dB −4.5 dB 7.4 dB 2.9 dB −1.5 dB

Number of training RIRs 36 18 36 72 44

Number of test RIRs 18 6 18 36 22

Length of rev. model M 20 50 70 70 70

The used feature vectors are calculated in the following way: The speech
signal, sampled at 20 kHz, is decomposed into overlapping frames of length
25 ms with a frame shift of 10 ms. After applying a first-order pre-emphasis
(coefficient 0.97) and a Hamming window, a 512-point DFT is computed.
From the DFT representation, 24 melspec coefficients are calculated. Only
static features and no ∆ and ∆∆ coefficients are used.

A 16-state left-to-right model without skips over states is trained for each
of the 11 digits (‘0’-‘9’ and ‘oh’). Additionally, a three-state silence model
with a backward skip from state 3 to state 1 is trained. The output densi-
ties are single Gaussians with diagonal covariance matrices. All HMMs are
trained according to the following procedure: First, single Gaussian MFCC-
based HMMs are trained by 10 iterations of Baum-Welch re-estimation [33].
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Then the melspec HMMs are obtained from the MFCC HMMs by single-pass
retraining [74]. In this way, more reliable models are obtained than by training
melspec models from scratch.

For the training, 4579 connected digit utterances corresponding to 1.5 hours
of speech from the TI digits [40] training data are used. For the training with
reverberant speech, the clean training data are convolved with measured RIRs
randomly selected from the training set of the corresponding room. A uniform
distribution is employed for the random selection so that a balanced use of
all RIRs is ensured. The HMMs trained on clean data are denoted λclean, the
HMMs trained on data convolved with RIRs from room A are denoted λA and
so on. The corresponding HMM networks are denoted Nλclean

, NλA
and so

on. For the conventional HMM-based clean recognizer and for the REMOS-
based recognizer, identical HMM networks are used. The HMM network of the
conventional reverberant recognizers for each room shares the same structural
parameters and the same training procedure but differs with respect to the
training data.

For the recognition, a silence model is added in the beginning and at the
end of the HMM network consisting of the 11 digit-HMMs connected in a loop
similar to Fig. 18.9. As test data, 512 test utterances randomly selected from
the TI digits test set are used. To obtain the reverberant test data, the clean
test data are convolved with RIRs randomly selected from the test set of the
corresponding rooms.

To train the reverberation models for each room, the measured RIRs from
the corresponding training set are used according to the procedure described
in Sec. 18.8.3. The reverberation models are denoted according to the rooms
where the RIRs have been measured. E. g., the reverberation model of room A
is denoted ηA. In addition to the reverberation models ηC1, ηC2, ηC4, a univer-
sal model for room C is trained using all training RIRs measured in room C.
This model is denoted ηC124.

In a first test series, the performance of REMOS is compared to conven-
tional HMM-based recognizers. Tab. 18.2 shows the word accuracies achieved
with conventional HMM-based recognizers and with the REMOS concept for
the connected digit recognition task in the rooms described above. The rel-
atively low accuracy of 82 % achieved by applying the conventional HMM-
based recognizer using clean HMMs to the clean test data (clean-speech
performance) results from the fact that melspec features cannot be modeled
very accurately by single Gaussian densities. With increasing reverberation,
the accuracy decreases significantly if HMMs trained on clean speech are used
in the conventional HMM-based recognizers. The accuracy is improved to
some extent if HMMs trained with reverberant data from the corresponding
rooms are used.

The lower recognition rate in room B compared to room C4 for the clean
HMM-based recognizer can be explained by the strong low-pass characteristic
of the transfer functions corresponding to the RIRs measured in room B.
Therefore, the mismatch between the clean training data and the reverberant
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test data is larger in room B than in room C4. As the low-pass characteristic
can be modeled very well by the reverberant training, the performance increase
between clean and reverberant training is higher in room B than in room C4.

The word accuracy achieved by the REMOS concept is significantly higher
than that of the reverberant HMM-based recognizers in all three rooms. In
room A, the recognition rate of REMOS even approaches the clean-speech
performance. The performance gain compared to the reverberant training in-
creases with growing reverberation from 10.8 % absolute in room A to 21.6 %
absolute in room C4. These results confirm that the REMOS concept is much
more robust to reverberation than conventional HMM-based recognizers, even
if the latter use HMMs trained on reverberant data.

Table 18.2. Comparison of word accuracies of a conventional HMM-based rec-
ognizer and of the proposed REMOS concept in the melspec domain using single
Gaussian densities.

Recognizer

Test data Conventional HMM-based REMOS

Clean training Reverberant training concept

HMM Acc. HMM Acc. HMM Rev. model Acc.

Clean Nλclean
82.0 % - - - - -

Room A Nλclean
51.5 % NλA 66.8 % Nλclean

ηA 77.6 %

Room B Nλclean
13.4 % NλB 54.6 % Nλclean

ηB 71.6 %

Room C4 Nλclean
25.9 % NλC4 46. 0% Nλclean

ηC4 67.6 %

In a second test series, the sensitivity of the REMOS concept to a mismatch
between the set-up in the target environment and the reverberation model is
investigated. Therefore, the reverberation models ηC1, ηC2, ηC4, ηC124 are ap-
plied to the test data of the scenarios C1, C2 and C4. The word accuracies
for all possible combinations are summarized in Tab. 18.3. The results for
scenario C1 are similar for all reverberation models, while significant differ-
ences between different reverberation models are observed for the set-ups C2
and C4. For all of the tested loudspeaker/microphone-distances, the matched
model (e. g., ηC2 for scenario C2) achieves the best results among all mod-
els or is at least close to the best result. Using a reverberation model with
higher SRR than the test conditions (e. g., ηC1 for scenario C2), decreases the
recognition rate much more than using a reverberation model with lower SRR
(e. g., ηC4 for scenario C2).

The reverberation model ηC124 trained on RIRs with different loud-
speaker/microphone-distances performs very well for all scenarios C1, C2 and
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C4. For the test data with a loudspeaker/microphone-distance of 4 m (scenario
C4) it even outperforms the matched model. In summary, we can conclude
that using RIRs measured at various loudspeaker and microphone positions
with various distances in the target environment enables the training of a
reverberation model which achieves a good performance in the target envi-
ronment regardless of the loudspeaker/microphone-distance.

Table 18.3. Word accuracy of the REMOS concept for test data with different
loudspeaker/microphone-distances in room C and different reverberation models.

Test Reverberation model

data ηC1 ηC2 ηC4 ηC124

Room C1 73.9 % 74.5 % 73.0 % 73.2 %

Room C2 58.8 % 71.7 % 68.0 % 71.4 %

Room C4 45.6 % 46.9 % 67.6 % 70.2 %

The performance of the REMOS concept as a function of the reverberation
model length M is investigated in a third test series in room C4. Therefore,
the model ηC4 with an original length of M = 70, covering a reverberation
time of 700 ms is truncated to the lengths given in Tab. 18.4. For all tests in
this series, the test data of scenario C4 are used.

Table 18.4. Word accuracy of the REMOS concept for room C4 and different
lengths of the reverberation model ηC4.

Length M of rev. model 1 2 3 4 6 8 10

Accuracy 21.3 % 27.5 % 31.4 % 36.5 % 39.8 % 43.7 % 45.8 %

Length M of rev. model 15 20 30 40 50 60 70

Accuracy 48.3 % 51.1 % 58.7 % 62.5 % 66.4 % 67.5 % 67.5 %

Tab. 18.4 and Fig. 18.22 show that the word accuracy increases mono-
tonically with increasing length M of the reverberation model. At the first
glance, it might be surprising that for M = 1, the recognition rate of the
REMOS concept is slightly lower than that of the clean HMM-based recog-
nizer. Even with a one-frame reverberation model, REMOS can compensate
for differences in the transfer function of training and test data. However, the
energy of the reverberation model is reduced by the truncation so that the
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Fig. 18.22. Word accuracy of REMOS in room C4 as a function of the length M
of the reverberation model ηC4.

resulting mismatch in the signal energy between the test sequence and the
model causes the slight decrease in recognition rate.

Already with a length of M = 10, the REMOS concept achieves the same
recognition rate as the conventional HMM-based recognizer trained on rever-
berant data. A further increase in the reverberation model length M leads to
further significant gains in the recognition rate until a saturation can be ob-
served for lengths larger than M = 60. This curve confirms that by modeling
the effect of reverberation not simply by a multiplication in the feature do-
main but rather by a feature-domain convolution, REMOS has the capability
to significantly outperform HMM-based recognizers, even if they are trained
on reverberant data. If context-dependent sub-word HMMs (e. g. triphones)
are used instead of word HMMs, the context of the HMMs is reduced and the
gain of REMOS compared to reverberantly trained HMM-based recognizers
is expected to increase further.

18.9 Summary and Conclusions

In this contribution, the progress towards robust distant-talking speech recog-
nition in reverberant environments has been reviewed and a novel concept has
been described. Since the length of the RIR describing the acoustic path be-
tween speaker and microphone is significantly larger than the frame length
used for short-time spectrum analysis in the ASR feature extraction, the RIR
extends over several frames. Therefore, reverberation has a dispersive effect
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on the feature vector sequences used for ASR so that the current feature
vector strongly depends on the previous feature vectors. This contradiction to
the conditional independence assumption of HMMs, which are state-of-the-art
in acoustic-phonetic modeling, has been identified as the main performance
limitation of HMM-based recognizers in reverberant environments.

The numerous approaches to improve the ASR performance in reverberant
environments have been classified into three groups according to the function
block of the ASR system they are applied to. Preprocessing algorithms like
blind dereverberation and beamforming aim at removing or at least reducing
the reverberation of the input signal before the feature vectors are calculated.
Robust speech features and feature-domain compensation techniques try to
remove the effect of reverberation at the feature level. Alternatively, the acous-
tic model of the ASR system can be adjusted to reverberation. This can be
performed either by training the HMMs with reverberant data or by adapting
well-trained clean-speech HMMs using a few calibration utterances recorded
in the target environment.

Finally, a novel concept based on reverberation modeling for speech recog-
nition (REMOS) has been discussed. A combination of an HMM network and
a feature-domain reverberation model is used to determine the acoustic score.
During recognition, an optimization problem is solved in each iteration of the
extended Viterbi algorithm to find the most likely contribution of the HMM
network and the reverberation model to the current reverberant observation
vector. The complexity of this inner optimization depends both on the kind
of features and the output densities used in the HMM and the reverberation
model. In general, it has to be solved by numerical optimization algorithms.

For melspec features and single Gaussian densities a closed form solution
is possible. Based on this solution, simulations of a connected digit recogni-
tion task have been performed in three different rooms. These simulations
confirm that the REMOS concept, which explicitely models the dispersive
character of reverberation, achieves significantly better recognition rates than
conventional HMM-based algorithms, even if the latter are trained on rever-
berant data. Future work on the REMOS concept includes incorporation of
more powerful speech features, like MFCCs, and more accurate output den-
sities, like mixtures of Gaussians, as well as the application of REMOS to
more complex tasks, such as large-vocabulary continuous speech recognition
for more natural human/machine speech interfaces.

References

1. J. B. Allen, D. A. Berkley: Image method for efficiently simulating small-room
acoustics, JASA, 65(4), 943–950, April 1979.

2. AMI project: “Webpage of the AMI project,” http://corpus.amiproject.org.
3. B. Atal: Effectiveness of linear prediction characteristics of the speech wave

for automatic speaker identification and verification, JASA, 55(6), 1304–1312,
1974.



724 A. Sehr, W. Kellermann

4. L. E. Baum, J. A. Eagon: An inequality with applications to statistical estima-
tion for probabilistic functions of Markov processes and to a model for ecology,
Bulletin of American Mathematical Society, 73, 360–363, 1967.

5. L. E. Baum, et al.: A maximization technique occurring in the statistical analysis
of probabilistic functions of Markov chains, Annals of Mathematical Statistics,
41, 164–171, 1970.

6. J. Benesty: Adaptive eigenvalue decomposition algorithm for passive acous-
tic source localization, Journal of the Acoustical Society of America, 107(1),
384–391, Jan. 2000.

7. J. Benesty, S. Makino, J. Chen (eds.): Speech Enhancement, Berlin, Germany:
Springer, 2005.

8. M. Brandstein, D. Ward (eds.): Microphone Arrays, Berlin, Germany: Springer,
2001.
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60. A. Sehr, Y. Zheng, E. Nöth, W. Kellermann: Maximum likelihood estimation
of a reverberation model for robust distant-talking speech recognition, Proc.
EUSIPCO ’07, 1299-1303, Poznan, Poland, 2007.

61. M. L. Seltzer, B. Raj, R. M. Stern: Likelhood-maximizing beamforming for
robust hands-free speech recognition, IEEE Trans. Speech Audio Process.,
T-SAP-12(5), 489–498, 2004.

62. M. L. Seltzer, R. M. Stern: Subband likelihood-maximizing beamforming for
speech recognition in reverberant environments, Trans. Audio Speech Language
Process., T-ASLP-14(6), 2109–2121, 2006.

63. P. C. W. Sommen: Partitioned frequency domain adaptive filters, Proc. 23rd
Asilomar Conference on Signals Systems and Computers, 676–681, Pacific
Grove, CA, USA, 1989.

64. J. S. Soo, K. K. Pang: Multidelay block frequency domain adaptive filter, IEEE
Trans. Acoust. Speech Signal Process., ASSP-38(2), 373–376, 1990.

65. J. S. Soo, K. K. Pang: A multistep size (MSS) frequency domain adaptive filter,
IEEE Trans. Signal Process., T-SP-39(1), 115–121, 1991.

66. V. Stahl, A. Fischer, R. Bippus: Acoustic synthesis of training data for speech
recognition in living-room environments, Proc. ICASSP ’01, 1, 285–288, Salt
Lake City, UT, USA, 2001.

67. T. G. Stockham: High-speed convolution and correlation, Proc. AFIPS ’66, 28,
229–233, 1966.

68. T. Takiguchi, S. Nakamura, Q. Huo, K. Shikano: Model adaption based on
HMM decomposition for reverberant speech recognition, Proc. ICASSP ’97, 2,
827–830, Munich, Germany, 1997.

69. T. Takiguchi, S. Nakamura, K. Shikano: HMM-separation-based speech reogni-
tion for a distant moving speaker, IEEE Trans. Speech Audio Process., T-SAP-
9(2), 127–140, 2001.

70. T. Takiguchi, M. Nishimura, Y. Ariki: Acoustic model adaptation using first-
order linear prediction for reverberant speech, IEICE Trans. Information and
Systems, E89-D(3), 908–914, 2006.

71. A. Torger, A. Farina: Real-time partitioned convolution for ambiophonics sur-
round sound, Proc. WASPAA ’01, 195–198, Mohonk, NY, 2001.

72. A. P. Varga, R. K. Moore: Hidden Markov model decomposition of speech and
noise, Proc. ICASSP ’90, 2, 845–848, Albuquerque, NM, USA, 1990.

73. B. van Veen, K. Buckley: Beamforming: A versatile approach to spatial filtering,
IEEE ASSP Magazine, 5(2), 4–24, 1988.

74. P. C. Woodland, M. J. F. Gales, D. Pye: Improving environmental robustness
in large vocabulary speech recognition, Proc. ICASSP ’96, 1, 65–68, Atlanta,
GA, USA, 1996.

75. B. Yegnanarayana, P. Satyanarayana Murthy: Enhancement of reverberant
speech using LP residual signal, IEEE Trans. Speech Audio Process., T-SAP-
8(3), 267–281, 2000.

76. B. Yegnanarayana, S. R. Mathadeva Prasanna, K Sreenivasa Rao: Speech en-
hancement using excitation source information, Proc. ICASSP ’02, 1, 541–544,
Orlando, FL, USA, 2002.



728 A. Sehr, W. Kellermann

77. S. J. Young, N. H. Russel, J. H. S. Thornton: Token passing: a simple concep-
tual model for connected speech recognition systems, CUED technical report,
Cambridge University Engineering Department, 1989.

78. S. Young, G. Evermann, D. Kershaw, G. Moore, J. Odell, D. Ollason, D. Povey,
V. Valtchev, P. Woodland: The HTK Book (for HTK Version 3.2), Cambridge,
UK: Cambridge University Engineering Department, 2002.



Index

Absolute category rating, 344
Absolute threshold in quiet, 666
Absolute threshold of hearing, 666
Absolute-category rating (ACR), 297
Acoustic echo canceller, 188
Acoustic model, 683
Acoustic score, 683
Acoustic systems, 616
Acoustic-phonetic modeling, 688
Active noise control (ANC), 552
Active noise control system, 672
Active room compensation, 552
Adaptation control, 457, 509, 515
Adaptive beamformer, 444
Adaptive lattice predictor, 637
Adaptive mixer, 124
Adaptive noise cancellation (ANC), 229
Adaptive target cancellation, 528, 533
Aliasing distortions, 17, 23, 24
All-pole

Filter, 142
model, 160

Allpass transformation, 20, 41
Ambiguity problem, 653
Anechoic binaural segregation, 529
Anti gain chase function, 626
Arithmetical mean, 663
Attributes, 292
Audiogram, 611
Autocorrelation, 669
Automatic speech recognition (ASR),

679

Background noise, 89

estimation, 100
maximum attenuation, 93
overestimation, 93

Background noise simulation, 351
Bandwidth extension, 135
Bark scale, 21, 313, 660
Bark-spectral distance (BSD), 314
Beamformer, 640
Beamforming, 418, 698
Beampattern, 422
Bias removal, 493

multi-channel, 497
Binaural hearing, 525
Blind source separation

broadband, 486
convolutive, 469
instantaneous, 485, 497
narrowband, 485

Broadside array, 420

Car noise, 64
Cepstral coefficients, 143, 164

linear predictive, 144
Cepstral distance, 311
Cepstral distance (CD), 51
Cepstral mean subtraction (CMS), 700
Cocktail-party effect, 525
Codebook, 112
Codebook approach, 160, 169
Combination operator, 703
Comparison-category rating (CCR),

297, 345
Compensation filter, 73
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Composite source signal (CSS), 356
Computational auditory scene analysis

(CASA), 525
Conditional independence assumption,

687
Connectivity of a TDOA graph, 405
Consistent graph, 398
Continuity, 326
Control unit, 99
Controller area network (CAN), 617
Conversation test, 294, 345
Correlation method, 484
Covariance method, 484
Critical band, 313
Critical bands, 658
Critical distance, 200
Cross-coupled paired filter adaptive

noise cancellation structure, 242
Crosstalk, 230, 232
Crosstalk resistant adaptive noise

cancellation, 239

Data-dependent transformation, 569
Decision-directed estimator, 194
Decoding, 708
Deconvolution, 472
Degradation category rating (DCR),

345
Degradation mean opinion score

(DMOS), 345
Degradation-category rating (DCR),

297
Delay compensation, 235, 244
Delay requirements, 355
Delay-and-sum beamformer, 420
Dereverberation, 472
Diffuse sound field, 491, 505
Direct path TDOA, 384
Directivity, 422
Directness, 324
Discrete Bark spectrum, 662
Discrete Fourier transform (DFT), 19
Discrete wavelet transform (DWT), 16
Dispersive effect, 694
Distance measures, 147

Lp-norm, 148
cepstral, 148
CMOS, 177, 180
Euclidean, 148

likelihood ratio, 169
logarithmic spectral distortion, 177
Minkowski, 148
objective, 177
SDM, 178
subjective, 180

Distant-talking scenario, 680
Distributed source, 606
Double talk, 277
Double talk test, 346
Double-talk, 190
DSP implementation, 280
Dynamic compressor, 624
Dynamic equalization control (DEC),

618, 634
Dynamic features, 699
Dynamic sound control, 615
Dynamic volume control (DVC), 618
Dynamic volume control system, 616,

619

E-model (ETSI network-planning
model), 293

Early reflections, 593
Echo loss requirements, 355
Echo path TDOA, 384
Echo replica, 269
Eigenspace, 553
Eigenspace adaptive filtering, 568
Endfire array, 420
Engine noise, 66
Equivalent rectangular bandwidth, 659
Evaluation of hands-free terminals, 339
Excitation

extension, 152, 155
signal, 142, 153, 155

Expert test, 350
Extended Viterbi algorithm, 709

False detection, 392
Fast attack and slow decay, 276
Fast Fourier transform (FFT), 19
Feature classification, 99
Filter

Mth-band, 31
auto-regressive (AR), 46
direct form, 35
linear-phase, 33
low delay, 46
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minimum-phase, 46
moving-average (MA), 46
prototype, 17, 29, 32
transposed direct form, 35

Filter-and-sum beamformer, 420
Filter-bank

allpass transformed, 20
analysis-synthesis (AS FB), 15
low delay, 26
modulated, 17
oversampled, 16, 18
paraunitary, 18
polyphase network (PPN), 18
summation method (FBSM), 28
tree-structured, 16

Filter-bank equalizer (FBE), 29, 30
allpass transformed, 41
direct form, 38
polyphase network (PPN), 37
transposed direct form, 38

Filtering ambiguity, 472
Finite impulse response (FIR), 18
Fixed beamformer, 440
Formants, 140, 161
Frequency Content, 324
Frequency dependant dynamic

compressor, 668
Frequency domain adaptive filter

(FDAF), 646
Frequency response characteristics, 355
Frequency warping, 21, 41
Fricatives, 139
Frozen-time transfer function, 38
Function generators, 158

sine generators, 158
Fundamental frequency, 105, see Pitch

Gain chase, 626
Generalized cross-correlation (GCC),

390
Generalized discrete cosine transform

(GDCT), 34
Generalized discrete Fourier transform

(GDFT), 32
Generalized linear phase response, 42
Generalized multidelay adaptive filter

(GMAF), 649
Generalized sidelobe canceler (GSC),

698

Generalized sidelobe canceller, 425
Generalized singular value decomposi-

tion, 568
Generic pitch impulse, 119
Geometrical mean, 663
Global masking threshold, 665, 666
Glottis, 139
Gradient adaptive lattice (GAL)

algorithm, 637
Green’s function, 553

Hair-cell model, 319
Half-way rectification, 95
Hamilton cycle, 397
Hamilton graph, 397
Hands-free telephone, 89
Harmonicity-based dereverberation

(HERB), 697
Head and torso simulator (HATS), 352
Head related impulse response (HRIR),

530
Head related transfer function (HRTF),

597
Hearing aid, 587
Hearing impairment, 587
Hearing in noise test (HINT), 587
Hidden Markov model (HMM), 687
Higher-order ambisonics, 555
Higher-order statistics, 471, 479
HMM networks, 689
Homogeneous wave equation, 553
Human-robot communication, 247

Ideal binary mask (IBM), 528
IIR smoothing, 100
Image-source method, 594
Imaging, 149
In-car communication system, 672
In-service non-intrusive measurement

devices (INMD), 326
Independent component analysis, 471
Independent subgraph, 398
Independent triple, 399
Individual pitch impulses, 121
Individualized DEC (IDEC), 635
Individualized DVC (IDVC), 635
Infotainment system, 617
Inner optimization, 710, 713
Input-to-noise ratio, 101
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Instrumental attribute measurement,
320

Integral quality, 292
Intelligibility, 289
Interaural intensity difference (IID), 527
Interaural time difference (ITD), 527
Interference, 230
Intermediate reference system, 288

Kandinski test, 346
Kirchhoff’s 2nd law, 398

Language model, 684
Language score, 684
Late reverberation, 593
Lattice allpole filter, 638
LBG algorithm, 171

centroid, 171
quantization, 171
splitting, 171

Levinson-Durbin recursion, 669
Lifting scheme, 26
Line of sight, 383
Line spectral frequencies, 146, 164
Linear mapping, 160, 163

piecewise, 166, 173
Linear periodically time-variant

(LPTV) system, 17
Linear prediction, 310
Linear predictive coding (LPC), 636
Linear time-invariant (LTI) system, 18
Listening test, 239, 296, 347
Listening-only test, 348
Log spectral amplitude estimator, 191

optimally-modified, 192
Log-area (ratio) distance, 312
Log-likelihood ratio, 311
Logarithmic distance, 116
Logmelspec coefficients, 686
Lombard effect, 368, 458
Lombard speech, 161
Loudness, 298, 322
Loudness rating, 355
Loudness transformation, 313
Loudspeaker distortion, 267
Loudspeaker enclosure microphone

system, 188
LPC coefficient, 636

Magnitude-squared coherence, 491
Markov assumption, 687
Masking, 618

overlap-masking, 195
self-masking, 195

Masking model, 618, 658
Masking model according to Johnston,

658, 661
Masking threshold, 618, 658
Mean opinion score (MOS), 239, 279,

344
Mean-opinion score (MOS), 295
Media oriented systems transport

(MOST), 617
Mel scale, 125
Mel-frequency cepstral coefficient

(MFCC), 685
Melspec coefficients, 685
Melspec convolution, 694
Memoryless smoothing filter, 627
Microphone based volume control

system, 616, 623
Microphone calibration, 436
Microphone mismatch, 434
Microphone sensitivity, 433
Minimum mean-square error short-time

spectral amplitude (MMSE-STSA)
estimation, 274

Minimum statistics, 497, 509, 513, 627
Minimum tracker, 101
Minimum variance distortionless

response (MVDR) criterion, 424
Mirrored microphone, 401
Misleading consistency, 400
Miss detection, 392
Model adaptation, 701
Model-based speech enhancement, 89
Modulation techniques, 152, 155
Multi-dimensional scaling (MDS), 302
Multi-stage adaptive noise caneller, 232
Multichannel active listening room

compensation, 556
Multipath ambiguity, 384
Multipath propagation, 384
Multiple input/output inverse theorem

(MINT), 696
Multiple source ambiguity, 384
Multiple-input multiple-output

(MIMO), 470
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Multivariate Gaussian PDF, 482
Multivariate Gaussian probability

density function, 479
Multivariate probability density

function, 475, 479, 486
Multivariate score function, 478–480,

482, 486
Musical noise, 33
Mutual information, 474

Natural gradient, 477, 481, 483
Neural model for human auditory

perception, 600
Neural network, 160, 166

activation function, 167
bias, 167

Noise cancellation, 229
Noise generator, 118
Noise reduction algorithm, 672
Noisiness, 329
Non-linear characteristics, 149, 153, 157

cubic, 157
full-way rectification, 158
half-way rectification, 158
quadratic, 157
saturation characteristic, 158
tanh characteristic, 158

Non-model-based algorithms, 149
Non-uniqueness problem, 568
Nongaussianity, 471, 475
Nonlinear adaptive filter, 267
Nonlinear echo, 267
Nonlinearity, 93
Nonstationarity, 471, 475, 483
Nonwhiteness, 471, 475, 483
Normal equation, 565
Normalized least mean square (NLMS)

algorithm, 189
Notch filter, 68

Octave-band analysis, 16
Optimal step-size, 78
Output density, 687
Overlap-add method, 20
Oversampling, 149

Paired filter structure, 233
PARCOR coefficient, 636
Partial spectral reconstruction, 89

Partitioned convolution, 692
Perceptual evaluation of speech quality

(PESQ), 315
Periodic signals, 386
Permutation ambiguity, 472
PESQTM, 356
Phantom source, 385
Phase equalizer, 25, 42

allpass, 25
least-squares (LS), 25

Phase transform (PHAT), 390
Pitch

detection, 157
frequency, 139, 142
structure, 152

Pitch frequency
estimation, 105
reliability, 106

Pitch impulse prototype, 97
Pitch period, 120
Pitch trajectories, 131
Pitch-specific impulses, 120
Point source, 606
Post-processing, 498
Postfilter, 267
Pre-processing, 493
Prediction filter, 669
Predictor

coefficients, 143, 164, 169
error filter, 154, 158
inverse error filter, 155

Primary path transfer matrix, 563
Psychoacoustic basics, 658
Psychoacoustics, 618

Quality assessment of hands-free
terminals, 340

Quality of speech signals, 289
Quality pie, 366
Quasi-stationary, 140

RASTA, 700
Raster condition, 388
Raster matching, 389
Reconstruction

phase, 121
unvoiced speech, 118
voiced speech, 119

Reflection coefficient, 636
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Regularization, 485
Relative approach, 361
Residual echo, 186, 269, 270, 273
Reverberant binaural segregation, 533
Reverberation, 195, 680

early reverberation, 195
late reverberation, 195

Reverberation cancellation, 196
Reverberation model, 702, 704
Reverberation modeling for speech

recognition (REMOS), 702
Reverberation suppression, 196
Reverberation time, 187, 596, 682
Rhyme test, 290
Robust automatic speech recognition,

527
Room acoustic model, 593
Room impulse response, 552
Room impulse response (RIR), 682
Room response matrix, 552
Roughness, 300, 323

Second-order statistics, 482
Secondary path transfer matrix, 563
Segmental noise attenuation, 51
Self-calibration, 449
Semantic differential (SD), 304
Sharpness, 299, 323
Short conversational test, 346
Signal cancellation effect, 426
Signal delay, 51
Signal distortion, 238
Signal reconstruction

near-perfect, 16
perfect, 16, 23, 31

Signal-to-noise ratio, 103
Signal-to-noise ratio (SNR), 308

a priori, 34, 50
segmental, 50

Signal-to-noise ratio (SNR) estimation,
234

Signal-to-reverberation ratio (SRR),
682

Single talk, 277
Sound quality, 290
Source TDOA vector, 383
Source-filter model, 139, 142, 153
Spectral distance, 309

Spectral envelope, 112, 140, 143, 147,
169

broadband, 154, 155, 159
narrowband, 155

Spectral flatness measure, 663
Spectral refinement, 109
Spectral shifting, 151

adaptive, 152, 157
fixed, 151

Spectrum-based dynamic equalization
control, 619, 645

Speech activity detection, 130
Speech apparatus, 139
Speech enhancement

based on nonlinear processing, 93
based on speech reconstruction, 97
conventional, 91

Speech intelligibility outside vehicles,
372

Speech perception in noise (SPIN) test,
587

Speech quality, 176
Speech recognition, 458
Speech recogniton, 256
Speech reconstruction, 110
Speech segmentation, 258
Speech-dialog system, 89
Speech-quality evaluation tool (SQET),

318
Speed dependent sound system, 616,

619, 620
Spherically invariant random process

(SIRP), 479
Spherically symmetric multivariate

Laplacian PDF, 481
Spread of masking, 660
Spread spectrum error, 666
Spreading function, 660
Spreading matrix, 663
Star graph, 403
State, 687
Statistical reverberation model, 199
Statistical room acoustics, 199
Steering vector, 419
Step-size control, 75, 234
Subjective evaluation, 239
Subjective performance evaluation, 343
Subsampling

critical, 16
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non-critical, 16
Superdirective beamforming, 420
Susceptibility, 423
Sylvester

matrix, 476
structure, 473

Sylvester constraint, 476
column, 477
row, 477

Talking test, 347
TDOA ambiguity, 384
TDOA disambiguation, 387
TDOA estimation, 383
TDOA graph, 397
Telecommunication objective speech-

quality assessment (TOSQA),
317

Telephone-speech quality, 287
Time alignment, 122
Time difference of arrival (TDOA), 383
Time potential, 398
Tire noise, 65
TMOS, 356
Toeplitz structure, 484
Tolerance function of raster match, 393
Tolerance function of triple match, 402
Tolerance width of raster match, 393
Tolerance width of triple match, 402
Tonality factor, 665
TOSQA 2001 mean opinion score, 356
Training

data, 160
database, 160
parameter, 146

Transition probabilities, 687
Trellis diagram, 691
Triangular inequality, 390

TRINICON, 469, 474, 486

Unconstraint FDAF, 647
Univariate probability density function,

479
Unvoiced excitation, 118
Unvoiced sounds, 139, 142, 149

Vaananen reverberator, 595
Vector quantizer, 171
Virtual patient, 592
VirtualHearing software, 592
Viterbi algorithm, 689
Viterbi metric, 690, 710
Vocal cords, 139
Vocal tract, 140

transfer function, 169
transfer function estimation, 159

Voice activity detection, 626
Voice activity detection (VAD), 408
Voiced excitation, 120
Voiced sounds, 139, 142
Voiced/unvoiced classification, 103

Warped discrete Fourier transform
(WDFT), 27

Wave field synthesis, 555
Wave-domain adaptive filtering, 551,

570
Wideband, 136
Wiener filter, 501
Wind noise, 65

Yule-Walker equation, 143
Yule-Walker equations, 46

Zero cyclic sum condition, 389, 397
Zero cyclic sum matching, 389
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