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Submitted Systems
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¢ SUM-GSV  (+ NAP)
¢ SVM-GLDS (+ NAP)

. NSHNGBRHASANE - MM bascd
- ISR - SV bascd
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Feature Extraction
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¢ VAD - energy based

¢ LFCC - dim = 20, frame/10ms
¢ feature warping + dwnsmp 2:1
*FeatSetl - LFCC + A (dim = 40
* FeatSet2 - instead of A coeffs Discrete Cosine
Transformation in the time domain (dim = 60)
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GMM Systems
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¢ feature extraction: FeatSet2
* GMM-UBM:
¢ Fusion of 18 gender dependent GMM-
UBMs varying in BG data & number of
mixtures.
¢ data: SWB cell part 1, SREO04, 05, 06, 08-
int, 08-tel.
¢ #mixtures: 256, 512, 1024
¢+ MLLR + MAP, 1 = 14
¢ Tnorm - gender & channel dependent,
pre-cohort size = 600 (SRE 08), final cohort = 40
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SVM Systems
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¢ feature extraction: FeatSetl
¢ training set for each speaker divided into
subsets with 1000 frames

¢ NAP trained on SRE0O4, 05, 06 (co-rank 256)

¢+ 3 impostor sets = 3 SVM models

¢ linear kernels
¢ SVM Torch

¢ SVM-GSV: involved 512mix UBM, MAP
(t = 5), SV dim = 20480
¢ SVM-GLDS: SV dim = 12341
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Fusion
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¢ based on FoCal toolkit
¢+ weights - Linear Logistic Regression - SREO8
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CPU Execution Time
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enrollment memory|| verify

[x RT] demands|| [x RT]

GMM-UBM 0.0072 2 MB 0.0019
SVM-GSV 0.1240 1.8 GB 6.6e-5
SVM-GLDS 0.0566 0.6 GB 3.7e-5
primary 0.5994 1.8 GB 0.0402

1% contrastive ~ 0.0792 2 MB 0.0399
2" contrastive  0.5238 1.8GB || 3.le-4
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Results
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Summary

s ¥ ¥ ¥ % ¥ ¥ ¥ ¥ ¥ % ¢ % ¥ % ¥ ¥ ¥ ¥ ¢ ¥ F ¥

¢ combination performs well
¢ SVM: lack in performance in interview cond.
¢ participating for the 1st time
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