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For NIST 2010 speaker recognition evaluation, we submitted in collaboration with MIT-
CSAIL Spoken Language Systems one system for the core-core condition and an equivalent for
the 10sec-sec condition. These two systems are based on cepstral parameters and perform in
the same way for the telephone data. For the core-core condition, interview and microphone
data were not processed in the same way as telephone data. The two systems are based on
total variability method [2, 1, 3].

1 Feature Extraction

We used cepstral features extracted using HTK toolkit. We extract 19 Mel Frequency Cepstral
Coefficients together with log energy every 10ms within each 25ms hamming window. We use
only speech part of audio files. We used Brno University Silence detector (for more details,
see Brno 2010 submission) for telephone data of core-core condition and CRIM voice activity
detection (see CRIM 2010 submission [4]) for microphone data. In the 10sec-10sec condition,
we used NIST ASR transcription to remove silence segment. We apply a feature warping [5]
using a 3s sliding window. Delta and double delta coefficients were computed and appended
to the initial vector. The final vector had a 60 dimension.

2 core-core condition

The proposed system is composed of two separated subsystems; the first one is used for
telephone-telephone speech trials. The second subsystem is used when we had microphone
or interview speech for the target or test segment. We used a score calibration of the two
subsystems at the end of each system. This calibration was done by the MIT-LL (see MIT-LL
description for more details)

2.1 Telephone-telephone speech system:

This system is used when we had telephone speech in both target and test segment. It is based
on the same system described in [2]. A 600 total factors was trained on telephone speech
to define the total variability space. We apply a dimension reduction to 250 using Linear
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Table 1: Speech dataset used to train the UBM, total variability space, LDA and WCCN

Speech dataset UBM Total Factors Space LDA WCCN
Switchboard II, Phases 1, 2 and 3 X X X
switchboard Cellular, Parts 1 and 2 X X X
Fisher English database Part 1 and 2 X
NIST 2004 SRE X X X X
NIST 2005 SRE X X X X
NIST 2006 SRE X X X X

Discriminate Analysis (LDA) in combination with Within Class Covariance Normalization
(WCCN) techniques to carry out channel compensation in total variability space. Table 1
describes the dataset used for each step of system building.

We compute the 250th dimensional vector for the target and test segment, and use a
cosine distance for the score. Finally, we use a zt-norm to normalize the score.

2.2 Microphone or interview speech system:

This system is the same one as MIT-CSAIL Spoken Language primal system for microphone
and interview data. It is based on 600th dimensional total factors space estimated using
telephone speech. We append a 200th dimensional total factor space trained on microphone
and interview data. A probabilistic LDA [6] was used to reduce the 800th dimensional total
factors into 600th dimensional speaker space. The PLDA is composed by 800th dimensional
mean vector estimated on telephone data, 800x600 eigenvoice matrix trained on telephone
speech, 800x200 eigenchannels matrix trained on microphone and interview speech and full
covariance matrix trained on telephone speech. Finally, we train an LDA similar to the first
subsystem to reduce the 600th dimensional space into a 250th dimensional space except for
the training data. We use here telephone, microphone and interview data to compute channel
compensation matrices. The decision score is computed using a cosine distance between the
target and test reduction vectors. We use s-norm to compute the final score. The s-norm
impostors are chosen from NIST 2005 and 2006 SRE telephone and microphone data, as well
as some interview data from NIST 2008 SRE.

3 10sec-10sec condition

This system is similar to the telephone-telephone system for the core condition, It was fusion
with another system from MIT-CSAIL Spoken Language Systems submission the build the
final MIT-CSAIL Spoken Language Systems primary system.
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