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1. Introduction 
I3A has submitted several systems to NIST SRE2010 
for the core-core, core-10sec, 10sec-10sec and core-
summed conditions. The systems are different variants 
of the GMM-UBM with Joint Factor Analysis 
approach: JFA-LLR, JFA-SVM, iVectors and the fusion 
of them. All the systems share the same feature 
extraction and UBM. The speaker segmentation for the 
summed condition is performed using a speaker factors 
based system. 

2. Feature Extraction 
The front end extracts feature vectors of 20 MFCC 
including C0 (C0-C19) over a 25 ms hamming window 
every 10 ms (15 ms overlap), and first and second order 
derivatives are computed over the feature vector 
sequence. 

Voice Activity Detection (VAD) is performed 
computing the Long-Term Spectral Divergence (LTSD) 
of the signal every 10 ms, and comparing it against a 
threshold as in [1].  For phone calls, where two channels 
are available, namely channel of interest and reference 
channel, the reference channel is used for crosstalk 
removal. For interview segments, ASR labels are used 
for removing the interviewer. 

After frame selection, features are short time 
gaussianized with a 3 seconds window as in [2]. 

3. Speaker Segmentation 
For the core-summed condition we used a segmentation 
system to generate two speaker dependent feature vector 
streams for every test segment. 

To perform speaker segmentation, first, we compute 
a stream of speaker factors of dimension 20 for the 
given recording. These factors are computed using 12 
MFCC with no derivatives (C1-C12) and a GMM of 
256 Gaussians. Then, we model the stream with two 
Gaussians and, considering that every Gaussian belongs 
to a single speaker, we segment the stream using Viterbi 
decoding. The system is very similar to that proposed in 
[3], but we perform the algorithm on the whole segment, 
rather than in one minute segments. After this first 
segmentation, we apply two Viterbi re-segmentations 
using 12 MFCC as features, and GMM as speaker 
models, using soft-clustering in our second re-
segmentation [4]. 

Segmentation is done over speech frames only. 
Then, the feature vector stream is separated into two 
different streams (one per speaker). After that, every 
stream is warped separately. The Feature extraction with 
the segmentation system is shown in the following 
figure: 
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4. JFA-LLR System 
This system is a simplified version of [5] with the 
following configuration. 

4.1. Universal Background Models 

Gender Dependent (GD) and Gender Independent (GI) 
Universal Background Models (UBM) of 2048 
Gaussians are trained by EM iterations. For this purpose 
we have used all the telephone signals in SRE2004, 
SRE2005 and SRE2006 databases (649 male speakers 
with 7412 signals and 801 female speaker with 9889 
signals). 

4.2. JFA Training 

JFA Hyperparameters are trained from the previous 
background models.  300 eigenvoices (v) and 100 
telephone eigenchannels (uphn) are trained using 
telephone data from all the speakers of SRE2004, 
SRE2005 and SRE2006 databases having, at least, 8 
recordings by speaker (530 male speakers with 7398 
signals and 731 female speakers with 9938 signals).  
Another 100 eigenchannels (umic) are trained using all 
signals from speakers having far field microphone data 
in SRE2005 and SRE2006 and 50 speakers with 
interview data from SRE2008 (106 male speakers with 
6244 signals and 119 female speakers with 6919 
signals). Both eigenchannel matrices are stacked 
together for the core-core condition, for the other 
conditions, only the telephone eigenchannel matrix is 



used. Finally, the remaining speaker variability matrix 
(d) is trained from the speakers of SRE2004, SRE2005 
and SRE2006 having least than 8 recordings by speaker 
(201 male speakers with 547 signals and 152 female 
speakers with 668 signals). MAP estimates of speaker 
and channel factors are fixed for estimating d matrix to 
speed up the system. The d matrix is used in all the 
conditions but the 10sec-10sec. All the matrices are 
trained using ML+MD iterations. 

4.3. Speaker Enrollment and Scoring 

Speakers are enrolled into the system using MAP 
estimates of their speaker and remaining variability 
factors , spe s super vector is given by: (y z) so aker mean

௦ܯ  ൌ ݉௎஻ெ ൅ ݕݒ ൅  (1) ݖ݀

Trial scoring is performed using first order Taylor 
approximation of the LLR between the target and the 
UBM M e  inod ls like  [6]. 

ܴܮܮ  ൎ ሺݕݒ௧௥௡ ൅ ௧௦௧ܨ௧௥௡ሻ௧Σିଵሺݖ݀ െ ௧ܰ௦௧ݔ ݑ௧௦௧ሻ (2) 

ZTNorm score normalization is applied using 
telephone data from SRE2004, SRE2005 and SRE2006 
(628 male speakers and 858 female speakers with 4 
segments by speaker). 

For the summed condition the maximum score of the 
two automatic segmented speakers is chosen. 

5. JFA-SVM System 

5.1 JFA Training 

This system shares the same UBM and JFA matrices 
from the previous one. 

5.1. SVM Scoring 

Speaker enrollment and scoring is done by an SVM with 
the foll n kowi g ernel: 

 ݇ሺݔଵ, ଶሻݔ ൌ ሺݕݒଵ ൅ ଶܨଵሻ௧Σିଵሺݖ݀ െ ଶܰݔ ݑଶሻ ൅
ሺݕݒଶ ൅ ଵܨଶሻ௧Σିଵሺݖ݀ െ ଵܰݔ ݑଵሻ (3) 

Background signals for SVM training are chosen 
from SRE2004, SRE2005, SRE2006 and the 50 
speakers from SRE2008 used in umic matrix training. For 
telephone background segments we have 653 male 
speakers and 883 female speakers with 4 signals by 
speaker. For microphone background segments we use 
119 males and 106 female speakers with 2 signals by 
speaker and type of microphone. 

ZTNorm is applied to the SVM score using the same 
SVM background segments. 

For SVM training we use libsvm [7]. 
 

6. iVectors System 

6.1. Total Variability Space Training 

We follow the approach taken in [8]. Total variability 
space of dimension 400 is training using the same data 
as for JFA eigenvoices matrix by ML+MD iterations. 
LDA and WCCN are applied to the total variability 
factors (iVectors) for inter-session compensation 
reducing the iVector dimension to 200. For this purpose, 
we use the same data as for telephone eigenchannels 
matrix. 

6.2. Scoring 

Speakers are enrolled into the system using MAP 
estimates of their channel compensated iVectors. Trials 
are evaluated by cosine product of training and testing 
iVectors. 
We apply ZTNorm using the same segments as in the 
JFA-LLR system. 
 

7. Calibration and Fusion 

7.1. Core-core 

7.1.1. Calibration 

For the core condition we have build a trial list using 
data from SRE2008 including most of the common 
conditions included in SRE2010 evaluation. Our 
development list includes all trials that can be done 
using all training short, long and follow-up versus all 
testing short, long and follow-up English SRE2008 
segments. We keep out the 50 speakers used in JFA 
training. In total, we have around 4M male trials and 
10M female trials. This big amount of trials is needed 
for robust calibration in the new operating point. 
Calibration has been done by linear logistic regression 
using FoCal package [9]. 

We do multiple condition calibration iteratively until 
convergence: 

1. Gender dependent (male, female) 
2. Channel dependent (mic-mic same channel, 

mic-mic different channel, mic-phn, phn-phn) 
3. Length dependent (short-short, long-long, long-

short, short-long) 

7.1.2. Same-Different Microphone detection 

As far as this information is not provided by NIST, we 
do automatic same/different microphone detection. For 
that, we use a iVectors like system. We use the 
microphone speaker factors corresponding to the umic 
matrix as features. We train LDA and WCCN using 
SRE2008 data from the 50 speakers used for JFA 
training and keeping the 12 more discriminative 
directions. The scores are normalized using SNorm [10] 



with microphone segments again from the 50 speakers 
used for JFA training. 
The system score is calibrated using FoCal with a same 
channel prior probability of 0.1. This way, for each mic-
mic trials we get a probability of being same or different 
microphone trial. We use this probability together FoCal 
bilinear for training the calibration.  

7.1.3. Fusion 

The calibrated systems are channel dependent fused 
using again FoCal package. 

7.2. Non core-core 

For non core-core conditions we do gender dependent 
calibration and fusion using the det7 matching 
conditions of SRE2008. 
 

8. Submitted Systems 
The systems submitted for each of the conditions are: 

• core-core: 
1. Fusion of JFA-SVM and JFA-LLR, 

both GD 
2. JFA-SVM GD 
3. JFA-LLR GD 

• core-10sec: 
1. Fusion of JFA-LLR and iVectors, 

both GD 
2. JFA-LLR GD 

• 10sec-10sec: 
1. Fusion of JFA-LLR and iVectors, 

both GD. 
2. JFA-LLR GD 

• core-summed:  
1. JFA-LLR GI 

9. Computational Resources 
The system has been run on Intel Xeon E5520 2.27 GHz 
like Machines. The resources are given by trial and are 
approximated. 
 

System CPU Memory 
Speaker Segmentation 0.2 RT 3MB 
JFA-LLR 0.25 RT 500 MB 
JFA-SVM 0.4 RT 500 MB 
iVectors 0.15 RT 400 MB 
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