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Abstract
English is the only language available for global communica-
tion and is used by 1.5 billions of speakers. It is also known
to have a large diversity of pronunciation due to the influence
of speakers’ mother tongue, called accents. Our project aims at
creating a global and speaker-basis map of English accents to
be used in learning World Englishes as well as research studies
of World Englishes [1, 2]. Creating the map, i.e., speaker-basis
accent clustering, mathematically requires a distance matrix in
terms of accents among all the speakers considered, and tech-
nically requires a method of predicting the accent distance be-
tween any pair of the speakers by using their speech samples
only. In [3, 4], our first trials were presented, where invari-
ant structure analysis was effectively used for feature extraction.
However, some technical problems were found through the ex-
periments and in this paper, recent progresses are presented with
additional explanation on the invariant structure, which were
omitted in [3, 4] due to space limitations. Use of the invariant
structure and Support Vector Regression shows a striking per-
formance of distance prediction in a speaker-pair-open mode
but the performance is not sufficient in a speaker-open mode.

1. Introduction
In English classes, British or American English (BE or AE) is
often presented as a reference, which learners try to imitate. It is
widely accepted, however, that native-like pronunciation is not
always needed for smooth communication. Due to the influence
of the learners’ mother tongue, those from different regions in-
evitably have different accents in their pronunciation of English.
Recently, more and more teachers accept the concept of World
Englishes (WE) [1, 2] and they regard BE and AE just as two
major examples of accented English. Diversity of WE can be
found in various aspects such as dialogue, syntax, pragmatics,
lexical choice, spelling, pronunciation, etc. Among these kinds
of diversity, this paper focuses on pronunciation. If one takes
the concept of WE as it is, he can claim that there does not ex-
ist the standard pronunciation of English. If it has to be defined
statistically, Chinese English may be the standard pronunciation
of English because of the large number of its users [5]. The au-
thors expect that there will be a great interest in how one type of
pronunciation compares to other varieties, not in how that pro-
nunciation is incorrect compared to the standard pronunciation.

The ultimate goal of our project is creating a global map of
WE on a speaker basis for each of the speakers to know how his
pronunciation is located in the diversity of WE. If the speaker is
a learner, he can then find easier-to-communicate English con-
versation partners, who are supposed to have a similar kind of
pronunciation. If he is too distant from many of other varieties,

however, he may have to correct his pronunciation for the first
time to achieve smoother communication with these others.

In this paper, we use the Speech Accent Archive (SAA) [6],
which provides speech samples of a common elicitation para-
graph read by more than 18 hundred speakers from all over the
world. The SAA also provides IPA-based narrow transcripts of
all the samples, which can be used for training an accent dis-
tance predictor. To calculate the accent distance between two
speakers of the SAA, [7, 8] proposed a method of comparing
two IPA transcripts using the edit distance. Although it was
shown that the calculated distances had reasonable correlation
with the accent distances perceived by human listeners, unla-
beled data, i.e., raw speech, were not handled in [7, 8]. Re-
cently, we proposed a method of predicting the accent distance
only using spoken paragraphs of the SAA [3, 4].

The technical challenge is how to make the prediction in-
dependent of irrelevant but inevitably involved factors such as
differences in age, gender, channel, background noise, etc. In
studies of speech recognition and language (accent) identifi-
cation, speaker identity is often treated as a hidden or latent
variable and, through collecting samples over a large number
of speakers, speaker identity becomes unseen in distributions
of the variables of interest1. In our study, however, this strat-
egy is not adequate because we’re attempting speaker-basis ac-
cent clustering, where the unit of accent is a speaker and accent
modeling has to be done for a speaker, not for a speaker clus-
ter. To solve this extremely challenging problem, we suppress
speaker identity in acoustic observations of speech as phase and
pitch harmonics can be effectively removed from them. For this
aim, in [3, 4], we used invariant pronunciation structure analysis
[9, 10, 11, 12] for feature extraction and support vector regres-
sion (SVR) for prediction. In training the predictor, reference
distances had to be prepared. In [3, 4], IPA-based phonetic dis-
tances calculated through dynamic time warping (DTW) of two
IPA transcripts were used. In [3, 4], however, all the experi-
ments were carried out in a speaker-pair-open mode and in this
paper, new results in a speaker-open mode will be presented.

2. The speech accent archive
This corpus is composed of read speech samples of more than
18 hundred speakers and their corresponding IPA narrow tran-

1The term of “speaker-independent” is often used to indicate sta-
tistical independence. Since the theory of probability defines P (a) =
P

b P (a, b), through collecting samples, any variable can be treated as
hidden or latent variable. Speaker-independent HMMs are trained by
this strategy using a large speech corpus to make speaker identity un-
seen in the distribution. In this paper, we focus on another kind of inde-
pendence, which should be referred to as physical independence, where
a variable can be suppressed or separated from acoustic observations.
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[pliːz ̥kɔl əs̆tɛlːʌ as hɛr tu brɪŋ diz θɪŋs wɪθ hɛr frʌm ðə stɑɹ sɪks spuːnz 
ʌv̥ fɹɛʃ əs̆no piːz faɪv̥ θɪk əs̆lɛb̥s ʌv bluː ʧiːz æn meɪbiː eɪ snæk˺ foɹ hɛɹ 
bɹʌðɜ bɑb˺ wĭ ɑlso nid˺ eɪ smɑlˠ plæstɪk˺ əs̆n̬eɪk æn eɪ biɡ̥ tʰɔɪ fɹɔɡ˺ fɔɹ 
ðə kɪdz ̥ʃi kɛn əs̆kuːb˺ ðiːz θɪŋs ɪntu θriː ɹɛd˺ bæɡs æn ə wɪl ɡoː mitʰ hɛɹ 
wɛnzdeɪ æd˺ də̪ tɹeɪn əs̆teɪʃən]

Please call Stella. + Ask her to bring these things with her from the 

store: + Six spoons of fresh snow peas, five thick slabs of blue cheese, 

and maybe a snack for her brother Bob. + We also need a small plastic 

snake and a big toy frog for the kids.+ She can scoop these things into 

three red bags, and we will go meet her Wednesday at the train station.

Figure 1: The SAA paragraph and an example of transcription

scripts. The speakers are from all over the world and they read
the common elicitation paragraph, shown in Figure 1, where an
example of IPA transcription is also presented. The paragraph
contains 69 words and can be divided into 221 phoneme in-
stances using the CMU dictionary as reference [13]. The IPA
transcripts are used to prepare reference inter-speaker accent
distances, which will be adopted as target of prediction using
SVR in our study. This is because IPA transcription is done
through phoneticians’ ignorance of non-linguistic and acoustic
variations involved in utterances such as differences in age, gen-
der, channel, etc. It should be noted that the recording condition
in the corpus varies from sample to sample because data collec-
tion was done voluntarily by those who had interest in joining
the SAA project. To create a suitable map automatically, these
non-linguistic variations have to be cancelled without collecting
samples covering those variations well. This is because, in this
work, each accent has only a single sample.

Use of read speech, not spontaneous speech, is considered
to reduce accent diversity because read speech may show only
controlled or artificial diversity. In [14], however, English sen-
tences read by 200 Japanese university students still showed a
very large diversity. Further in [15], a listening test of English
sentences read by Japanese was done by using a large number
of American listeners as subjects. The results showed that the
intelligibility of the read sentences covered a very wide range.
Following these facts, we considered that read samples can still
show well how diverse World Englishes are in terms of accent.

It is well-known that accent diversity is found in both of
the segmental and prosodic aspects. In this paper, however,
we will prepare reference accent distances by using IPA tran-
scripts, meaning that prosodic diversity will be lost. We do not
claim that the prosodic diversity is minor but, as was shown in
[16], clustering only based on the segmental aspect seems able
to show adequately how diverse World Englishes are in terms
of accent. Reference distances defined with both segmental and
prosodic features will be addressed in a future work.

In this study, only the data with no word-level insertion or
deletion were used. The speech files that contained exactly 69
words were automatically selected. Some of them were found to
include a very high level of background noise, and we manually
removed them. Finally, 370 speakers’ data were used and the
number of speaker pairs is 68,265 (=370C2=370×369 / 2).

3. Invariant speech structure
3.1. Infants’ sensitivity to the sound system of a language

How to suppress speaker identity in acoustic observations?
Phase characteristics are often removed in speech analysis be-
cause human hearing is rather insensitive to phase differences.
Pitch harmonics are also removed in many applications because
phoneme identity is independent of pitch unless tonal languages
are dealt with. Accents of English pronunciation are indepen-
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Figure 2: Dialect-specific vowel distributions in AE [21]
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Figure 3: Japanese vowel distribution patterns [22]

dent of speakers’ age and gender but their acoustic observations
are inevitably altered due to these factors.

What is the speech pattern that is physically independent
of these factors? Our answer to this question is the invariant
structure in speech, which was proposed in [9, 10, 11]. This
technical proposal was inspired by recent studies of human in-
fants [17, 18] and animals [19] and by classical studies of struc-
tural phonology [20]. When we consider infants’ performance
of vocal imitation, we can say that they are very insensitive to
speaker identity when acquiring a language. When infants imi-
tate their parents’ utterances, they do not imitate them acousti-
cally. Their vocal imitation is not impersonation. It seems that
they imitate the physically speaker-independent pattern embed-
ded in the parents’ utterances. It is interesting that researchers
of animal sciences describe that vocal imitation is rarely found
in animals and only birds, dolphins, and whales imitate vocally.
But their imitation is basically acoustic imitation [19].

In [17, 18], it was experimentally shown that infants are
very sensitive to distributional properties of speech sounds ex-
posed to them. This sensitivity is easy to understand when we
see dialectal differences found in a language. Figure 2 shows
several distribution patterns of six vowels of AE dialects [21].
The vowels are plotted on F1/F2 planes after vocal tract length
normalization. It is well-known that different dialects show dif-
ferent vowel distribution patterns. When an infant is born and
brought up in an geographical area, it inevitably acquires the
regional accent (distributional pattern) of that area.

Figure 3 shows Japanese vowel distributions of male adults,
female adults, and 10-year-old children [22]. As we described
above, infants do not impersonate their parents or caretakers
but they do learn the sound distribution pattern. Considering
this performance, we can say that infants are not sensitive to
absolute properties of speech sounds but sensitive to relational
or distributional properties in them. Putting it in another way,
infants are sensitive to the sound system of a language [20],
which seems to be physically speaker-independent.

3.2. Derivation of invariant speech structure

What is the simplest definition of a (sound) system? Geometri-
cally speaking, the shape of a three-point structure (a triangle)
can be defined simply by the length of the three edges. What
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Figure 5: The speech structure composed only of f -divergences
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Figure 4: Invariance of f -divergence against topological defor-
mation of manifolds (shapes)

about an n-point structure? In this case, the length of all the
edges including the diagonal edges, i.e., the distance matrix of
the n points, can define the shape of that structure. If the matrix
calculated from the sounds generated by a speaker and that of
the same kinds of sounds from another speaker is the same, we
can say that those matrices are speaker-invariant or physically
speaker-independent and that infants seem to be sensitive to the
matrix properties. How can one measure the length of an edge
of an n-point structure in a speaker-invariant way?

In [9, 10, 11], we answered this question mathematically.
Speaker difference is modeled as space mapping in studies of
voice conversion. In [10], we proved that f -divergence be-
tween two distributions is invariant with any kind of invertible
and differentiable transforms (sufficiency) and that any invari-
ant metric of the integral form has to be written in the form of
f -divergence (necessity). fdiv is a distance metric between two
distributions on measurable space X , p1(x) and p2(x), as

fdiv(p1, p2) =

Z

X
p2(x)g

„

p1(x)

p2(x)

«

dx, (1)

where g(t) is a convex function for t > 0. If we take t log(t)
or − log(t) as g(t), fdiv becomes KL-divergence. When

√
t

is used for g(t), − log(fdiv) becomes Bhattacharyya distance
(BD). Figure 4 shows two spaces (shapes) which are deformed
into each other through an invertible and differentiable trans-
form. An event is described not as a point but as a distribution.
Two events of p1 and p2 in A are transformed into P1 and P2

in B. Generally speaking, the two spaces are closed manifolds
and the invariance of f -divegence is always satisfied [10].

fdiv(p1, p2) ≡ fdiv(P1, P2). (2)

In [9, 10, 11], we used the BD as one of the fdiv metrics. If
an input utterance is represented as BD-based distance matrix
by using only the distributions found in that utterance, then, the
matrix is an invariant representation of that utterance. Figure 5
shows the process of deriving the invariant structure from an in-
put utterance. The utterance in a feature space, such as cepstrum
space, is a sequence of feature vectors and it is converted into
a sequence of distributions through automatic and unsupervised
segmentation. Here, any speech event is characterized as distri-
bution. The BD is calculated from any pair of distributions and
we can get an invariant distance matrix for that utterance. This
matrix-based invariant representation is called speech structure
[9, 10] or pronunciation structure [11, 12].
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Figure 6: Structural comparison of two structures

Here, we should note that velocity vectors, relative and di-
rectional changes at each point on the time axis (See the right-
hand side of Figure 5), are not good candidates for speaker-
invariant features. This is because cepstrum normalization in
terms of the vocal tract length can be approximated as multi-
plication of a rotational matrix by the original cepstrum vec-
tors [23, 24] and therefore, the direction of velocity vectors are
strongly dependent on the vocal tract length [24].

If the acoustic feature of interest is a one-dimensional fea-
ture, such as fundamental frequency, however, since rotation is
geometrically impossible, velocity vectors can become invari-
ant. Perception of relative and directional changes in pitch is
often called relative pitch in musicology and, owing to this, one
can perceive syllable names, not pitch names, of Do, Re, Mi,...,
in a key-invariant way. We can say that fdiv-based distance ma-
trix is an extended concept of relative pitch, that will be relative
timbre. Because pitch is one-dimensional and timbre is multi-
dimensional, invariance can be found as local and directional
and changes in the former but in the latter, it can found only
as local contrasts or distant contrasts between acoustic events.
We can say that our invariant structure is a general solution of
finding invariance in dynamics of multi-dimensional features.

It is interesting that animals do not have relative pitch and
therefore, a melody and its transposed version are just two dif-
ferent sound streams [25]. Considering animals’ performance
of vocal imitation and melody perception, it seems that their
perception of sounds is very absolute and non-robust.

3.3. Structural comparison as computational shortcut

In [24], we showed that vocal tract length normalization can be
approximated as rotating a cepstrum trajectory: c′=Ac, where
A is a rotational matrix. It is easy to describe that microphone
normalization can be characterized in the cepstrum space as
adding a constant vector b: c′=c+b. Considering this geometri-
cal property, comparison of two n-point structures (n×n matri-
ces) can be done by shifting and rotating a structure so that both
the structures can be overlapped the most (See Figure 6). Differ-
ence between the two structures can be quantified as summation
of distances between each corresponding pair of points between
the two structures after overlapping, where rotation and shift
mean vocal tract length normalization and microphone normal-
ization, respectively. [26] shows experimentally that this dif-
ference is approximately proportional to the Euclidean distance
between the two matrices, which is calculated by viewing a ma-
trix as a vector. In other words, structural comparison can give
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Table 1: Vowel substitution table
Japanese vowels ↔ English vowels

a A, 2, æ, Ä, @

i i, I

u u, U

e E

o O

Table 2: 8 patterns of vowel substitution
A æ 2 @ Ä I i U u E O

P1 J J J J J J J J J J J
P2 A A A A A J J J J J J
P3 J J J J J A A A A A A
P4 A A J J J A A J J A A
P5 J J A A A J J A A J J
P6 A J A J A J J J J A A
P7 J A J A J A A A A J J
P8 A A A A A A A A A A A

A : American English pronunciations are used.
J : Japanese vowels are substituted.

us acoustic distance between two utterances after normalization
although no normalization was done explicitly. In this sense,
structural comparison can be viewed as computational shortcut.

3.4. Use of speech structure to cluster simulated learners

In [27], we applied the pronunciation structure analysis to clus-
ter simulated Japanese learners of English. We collected vowel
samples of Japanese and AE from 12 Japanese returnees from
America, who are referred to as speakers A to L. By using the
vowel samples of a speaker, we built multiple vowel structures
for that speaker. Here, by replacing some of the AE vowels
by Japanese ones, we simulated different types of Japanese ac-
cented English vowels of the same speaker. Table 1 shows the
substitution table between Japanese vowels and AE ones and
Table 2 shows eight patterns used for vowel substitution. P8
uses the AE vowels uttered by returnee speakers and P1 sub-
stitutes Japanese vowels for all the AE ones, which simulates
completely Japanese accented pronunciation of AE vowels. We
had 12 speakers (A to L) and 8 substitution patterns (1 to 8),
resulting in 96 different vowel systems in total.

By modeling each vowel segment as Gaussian distribution,
an 11×11 matrix was built for each of the 96 vowel systems.
By calculating distance between a vowel system and another,
we can get a 96×96 distance matrix, which can cluster the 96
systems. In [27], the following two metrics were used.

D1(S, T ) =
q

1
11

P

i<j(Sij − Tij)2 (3)

D2(S, T ) =
q

1
11

P

i BD(vS
i , vT

i ) (4)

Xij is a (i, j) element of speaker X’s matrix, which is calcu-
lated as square root of BD between vowels i and j of speaker
X . vX

i is vowel i of speaker X . D1(S, T ) is the structural
Euclidean distance between two speakers S and T by simply
regarding their distance matrices as vectors. On the other hand,
D2(S, T ) corresponds to absolute difference between the cor-
responding vowels of speakers S and T . Using D1 and D2, we
can get two different 96×96 distance matrices.

Figure 7 and Figure 8 show two dendrograms generated
from the two 96×96 distance matrices. The upper shows the
result of using D1 and the lower shows that of using D2. It
is clearly illustrated that the upper is accent clustering and the
lower is speaker clustering. In the upper, although accept gap

Figure 9: An example of word-based network grammar

was calculated in a unsupervised mode, speaker identity is sup-
pressed or removed effectively by extracting the invariant struc-
ture from utterances of the speaker.

The invariant structure analysis was applied to quantify ac-
cent gap between a specific teacher and students in a supervised
mode using ridge regression [12]. In [3, 4], the analysis was
applied again to quantify accent gap among many native and
non-native speakers toward creating a speaker-basis accent map
of World Englishes, where SVR was used as regression model
and IPA-based accent distance was used as reference.

4. Reference inter-speaker accent distance
To train an accent distance predictor, reference inter-speaker
distances were needed, which were also used to evaluate the
trained predictor. Following [7, 8], the reference distance be-
tween two speakers was calculated through DTW of their IPA
transcripts. Since all the transcripts contained exactly the same
number of words, word-level alignment was easy and we only
had to treat phone-level insertions, deletions, and substitutions
between a word and its counterpart.

Since DTW-based alignment of two IPA transcripts needs
the distance matrix among all the existing IPA phones in the
SAA, we prepared it in the following way. Since the num-
ber of kinds of IPA phones found in the narrow transcripts of
the SAA was larger than 300, we focused on the most fre-
quent 153 phones that can cover 95% of all the phone instances.
Then, we asked an expert phonetician to pronounce each of the
153 phones twenty times. Using the recorded data, a speaker-
dependent three-state HMM was built for each phone, where
each state was modeled as Gaussian distribution. Then, for each
phone pair, the phone-to-phone distance was defined as the av-
erage of three state-to-state Bhattacharyya distances. The other
5% of the phones were all with a diacritical mark. For each of
them, we substituted the HMM of its base phone.

Using the distance matrix among all the kinds of phones in
the SAA, word-based DTW was conducted to compare a word
and its counterpart in IPA transcripts. The accumulated dis-
tance was normalized by the number of phones in the word pair
and the normalized distances were summed for all the 69 words.
This final distance was used as reference distance. Detailed con-
figuration of our DTW, such as local paths and penalty scores,
is found in [16] as well as a result of bottom-up clustering of a
part of the SAA using IPA-based DTW.

5. Baseline systems
For comparison, we built two baseline systems, which corre-
sponds directly to an automated version of the reference dis-
tance calculation procedure described in Section 4.

The calculation procedure is composed of two steps: 1) IPA
manual transcription and 2) DTW alignment for distance calcu-
lation. The first process was replaced with automatic recogni-
tion of phonemes in input utterances2. Here, we used a phoneme

2As far as we know, there does not exist an automatic recognizer of
IPA phones with a diacritical mark.
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Figure 7: Clustering the 96 vowel structures based on structural comparison (D1)

Figure 8: Clustering the 96 vowel structures based on absolute comparison (D2)

recognizer of AE in this study. Using all the utterances of the
370 speakers as training data, monophone HMMs were trained
by adopting the WSJ-based HMMs [28] as initial model. For
this training, each IPA transcript was converted into its AE
phoneme transcript. This conversion was done by preparing a
phone-to-phoneme mapping table with special attention paid to
conversion from two consecutive vowels to an AE diphthong.

Since IPA transcription is based on phones and the HMMs
were trained based on phonemes, even if we could have a
perfect phoneme recognizer, generated transcripts have to be
phonemic versions of IPA transcripts. Phone to phoneme con-
version is an abstraction process and some detailed phonetic
information will be lost inevitably. Our first baseline system
used IPA-based phonemic transcripts as output from an oracle
system and the accent distance was calculated by comparing
two phonemic transcripts based on DTW. Here, the phoneme-
to-phoneme, not phone-to-phone, distance matrix was needed
and prepared by using the WSJ-based HMMs. Our second sys-
tem used a real phoneme recognizer with word-based network
grammar that can cover all the pronunciation variations found
in the 370 speakers. Figure 9 shows an example of the network
grammar of an n-word sentence, where wij denotes the i-th
word spoken with the j-th pronunciation. A short pause can be
inserted at word boundary. In the second system, the generated
transcripts often included recognition errors.

The correlation between the IPA-based inter-speaker refer-
ence distances and the phoneme-based distances obtained from
the first system was 0.829, meaning that information loss exists
to some degree. The phoneme recognition accuracy of the sec-
ond system was 73.5% but the correlation was so low as 0.458.
This clearly indicates that recognition errors are very fatal.

6. Proposed method and experiments
6.1. Paragraph-based pronunciation structure

In this paper, the pronunciation structure was extracted from
each of spoken paragraphs of the SAA. Here, the paragraph-
based speaker-independent HMM was trained at first, which
was used as Universal Background Model (UBM). Then, it was
adapted through MAP adaptation to each speaker. The initial
model for the UBM-HMM was prepared by concatenating AE
phoneme HMMs trained from the WSJ corpus [28] by referring
to the phoneme sequence derived from the SAA paragraph. The

Figure 10: Procedure to calculate the pronunciation structure
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initial model was updated through ML-based parameter rees-
timation by using all the 370 available speakers of the SAA.
This UBM-HMM was then adapted to each of the 370 speak-
ers. Figure 10 schematizes the procedure adopted in this paper
to calculate the pronunciation structure. The number of states
of the paragraph-based HMM is 3N , where N is the number
of phonemes of the SAA paragraph (=221). For each adapted
paragraph-based HMM, the averaged BD between every pair
of the phoneme instance HMMs was calculated, where the i-th
phoneme instance HMM in the paragraph HMM is the three-
state HMM spanning from the (3i−2)-th state to the 3i-th state
of that paragraph HMM. Finally in Figure 10, the pronuncia-
tion structure of a spoken paragraph of the SAA was obtained
as 221×221 distance matrix. As illustrated in Figure 11, from
two distance matrices of speakers S and T , we derived a differ-
ence matrix D to characterize the accent gap between them.

Dij = |Sij − Tij |, (i < j). (5)

In Equation 3, {Dij} are used to calculate D1. In [11, 12],
{Dij} were used as input features to linear regression to predict
similarity between a teacher and a student. In the experiments of
this paper, a part or a total of {Dij} were used as input features
in SVR to predict the accent distance between S and T . The
maximum number of the features was 24,310 (=221C2). ε-SVR
in LIBSVM [29] was used with the radial basis function kernel
of K(x1, x2) = exp(−γ|x1 − x2|2).
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6.2. Two modes of cross-validation

Since the number of available speakers is 370, which is not very
large, the following two modes of cross-validation were used in
the experiments: speaker-pair-open and speaker-open.

6.2.1. Speaker-pair-open cross-validation

As our task is to predict the accent distance between two speak-
ers, the input features to SVR have to be related to differences
or distinctions in terms of pronunciation between the two speak-
ers. In the speaker-pair-open mode, a training data set and a
testing data set were separated so that any of a single speaker
pair did not exist in both the data sets. For example, by sort-
ing the 68,265 (=370C2) speaker pairs according to the IPA-
based reference distance, they can be separated based on even-
ness/oddness of the order. In this mode, when speaker pair A-B
is found in the testing set, speaker pairs of A-{x} (x 6= B) and
B-{y} (y 6= A) are included in the training set.

In this work, SVR was adopted as regression model. In this
model, input features are mapped into a very high-dimensional
feature space, where inner product between an input sample and
each of all the training samples is calculated by using a kernel
function. Values of inner product can be regarded as similarity
scores and regression is done by using these scores as weights.
When one wants to predict the accent distance between A and
B, the prediction performance is supposed to be influenced by
whether {x} include a speaker who is close to B or {y} include
a speaker who is close to A in the training set.

6.2.2. Speaker-open cross-validation

It is possible to separate a training data set and a testing data
set so that they do not include any of a single speaker at the
same time. In the speaker-open mode, this strategy is adopted.
When speaker pair A-B is found in the testing set, the training
set includes neither of A or B. The prediction performance of
SVR is supposed to be influenced by whether a speaker pair
who are close enough to A and B is found in the training set.

When the number of available speakers for training SVR is
n and speakers A and B are testing speakers, in the speaker-
pair-open mode, the prediction performance will be affected by
whether a speaker close to A or B is found in the n speakers. In
the speaker-open mode, however, it will be affected by whether
a speaker pair close to A-B is found in speaker pairs of the
n speakers. In other words, accent variability is estimated as
O(N) in the former, and in the latter, it is estimated as O(N2),
where N is speaker variability considered. This indicates that
the latter mode requires a larger amount of training data.

6.2.3. Practical interpretation of the two modes

In the speaker-pair-open mode, either speaker of a testing
speaker pair is always included in the training data. This will
correspond to the following case. After training a regression
model by using all the available speakers and IPA transcripts
of the SAA, one wants to predict the accent distance from a
new speaker to each of the SAA speakers, where IPA transcript
of the new speaker is not available. The ultimate goal of this
work, however, is creation of a speaker-basis accent map of
World Englishes. For this goal, the accent distance between two
new speakers has to be estimated adequately. The speaker-open
mode is examined for this reason.

Figure 12: Paragraph-based full matrix and its band matrix
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Figure 13: Distance prediction in the speaker-pair-open mode

6.3. Experimental conditions

Acoustic features used for training the paragraph-based UBM-
HMM and adapting it were MFCC-based features: MFCC +
∆MFCC. Three states were assigned to a phoneme of the para-
graph and only a single Gaussian distribution is assigned to each
state of the HMM for easy calculation of BD. For pronunciation
analysis, BD was calculated by using MFCC features only.

As shown in Figure 11, Dij is a difference between two
speech contrasts of Sij and Tij . Some contrasts are local but
others are distant. For example, the last phoneme of the SAA
paragraph is distant from the first one by 220 phonemes, which
is the most distant speech contrast in {Sij} and {Tij}. To in-
vestigate which contrasts contribute better, feature selection was
done based on locality of speech contrasts. By using only the
elements close to the diagonal of matrix D, i.e., band matrix,
locality can be controlled. In Figure 12, K is the width of the
band and varies from 1 to 220. If K is set to 220, it is the case
where all the 24,310 elements are used as input features to SVR.

We also investigated the effectiveness of using acoustic dis-
tances obtained by direct and absolute comparison. {Dij} is
results of contrastive or relative comparison, where speech con-
trasts are compared between two speakers. However, compar-
ison can be done in a direct or absolute way. The paragraph-
based HMM adapted to a speaker and that to another can be
compared and matched directly and 221 phoneme-based BDs
can be used as additional features in SVR. The features here
are results of absolute comparison between two speakers. In
Section 3.4, features based on absolute comparison gave us
complete speaker clustering, not accent clustering. That exper-
iment, however, was done in an unsupervised mode. SVR can
run only in a supervised mode and it may show some effective-
ness of using the absolute features.

6.4. Results and discussion

6.4.1. Results in the speaker-pair-open mode

2-fold cross-validation was done. Figure 13 shows the perfor-
mances of predicting the accent distances as a function of K.
The performance of absolute comparison only and that of our
oracle baseline system are also plotted. Use of absolute fea-
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Figure 14: Correlations between the reference distances and predicted distances
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Figure 15: Distance prediction in the speaker-open mode
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speaker-open mode

tures in SVR is unexpectedly effective and the correlation is
0.805, which is lower than the performance of our oracle sys-
tem (=0.829). The number of absolute features is 221 and
similar to that of contrastive features when K=1 (#features
= 220). In this case, the correlation based on structural com-
parison is lower and it is 0.750. By increasing K, however, it
improves monotonously and the maximum correlation is found
when K=220, which is 0.903 and much higher than the per-
formance of our oracle baseline system. Figure 13 also shows
the effectiveness of combining structural features and absolute
features. When K is small, the effectiveness is clearly observed
but when K is large enough, it diminishes. We can say that very
long speech contrasts still can work effectively to improve the
prediction performance. Figure 14 shows correlation graphs of
the three cases, a) our oracle baseline system, b) real phoneme
recognizer, and c) proposed method (K=220).

6.4.2. Results in the speaker-open mode

5-fold cross-validation was done. Figure 15 shows the perfor-
mance of structural features in predicting the accent distances
where the number of features was controlled by K. Different
from the results of the speaker-pair-open mode, the correlations
are very low but the correlation of K=220 is sill higher than
the performance of a real phoneme recognizer. This perfor-
mance was obtained by automatically recognizing phonemes of
spoken paragraphs of two speakers and conducting DTW be-
tween the generated phoneme transcripts. As was discussed in
Section 6.2.3, at least, one of the two input speakers is included
in the training data. Considering this, a new correlation was cal-
culated, where the distance between two speakers was obtained
from the oracle phoneme transcript of a speaker to the automati-
cally generated phoneme transcript of the other. The correlation
is between the new distances and the IPA-based phonetic dis-
tances and it was 0.510 (See Figure 15). Our proposed method
shows a higher correlation than this.

Figure 16 shows performance improvement by adding ab-
solute features to structural features. This result was obtained
from one set of the five test sets in the 5-fold cross-validation.
Here, the effectiveness is observed even when K is large. When
absolute features only are used, the correlation is very close to
the performance of a real phoneme recognizer. We can say that
structural features are very effective also in this task.

6.4.3. Discussion

The proposed method shows a striking performance of pre-
dicting the accent distance in a speaker-pair-open mode. In
a speaker-open mode, however, it is not effective enough al-
though it shows a higher performance than our second base-
line system. As we discussed in Section 6.2, it is very obvious
that the speaker-open mode requires a larger amount of training
data. In this paper, from more than 18 hundred speakers of the
SAA, available speakers were selected. In [7, 8], to increase
the amount of available data, manual edition of IPA transcripts
was done and filled pauses such as “ah” and “well” were manu-
ally removed from IPA transcripts. Similar operations of wave-
form edition are possible for spoken paragraphs to increase the
amount of training data drastically in our task. Further, refine-
ment of features for SVR such as multiple stream structuraliza-
tion [11], adequate selection of kernel functions, use of multi-
ple kernels [30], optimization of hyper-parameters of SVR, and
kNN-SVR [31] will be investigated in future works.

7. Conclusions
This paper proposed and evaluated a method of predicting the
accent distances by using the invariant pronunciation structure
analysis and SVR. Reference accent distances were calculated
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by using narrow IPA transcripts included in the SAA corpus.
Experimental results showed a very striking performance in a
speaker-pair-open mode but the performance was not sufficient
in a speaker-open mode. Some possible solutions are also dis-
cussed. In addition to technical and computational improve-
ment, we’re developing an i-OS application for easier collection
of spoken samples using the SAA elicitation paragraph. We’re
not sure whether collection from 1.5 billions of speakers is an
achievable goal but we’re very interested in drawing a really
global and speaker-basis map of World Englishes.
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