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Abstract
Universal background models (UBM) in speaker recognition
systems are typically Gaussian mixture models (GMM) trained
from a large amount of data using the maximum likelihood
criterion. This paper investigates three alternative criteria for
training the UBM. In the first, we cluster an existing automatic
speech recognition (ASR) acoustic model to generate the UBM.
In each of the other two, we use statistics based on the speaker
labels of the development data to regularize the maximum like-
lihood objective function in training the UBM. We present anit-
erative algorithm similar to the expectation maximization(EM)
algorithm to train the UBM for each of these regularized max-
imum likelihood criteria. We present several experiments that
show how combining only two systems outperforms the best
published results on the English telephone tasks of the NIST
2008 speaker recognition evaluation.

1. Introduction
Improved user security in speech-driven telephony applications
can be achieved with automatic speaker verification. Current
automatic speaker verification systems face significant chal-
lenges caused by adverse acoustic conditions. Telephone band
limitation, channel/transducer variability, as well as natural
speech variability have a negative impact on the performance of
speaker verification systems. Degradation in the performance
of these systems due to inter-session variability has been one of
the main challenges to the deployment of speaker verification
technologies. We investigate how integrating more information
about the development and test sets into the speaker recognition
system may improve its performance and robustness.

In this work, we propose two main approaches for train-
ing the UBM. In the first, the UBM is constructed by using
the Kullback-Leibler (KL) distance as a measure for clustering
the Gaussian components of an ASR acoustic model. This ap-
proach attempts to exploit the context-dependent phoneticinfor-
mation of the ASR acoustic model in estimating the UBM pa-
rameters. Subsequently, this method is called the phonetically
inspired UBM (PIUBM) approach. The approach is motivated
by the fact that many of the speaker characteristics are condi-
tioned on some phonetic units or phonetic classes and therefore
may be better modeled using a UBM trained with an explicit
modeling of these units and classes. Examples of using ASR
systems for speaker recognition include modeling the speak-
ers using maximum likelihood linear regression (MLLR) trans-
forms generated by an ASR model [1] and using counts of n-
gram words or phones generated from an ASR transcription of
the audio [2, 3, 4].

In the second approach, we examine two discriminative reg-
ularizations of the maximum likelihood objective functionfor
estimating the UBM parameters. Most speaker verification sys-

tems use maximum likelihood estimation (MLE) or Bayesian
methods to estimate the parameters of the UBM. The popularity
of MLE is attributed to the existence of efficient algorithmsto
implement it, such as the expectation-maximization (EM) algo-
rithm [5]. It is also attributed to its consistency and asymptotic
efficiency, if the true probability density function (PDF) belongs
to the admissible set of parameterized PDF models [6]. How-
ever, as we do not know the true PDF, we can not guarantee a
small approximation error. A small approximation error canbe
achieved by using a complex structure of the hypothesized mod-
els that can approximate a large set of PDFs. On the other hand,
this increases the computational and conceptual complexity of
the system, increases the required amount of training data to ob-
tain a robust estimate of the model parameters, and deteriorates
the generalization ability of the model. Discriminative training
offers an alternative that estimates the model parameters to op-
timize an estimate of the training data recognition error. Unlike
maximum likelihood estimation of the UBM parameters, opti-
mizing a discriminative criterion can be made directly related
to any weighted sum of the false alarm and the miss probabil-
ities such as the Equal Error Rate (EER) or the minimum De-
tection Cost Function (DCF). Discriminative training has been
used in SVM-based speaker recognition systems [7]. However,
in GMM-based SVM speaker recognition systems, the UBM
parameters are estimated using the EM algorithm to maximize
the likelihood of the training data. One of the prominent exam-
ples of discriminative training of the GMM parameters is us-
ing the Maximum Mutual Information (MMI) criterion to opti-
mize the GMM parameters of an automatic language identifica-
tion system. This discriminatively trained GMMs [8] provided
noteworthy improvements compared to the MLE GMMs. In
this work, we integrate information about the speakers of the
development set into the objective functions used for training
the UBM discriminatively and describe efficient iterative algo-
rithms to estimate the UBM parameters.

In the next section, we describe the main architecture of the
speaker verification system used in this work. In Section 3, we
formulate the problem and describe our objective criterionfor
the PIUBM approach. In Section 4, the details of estimating
the UBM parameters to optimize the two regularized maximum
likelihood objective functions are described. The experiments
performed to evaluate the performance of the systems are de-
scribed in Section 5. Finally, Section 6 contains a discussion of
the results and future research.

2. The speaker verification system
In this work, the speaker recognition systems are based on
the use of GMM supervectors. These GMM supervectors are
formed from the concatenation of the MAP [9, 10] adapted
means that are normalized according to a mapping proposed
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in [7]. Nuisance Attribute Projection (NAP) [7] is applied to
remove supervector directions that correspond to large intra-
speaker variability. In all the systems reported in this work,
128 nuisance directions were removed. These nuisance direc-
tions, as per our submission in the NIST 2008 speaker recog-
nition evaluation [11], are based on the principal components
extracted from the average within-class covariance matrix[12].

Before score normalization, the output scores of the speaker
verification systems can be represented by some kind of gener-
alized inner product of two vectors representing the verification
and the enrollment utterances [7]. This can be described by the
relation

s = ΦT
e KΦv, (1)

whereΦe is the supervector representing the enrollment utter-
ance,Φv is the supervector representing the verification utter-
ance,K is the NAP projection matrix, ands is the score corre-
sponding to this pair of utterances. BothΦe andΦv are vectors
in a high dimensional space of dimension equal to the prod-
uct of the feature vector dimension and the number of Gaussian
probability density functions in the UBM.

For each utterance, the mean based supervector is generated
by concatenating functions of the adapted Gaussian means into
a supervector. A GMM withK mixture components is used to
construct the high-dimensional supervectors for the enrollment
utterance,Φe, and the verification utterance,Φv. These super-
vectors are constructed as follows
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wherewk is the weight of thekth Gaussian component in the
GMM, µ

adapt
k is the MAP adapted mean for this component,

µubm
k is the universal background model (UBM) mean for this

component, andΣk is the diagonal covariance matrix of the
kth Gaussian component in the GMM. We use the single iter-
ation MAP adaptation presented by Reynolds [10] to generate
the utterance-specific adapted means,{µadapt

k }, from the UBM
means,{µubm

k }.
For all the systems reported in this work, the UBM consists

of 1024 mixture components. The UBM of the baseline system
is trained using Maximum Likelihood (ML) training [5, 13].
Both Z-Norm and T-Norm [14] score normalization approaches
were applied separately for each gender. Further details about
the various systems are described in the experiments section.

3. PIUBM approach
This approach was first applied to nonnative speaker and ac-
cent detection in [15]. It achieved the best published results on
both tasks on the Fisher and the CSLU-FAE databases respec-
tively. In this system, the UBM is estimated directly from the
acoustic model of the ASR system by using K-means clustering.
A symmetric variant of the Kullback-Leibler (KL) distance be-
tween two Gaussian components is used as a distance measure
in the K-means clustering algorithm to achieve the final clus-
tering of the ASR acoustic model to a UBM of 1024 Gaussian
components. This novel method for UBM construction is ap-
plied to ASR acoustic models trained in the feature-based min-
imum phone error (FMPE) feature space [16].

The process of K-Means model training, in this context,
consists of specifying a set ofK Gaussian components,U =

(u1, u2, . . . , uK), that minimize the average distortiond of C
Gaussian components,G = (g1, g2, . . . , gC), which corre-
spond to the ASR acoustic model. The average distortion is
specified by

d =
1

C

C
X

c=1

K

min
k=1

d(uk, gc), (4)

where d(uk, gc) = KL(uk, gc) + KL(gc, uk), and
KL(uk, gc) is the KL distance betweenuk andgc.

To minimize the average distortion in each iteration of the
K-means clustering, the update equations for the mean and the
variance for each dimension of each Gaussian component of the
UBM are

µ̂kf =
1

Nk

X

n∈Sk

mnf , (5)
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whereSk is the set of indices of ASR Gaussian components as-
signed to thekth Gaussian of the UBM,Nk is the size of this
set,µkf is the current mean for thef th dimension of thekth
Gaussian of the UBM,mnf andvnf are the mean and variance
respectively for thef th dimension of thenth ASR Gaussian.
The weight of each UBM Gaussian is set equal to the normal-
ized number of ASR Gaussian components assigned to it.

4. Regularized ML training approach
The UBM in speaker verification systems is typically a Gaus-
sian mixture model (GMM) trained on a large amount of data
using the EM algorithm. In this work, two methods for train-
ing the UBM are investigated. In both methods, the UBM pa-
rameters are estimated by adding a regularization term to the
maximum likelihood objective function. In the first method,the
UBM parameters are trained using an objective function that
favors a sparse representation for each speaker in the training
data. In the second, the regularization term favors larger val-
ues for target trial scores and smaller values for imposter trial
scores. In the following, we discuss the two approaches in de-
tail.

4.1. Sparse speaker representation approach

Estimating the UBM parameters using maximum likelihood
training does not take into consideration the available speaker
labels of the training data. In this approach, we add a regular-
ization term to the likelihood objective function to ensurethe
sparsity of the speaker supervector representation. The param-
eters of the UBM are updated using an EM-like algorithm to
maximize the regularized maximum likelihood objective func-
tion. To ensure the sparsity of the supervector representation
for each speaker in the training data, the average of the super-
vector representation of the utterances of the speaker is used
to represent the speaker. Increasing the sparsity of the speaker
representation is equivalent to minimizing thel0 norm of the
speaker supervector. Thel0 norm of a vector is equal to the
number of non-zero elements of the vector. Thel0 norm of a
speaker supervector,Φq , is

‖Φq‖0 =
Y
X

y=1

f(φqy), (7)
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where

f(z) =



0 z = 0
1 otherwise

,

andY is the dimension of the supervector representation which
equals the product of the number of Gaussian components in
the UBM and the feature vector dimension.

Given the supervector representation in Equations 2 and 3,
it can be shown that minimizing thel0 norm of the speaker’s
supervector representation is equivalent to maximizing the l2
norm of the vector of estimates of the expected posterior prob-
abilities of the Gaussian components given the speaker training
data which is given by

‖γq‖2
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2
, (8)

whereK is the number of Gaussian components in the UBM,
γk

q = 1

Nq

PNq

i=1 γk
qi is an estimate of the expected posterior

probability of thekth Gaussian component of the UBM given
an observation from speakerq, γk

qi = P (k|Xqi) is the posterior
probability of thekth Gaussian component of the UBM given
the ith observation of speakerq, Nq is the number of observa-
tions from speakerq. Adding the sum over all speakers of the
l2 norm of the expected posterior probabilities of the Gaussian
components given the speaker training data as a regularization
term, the objective function to be maximized is

O = L + λ

Q
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γ
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2
, (9)

whereλ > 0, L is the log likelihood of the training data,λ is
the regularization parameter, andQ is the number of training
speakers.

We use an iterative algorithm similar to the EM algorithm
to estimate the UBM parameters that maximize the objective
function in Equation 9. It can be shown that the update equa-
tions for the mean and the variance for each dimension of each
Gaussian component of the UBM are
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andxqif is thef th dimension of theith observation vector of
speakerq in the development data. It can be shown also that the
update equation for the weight of each Gaussian component of
the UBM is
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This approach is called the sparse speaker representation (SSR)
approach in the following sections.

4.2. Discriminative regularization approach

Estimating the UBM parameters using maximum likelihood
training does not directly target reducing the speaker verifica-
tion errors on the training data. In this approach, we add a
regularization term to the log-likelihood objective function to
reduce the value of the imposter scores and increase the value
of the target scores. The parameters of the UBM are updated
using an EM-like algorithm to maximize the regularized maxi-
mum likelihood objective function

O = L − λt

T
X

r=1

e
at−btstr − λp

J
X

j=1

e
ap+bpspj , (14)

whereλt > 0, λp > 0, λt is the target-trials regularization pa-
rameter,λp is the imposter-trials regularization parameter,str

is therth target score,spj is thejth imposter score,at, bt are
the parameters of the target regularization function,ap, bp are
the parameters of the imposter regularization function,T is the
number of target scores, andJ is the number of imposter scores.
The parameters of the target and imposter regularization func-
tions can be estimated on a held-out set to provide proper con-
ditioning of the target and imposter scores respectively. In the
experiments reported here, we used the same value for bothλt

andλp which is half the value that ensures all the variances of
the UBM Gaussian components are positive in the first iteration
and is kept the same for the remaining iterations. Also the target
and imposter scores are the speaker recognition scores without
NAP compensation and without ZT normalization. We inves-
tigated using the NAP-compensated and ZT-normalized scores
in the objective function but we keep the discussion and the re-
sults in this work to the simpler case of scores without NAP
compensation and without ZT normalization.

We use an iterative algorithm similar to the EM algorithm
to estimate the UBM parameters that maximize the objective
function in Equation 14. It can be shown that the update equa-
tions for the mean and the variance for each dimension of each
Gaussian component of the UBM are
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xuif is thef th dimension of theith observation vector of the
development data for utteranceu, U is the total number of ut-
terances in the training data,Nu is the total number of obser-
vations for utteranceu, γk

ui is the posterior probability of the
kth Gaussian component given theith observation vector of ut-
teranceu, qu is the speaker of utteranceu, Uqu is the set of all
other utterances belonging to the speakerqu, F is the dimension
of the feature vector, andR is the map adaptation relevance fac-
tor. It can be shown also that the update equation for the weight
of each Gaussian component of the UBM is

ŵk =
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where the value ofζ is estimated to satisfy the constraint
PK

k=1
wk = 1. This approach is called the discriminative reg-

ularization (DR) approach in the following sections.

5. Experiments
The three previously discussed methods to train the UBM
parameters were evaluated on the English tasks of the core
condition of the NIST 2008 Speaker Recognition Evaluation
(SRE) [11] and compared to the MLE UBM baseline systems.

The development data set consists of a combination of
audio from the NIST 2004 speaker recognition database, the
Switchboard II Phase III corpora, the NIST 2006 speaker recog-
nition database, and the NIST 2008 interview development set.
The collection contains 13770 utterances: 6038 utterancesof
male speakers and 7732 utterances of female speakers. The to-
tal number of speakers in the development data is 1769 speak-
ers: 988 female speakers and 781 male speakers. The develop-
ment set or a subset of it was used to estimate the UBM param-
eters, to estimate the expected within-class covariance matrix
over all speakers for NAP compensation, as well as for gender-
dependent ZT-norm score normalization.

5.1. Baseline system

A frame-by-frame noise floor tracking algorithm is used for the
speech activity detection similar to [17]. The front-end features
consist of 36 dimensional features forged from 12 cepstral co-
efficients and their corresponding delta and delta-delta features.
There are 24 filters in the filter bank, over a frequency range of
125-3800 Hz, used to generate the cepstral coefficients witha
32ms window and a 10ms frame shift. Feature warping is ap-
plied to the resulting feature vectors [18] to reduce linearchan-
nel and slowly varying additive noise effects. Each utterance in
both the training and the testing data is represented by a GMM
mean based supervector of dimension 36864. This representa-
tion was generated using a UBM of 1024 Gaussian components

by MAP adaptation. The system performance was measured at
two operating points, namely in terms of the Equal-Error Rate
(EER) and the minimum Detection Cost Function (DCF) as de-
fined in the evaluation plan [11].

In all experiments, we used the GMM-based setup de-
scribed in Section 2 which generates a score for each pair of
utterances using the inner product of the corresponding GMM
based mean supervectors after applying NAP compensation to
the supervectors. ZT-normalization is applied to these scores to
generate the final scores.

5.2. PIUBM system

In the first set of experiments, the 1024 Gaussian compo-
nent UBM for the baseline is trained using the whole 13770-
utterance development set. On the other hand, for the PIUBM
system, the UBM is generated by clustering the 250K Gaus-
sian components of the English telephone conversational ASR
acoustic model to 1024 Gaussian components. In the following,
we describe the ASR system and then details about the experi-
mental setup.

5.2.1. ASR system overview

The 40-dimension features for the IBM ASR system are esti-
mated from sequences of 13-dimensional perceptual linear pre-
diction (PLP) features by using a linear discriminant analysis
(LDA) projection, and then applying a maximum likelihood
linear transformation (MLLT). The acoustic model consistsof
250K diagonal-covariance Gaussian components. In the context
of speaker-adaptive training, vocal tract length normalization
(VTLN) and feature-space maximum likelihood linear regres-
sion (FMLLR) are used. For the feature-based minimum phone
error (FMPE) baseline, an FMPE transform is applied on top
of the utterance-specific FMLLR transforms. A single pass of
MLLR adaptation is also performed. The language model is a
72K-vocabulary interpolated back-off 4-gram language model.

5.2.2. Testing setup

Three systems are compared in this set of experiments: the
baseline system using the 36 MFCC-based speaker recognition
frontend, a system with a UBM trained on the ASR FMPE fron-
tend using the EM algorithm, and the PIUBM which uses a
UBM generated from the ASR acoustic models using the clus-
tering algorithm described in Section 3. The MLE 1024 Gaus-
sian component UBM for both the baseline and the ASR fron-
tend systems are trained using the whole 13770-utterance devel-
opment set. The results are reported on the English tasks of the
core condition of the NIST 2008 speaker recognition evaluation.
The description of these tasks is provided in Table 1. As shown
in Table 2, the performance of the two systems which use the
ASR frontend features outperform the baseline system on the
Int-Tel, the Tel-Mic, and the Int-Int-S tasks. The results in Ta-
ble 2 show also that the PIUBM system outperforms the other
two systems significantly on the Tel-US and Tel-Eng tasks.

5.3. Regularized maximum likelihood systems

The baseline speech activity detection and front-end of 36-
dimensional features are used for these systems. Our focus in
this set of experiments is on the Int-Int-All interview taskof
the NIST08 evaluation. We achieved the best baseline system
on this task, for the system architecture described in Section 2,
by using only the NIST 2008 development data for training the
UBM parameters and the whole 13770-utterance development

55



Task Description
Int-Int-All Interview speech in training and test.
Int-Int-S Interview speech from the same (lapel) microphone in training and test.
Int-Int-D Interview speech from different microphones in training and test.
Int-Tel Interview speech in training and telephone speech in test.
Tel-Mic Telephone speech in training and telephone microphone speech in test.
Tel-Eng English language telephone speech in training and test (anyvariety).
Tel-US English language telephone speech spoken by a native US English Speaker in training and test.

Table 1: Description of the English NIST 2008 core conditionevaluation tasks reported in our experiments.

Performance
minDCF (x103) and EER (%) (in parentheses)

System Int-Int-All Int-Int-S Int-Int-D Int-Tel Tel-Mic Tel-Eng Tel-US
Baseline 23.9 (4.6) 2.0 (0.8) 24.2 (4.6) 37.5 (10.3) 28.8 (7.4) 15.6 (3.5) 15.4 (4.4)
ASR Frontend 21.4 (4.8) 0.7 (0.4) 22.2 (5.0) 31.8 (7.6) 21.8 (6.4) 16.4 (3.4) 15.4 (4.4)
PIUBM 23.4 (5.3) 1.7 (0.3) 24.5 (5.5) 30.7 (8.6) 22.1 (6.7) 12.7 (2.7) 11.6 (3.0)

Table 2: The results on NIST 2008 English core condition tasks comparing the baseline system with systems utilizing ASR features
and the PIUBM.

data for estimating the NAP rejected subspace and the gender-
dependent ZT score normalization. As shown in the baseline
results of Tables 2 and 3, significant gains on the interview tasks
in both EER and minimum DCF are achieved by using the NIST
2008 interview development set for training the UBM insteadof
the whole 13770-utterance development set. To keep the com-
parisons fair, only the NIST 2008 development data is used for
training the UBM parameters of the sparse speaker representa-
tion and the discriminative regularization systems. In theexper-
iments on discriminative regularization reported here, wesetap

andat to zero andbp andbt to one in Equation 14. As shown
in Table 3, no significant gains in EER and minimum DCF on
the Tel-Eng and the Tel-US tasks are obtained by using either
the sparse speaker representation or the discriminative regular-
ization objective functions to train the UBM parameters. This
can be explained by the fact that the NIST 2008 development
data, which was used for estimating the UBM parameters, is
interview data only and did not have any telephone utterances.
On the other hand, significant gains in EER and minimum DCF
are obtained by using either the sparse speaker representation or
the discriminative regularization objective functions totrain the
UBM parameters on all other tasks which have interview data or
microphone data as shown in Table 3. Table 3 shows also that
the discriminative regularization system outperforms thesparse
speaker representation system on all tasks that have interview
data or microphone data. The results on the mixed condition
tasks of Int-Tel and Tel-Mic in Table 3 show more significant
gains for the DR system versus the SSR system compared to
the results on the interview tasks.

5.4. Combination of the two approaches

In this set of experiments, we combine with equal weights the
scores of the PIUBM system and the discriminative regulariza-
tion system. As shown in Table 4, significant improvements on
the three interview tasks are obtained by combining the two sys-
tems. As far as we know, the result on the Int-Int-S task is the
best result published on this task.

The results in Table 4 also show significant improvements
on the telephone and mixed condition tasks from the combina-

tion of the two systems. As far as we know, the results on the
telephone tasks of Tel-Eng and Tel-US are significantly better
in both EER and minimum DCF than the best published com-
bination results on these tasks. The fact that these resultsare
achieved by combining two systems only may be attributed to
the use of diverse systems with different features, UBM training
data, and objective functions for training the UBM parameters.

6. Conclusions
The sparse speaker representation system consistently outper-
forms the baseline system on the English NIST 2008 core con-
dition tasks. The discriminative regularization system also con-
sistently outperforms the baseline system with a maximum like-
lihood estimated UBM on the same tasks. In both cases, the
improvement is achieved by integrating information about the
development speakers into the estimation of the UBM param-
eters. Integrating context-dependent phonetic information into
the training of the UBM parameters is demonstrated to be use-
ful as well but at the expense of making the speaker recognition
system language-dependent. In the PIUBM system, estimating
the UBM parameters using an ASR telephone English acous-
tic model provided the best single-system performance on the
telephone tasks of the NIST 2008 evaluation task. Combining
the PIUBM system with the discriminative regularization sys-
tem at the score level gives the best published performance on
the English telephone tasks of the NIST 2008 evaluation and
significant gains on the other tasks compared to the individual
systems. We plan to integrate together the information about
the training speakers and the context-dependent speech units in
training the UBM parameters and compare the results to using
either information by itself as reported in this work.
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Performance
minDCF (x103) and EER (%) (in parentheses)

System Int-Int-All Int-Int-S Int-Int-D Int-Tel Tel-Mic Tel-Eng Tel-US
Baseline 19.4 (4.2) 2.9 (0.9) 19.3 (4.1) 37.5 (7.9) 32.3 (7.7) 15.6 (3.5) 16.4 (4.1)
SSR 16.2 (3.0) 2.2 (0.7) 16.4 (3.1) 34.4 (7.2) 26.8 (7.1) 13.9 (3.4) 14.2 (3.9)
DR 15.9 (2.7) 1.9 (0.6) 16.1 (2.8) 29.1 (7.1) 25.6 (7.2) 14.0 (3.4) 14.1 (4.1)

Table 3: The results on the English NIST 2008 core condition tasks comparing the baseline system with the sparse speaker representa-
tion (SSR) and discriminative regularization (DR) systems.

Performance
minDCF (x103) and EER (%) (in parentheses)

System Int-Int-All Int-Int-S Int-Int-D Int-Tel Tel-Mic Tel-Eng Tel-US
PIUBM 23.4 (5.3) 1.7 (0.3) 24.5 (5.5) 30.7 (8.6) 22.1 (6.7) 12.7 (2.7) 11.6 (3.0)
DR 15.9 (2.7) 1.9 (0.6) 16.1 (2.8) 29.1 (7.1) 25.6 (7.2) 14.0(3.4) 14.1 (4.1)
Combination 13.7 (2.7) 1.3 (0.3) 14.2 (2.7) 20.3 (5.1) 15.5 (4.7) 9.7 (2.1) 9.3 (2.1)

Table 4: The results on the English NIST 2008 core condition tasks comparing the individual systems of the PIUBM and the discrimi-
native regularization (DR) to their combination.
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