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Abstract

This paper proposes using modulation cepstrum coeffi-
cients instead of cepstral coefficients for extracting meta-
data information such as age and gender. These coeffi-
cients are extracted by applying discrete cosine transform
to a time-sequence of cepstral coefficients. Lower order
coefficients of this transformation represent smooth cep-
stral trajectories over time. Results presented in this pa-
per show that cepstral trajectories corresponding to lower
(3-14 Hz) modulation frequencies provide best discrimi-
nation. The proposed system achieves 50.2% overall ac-
curacy for this 7-class task while accuracy of human la-
belers on a subset of evaluation material used in this work
is 54.7%.

1. Introduction

The task of determining age and gender of a speaker
given a short speech utterance is a challenging task and
has gained significant attention recently. A system to de-
tect elderly voice based on prosodic features jitfer and
shimmer was presented in [1]. Cepstral coefficients with
acoustic modeling techniques of speakers were applied
for the task of differentiating subjectively old speakers
from others in [2]. AT&T’s how may I help you (HMIHY)
system detects age and gender among various other voice
signatures [3]. An insight into phonetic knowledge about
correlates to speaker age was provided in [4] where clas-
sification and regression trees (CART) was used for pre-
dicting the age of a speaker. A comparison of four ap-
proaches for this task was presented in [5].

Speech based age and gender analysis has various
important applications. This classification can be use-
ful in targeted commercial promotions for products and
services companies. Analysis of user groups for market
research can be facilitated with such classification. Age
and gender information can be used to adapt degree of au-
tomation, manner and order of presentation of a dialogue
in an interactive voice response (IVR) system. This anal-
ysis can also serve as an important tool toward making
adaptive and novel interfaces for elderly people [6, 7].
Speech recognition technology can also benefit as acous-
tic models can be selected or adapted on the fly. Al-

ternatively, an appropriate vocal tract length normaliza-
tion transformation on the standard feature vectors can
be applied for the purpose of speaker independent speech
recognition.

Cepstral coefficients [8] have been investigated by
many researchers for the purpose of age and gender dis-
crimination [2, 3, 5]. This is potentially inspired by the
fact that these coefficients work well for a variety of
other speech related problems such as speech and speaker
recognition. It can be argued that while for most speech
problems the actual content of the signal is important and
characterized by static cepstral coefficients, meta-data in-
formation such as age/gender should be best character-
ized by a slowly moving temporal envelope of the signal.

With this motivation, in this work we investigate us-
ing smooth representation of cepstral trajectories over
time for the task of age and gender classification. In
summary, discrete cosine transform (DCT) is applied to
time-sequence of cepstral coefficients over a context win-
dow and first few DCT coefficients are retained to repre-
sent smooth cepstral trajectories. This can also be viewed
as filtering in modulation cepstrum domain. Results pre-
sented in this paper show that modulation frequencies as
low as 3-14 Hz are enough for extracting age and gender
information.

This paper is organized as follows: Section 2 explains
mathematical notations and derivation of smooth cepstral
trajectories. Section 3 explain the database, experiments
and evaluation used to show effectiveness of cepstral tra-
jectories compared to mel frequency cepstral coefficients
(MFCC) features [8].

2. Modulation Cepstrum

Different representations and derivations of cepstral tra-
jectories have been presented in the literature [9, 10, 11]
for the purpose of speech recognition. The basic idea
is to decompose temporal sequences of cepstral coeffi-
cients into a set of modulation frequency components
from where slow and fast varying factors can be selected.

If C(n, k) denote the k" cepstral coefficient at frame
n, smooth cepstral trajectories can be viewed as output of
@ bandpass filters (centered around relatively lower mod-



ulation frequencies) applied to the sequence C'(n, k), n =
1...P. These features are referred to as mel cepstral mod-
ulation spectrum (MCMS) features in [9] and are charac-
terized as cepstral time matrices in [10, 11].

MCMS coefficients are extracted by applying discrete
cosine transform (DCT) to C(n, k),n = 1...P. Accord-
ingly, the ¢** MCMS coefficient M CM S (n, k, q) of k"
cepstral coefficient at time n is computed as:

P—1
MCMS(n,k,q) = Z C(n,k)cos@

p=0

ey

with g € {0,P — 1} and k € {0, K — 1}, where K
is the number of cepstral coefficients extracted at every
time frame n, and P is the length of the context window
used to extract MCMS features.

As mentioned earlier, this DCT operation can also be
viewed as filtering in the modulation cepstrum domain
and lower coefficients (¢ € {1,Q},Q < P — 1) repre-
sent slowly varying cepstral trajectories. Concatenating
@ such coefficients for every cepstral coefficient would
result into a vector of dimension @ - K at every frame n.

A comprehensive derivation and explanation of these
features was provided in [9]. It was observed that cepstral
modulation frequencies in the range 3-22 Hz were useful
for speech recognition and higher modulation frequen-
cies generally deteriorated the performance. Our results
in Section 3.3 show that “meta-data” information like age
and gender can be extracted using even lower (3-14Hz)
modulation frequencies.

Also, smooth cepstral trajectories are preferred com-
pared to smooth spectral trajectories [12] for the reason
that spectral energies in adjacent bands are highly corre-
lated [9].

The next section presents an evaluation framework
that was used to show and compare performance of
MCMS features for age and gender classification.

3. Experiments and Evaluations

The experimental framework, database and evaluation
technique used in this work is similar to the one used
in [5]. Since the training and test-sets used are exactly
the same, the results presented in this paper are directly
comparable to the ones presented in [5].

The task consists of classifying a speech utterance
into the following 7 groups and labels:

e Children: < 13 years (C)

e Young people: 14-19 years, male (YM) and female
(YF)

e Adults: 20-64 years, male (AM) and female (AF)

e Seniors: > 65 years, male (SM) and female (SF)

3.1. Database

The evaluation data was taken from the German Speech-
Dat II corpus [13], which is annotated with age and gen-
der labels as given by callers at the time of recording.
This database consists of 4000 native German speakers
who called a recording system over the telephone and
read a set of numbers, words and sentences. 80 speak-
ers of each age and gender group were selected for train-
ing and 20 for testing, thereby gaining a weighted age and
gender structure. The training data consisted of the whole
utterance set of each person, up to 44 utterances.

In order to evaluate the performance on data that orig-
inates from a different domain, the system was also eval-
uated on the VoiceClass data. This data consists of 660
native speakers of German, which called a voice recorder
and freely talked for about 5 to 30 seconds on the topic
of their favorite dish. The age structure is not controlled,
the data consists of many children and youth but almost
no seniors.

Finally, the performance was evaluated on a total
of more than 6000 utterances, approximately balanced
among 7 classes. The complexity of the task can be re-
alized by the fact that overall classification accuracy of
human labelers on a subset of evaluation material used in
this work is only 54.7% [5].

The human labeling experiments are based on 30
listeners classifying randomly selected 100 test utter-
ances from SpeechDat corpus with no context informa-
tion. Overall classification accuracy is 54.7%. The dif-
ference between long and short sentences also exists for
human labelers, although human labelers do not perform
that much worse on short sentences (60% and 50.9%).

3.2. Pre-Processing

A simple energy based speech detector was first applied
to extract speech segments and K = 12 MFCC features
were extracted every 10ms from these segments. Cepstral
mean substraction (CMS) was applied at utterance basis
to remove channel effects.

For the proposed system, () = 3 MCMS coefficients
were extracted (Eq. 1) over a context window of P = 11
frames (120ms), resulting into 36 coefficients. For com-
parison, delta and double-delta coefficients were used
with MFCC features, also resulting into 36 coefficients.

In this work, C(n,k) are sampled at 100 Hz (ev-
ery 10ms) and P MCMS coefficients characterize mod-
ulation frequencies from 0 to 50 Hz. Therefore, first
3 MCMS coefficients represent modulation frequencies
from 3-14 Hz approximately.

256 component Gaussian mixture model (GMM) was
trained for each of the 7 classes for both MFCC and
MCMS features after K-Means initialization. For test-
ing, log-likelihood scores were computed for each class
given a speech utterance and class generating maximum
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Figure 1: Modulation frequency response of the first 3
MCMS filters. As seen here, these filters emphasize dif-
ferent modulation frequencies providing complementary
information.

likelihood was assigned to that utterance.

3.3. Evaluation and Comparison

Tables 1 and 2 present classification accuracies obtained
when using MFCC (plus delta and double delta) and
MCMS features, respectively. In these tables of results,
horizontal rows show the percentages of utterances be-
longing to a particular class and sum up to 100. It is clear
that MCMS features provide much better performance
(50.2% overall accuracy) compared to MFCC features
(45.7% overall accuracy). This suggests that for extract-
ing meta-data information like age and gender, a slowly
varying temporal envelope of speech signal is more use-
ful than the static information that is generally used for
speech recognition.

Another explanation for better performance of
MCMS features is provided by the observation that while
delta and double delta coefficients emphasize the same
cepstral modulation frequency around 15 Hz, MCMS fil-
ters emphasize different modulation frequencies provid-
ing complementary information. This is illustrated in
Figure 1.

Figure 2 shows classification accuracy with different
number of DCT coefficients () used, which is equiva-
lent to allowing different ranges of modulation cepstrum
frequencies. It can be concluded that Q = 3 DCT co-
efficients provide maximum classification accuracy and
higher order coefficients tend to deteriorate the perfor-
mance. This is potentially due to the fact that higher or-
der coefficients (fast varying components) provide more
details about the actual content of the signal which is not
really necessary for age and gender information.

Further analysis was carried out to investigate the im-

Class | C | YM | YF | AM | AF | SM | SF
C 55 1 23 6 13 1 1
YM | 0 | 45 1 32 4 15 |3
YF | 17| O 47 0 27 0 9
AM | O 14 0 51 2 33 |1 0

AF 4 2 13 1 43 5 32
SM 1 19 0 30 2 42 | 6

SF 6 3 5 1 41 4 |40

Table 1: Confusion matrix (rows sum up to 100) and clas-
sification accuracies of different classes using MFCC fea-
tures. Overall accuracy is 45.7%.

Class | C | YM | YF | AM | AF | SM | SF
C 65 2 17 4 6 2 4
YM 1 55 1 21 4 17 1
YF |28 O 44 0 20 0 8
AM | 0 | 21 0 48 1 30 | O
AF 9 1 13 1 45 3 |28
1
7

SM 13 1 23 1 54 | 7
SF 1 6 1 35 3 | 47

Table 2: Confusion matrix (rows sum up to 100) and
classification accuracies of different classes using MCMS
features. Overall accuracy is 50.2%.

pact of utterance length on the classification accuracy.
A sub-set of short utterances SpeechDat short (Speech-
Dat II corpus identifiers ‘a’ and ‘o’, average duration 3.5
seconds) and another subset of longer sentences Speech-
Dat long (identifier ‘s’, average duration 8 seconds) were
evaluated for this purpose. This analysis is presented in
Table 3. As expected, classification accuracy for short
utterances is much lower compared to those of long ut-
terances.

The overall accuracy obtained using MCMS features
is superior to the performance obtained using other fea-
tures/methods on exactly the same task [5] except that
of an approach which utilizes a phoneme recognizer.
This can be expected since a phoneme recognizer uti-
lizes many more sources of information and results into a
much more complex system.

4. Conclusions

Modulation cepstrum coefficients which represent
smooth cepstral trajectories are used in this work in

Overall | SD_short | SD_long | VoiceClass
50.2% 41.4% 56% 57%

Table 3: Classification accuracy for different subsets of
test-data based on utterance lengths.
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Figure 2: Classification accuracy with varying number of
modulation frequency components (). It can be seen
that modulation frequencies as low as 3-14 Hz (first 3
components) are enough for age and gender discrimina-
tion.

place of actual cepstral coefficients for the task of age
and gender classification. Discrete cosine transform
is applied to a sequence of cepstral coefficients and
the first few DCT coefficients are retained for each
cepstral dimension. This can also be seen as filtering
operation in cepstral modulation domain. It is shown
that these features provide much better classification
accuracy (50.2%) for a 7-class task compared to cepstral
coefficients (45.7%). Comparison of different number
of modulation frequency coefficients showed that mod-
ulation frequencies as low as 3-14 Hz are enough for
extracting age and gender information.
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