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About Loquendo

B Loquendo is a Telecom Italia company headquartered in Turin,
ltaly

B Loquendo’s offering is a complete range of speech technology
components, including:

m Loquendo TTS synthetic speech engine

m Loquendo ASR speaker-independent speech recognition
engine

m Loquendo Free Speech Identification engine

m VoiceXML Interpreter and a range of platform solutions

m First participation in NIST Speaker Recognition Evaluation
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System description

m Two independent GMM systems were used for the
evaluation

m Phonetic GMM (PGMM) [Loquendo]
m GMM [Politecnico di Torino]

m The primary system’s scores were obtained by the
linear fusion of the two GMM systems
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Phonetic GMM - Training

c‘,w“}r‘!\ “““’13“\';\”“5‘»‘7 ecoding Language Independent
R (ANN/HMM) Phonetic Classes

Speech

“‘@C1C3Cic5@c2cic3cli@...”

a adaptation Voiceprint

o Phonetic decoding of the utterance producing language independent
broad phonetic class segments

o ANN trained pooling 20 hours of speech of 10 different languages
(SpeechDat2 corpora)

o Gender independent UBM trained on the same ANN training data, ~2000
Gaussians
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i (ANN/HMM)

Speech Language Independent Phonetic Classes
“@C6C1C2C4@C4C2C3C6@...”

Likelihood
of the UBM

Likelihood
of the speaker models

o Phonetic decoding allows:

Gaussian selection with
temporal constraints

Log-likelihood
ratio

Identification
scores

S
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GMM system

® The GMM system is similar to the PGMM without the
phonetic decoding step

m The UBM is gender independent with 512 Gaussians

m It was trained with 20 hours of speech from the NIST
2000, the OGI National Cellular, and HTIMIT corpora

m Fast Gaussians selection is achieved by means of a
“road-map” based approach
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Acoustic features

= MFCC parameters with appended delta
= GMM: 13 cepstrals + delta, excluding CO
m PGMM: 19 cepstrals + delta, excluding CO

= Both systems perform feature warping to a
Gaussian distribution

m each parameter stream warped
m 3 sec sliding window excluding silence frames

= The GMM system performs also feature mapping

m 10 models, gender and channel dependent (carbon,
electrect, GSM, analog and digital)

N
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Performed tests

m The SRE06 primary system has been tested on all
the evaluation conditions

m The unsupervised adaptation scores have been
submitted on the core test condition

m The SREO05 mothball system has been tested on
the 1conv4w-1conv4w condition
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Unsupervised Adaptation

m The adaptation has been carried out in a sub-optimal
“batch” mode:

m Testing using the un-adapted primary system

m Selection of the adaptation test utterances, on the basis of
the ZT-normed, un-adapted scores (threshold 4.0)

B Training of the adapted model and Z-normalization: 4.76
models / target on average

m Testing using the adapted models
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m Feature domain intersession compensation
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Intersession variability
compensation

= SDV 04 and QUT 05 results demonstrated that the intersession
compensation greatly improves accuracy

= P. Kenny developed a complete theory on factor analysis for Speaker
Recognition, applicable to intersession variability compensation

= Intersession variability is indeed one of the most important factor
affecting the performance of SR systems

m Environment, recording condition, phonetic content, speaker attitude, ... are
examples of intersession variability

m The variability can occur between training and testing conditions, introducing a
source of mismatch
= The proposed approaches basically make 2 assumptions:
m The acoustic parameters, in the models domain, are corrupted by session
dependent contributes, which affect speaker recognition performance
m The session corruption can be constrained to a low dimensional space: this allows
discarding session contributes and obtaining best results
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Intersession variability
compensation in constrained subspace

i

p(i,5) = p(s) + Ux(i, s)

B u(i,s) is the session dependent
supervector (*) of speaker s for
utterance i

B u(s) is the session independent

supervector Supervector—,

e space

H x(i,s) is the speaker dependent : ;
intersession factor vector in the j : )
constrained subspace defined by U P U

(*) The supervector of a GMM is obtained appending % Méa ez :””A‘f”a’///g/
the mean value of all the Gaussians in a single COZ5GH 780 SUASAZCE

stream
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Model domain intersession
compensation

® Model domain compensation:
H(i,s) = pu(s)+UX(, s) (1)

m In training u(s) and x(i,s) are jointly estimated

m In testing u(s) is fixed (from training), X(i,s) is estimated and
Hu(i,s) is obtained using (1)
= Limitations:
= The model domain approach is not suited for other classifiers (e.g.

SVM)
= Each model should be compensated
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Feature domain intersession &
compensation

m For feature compensation, we estimate the
intersession factor vector x(i) on the UBM, neglecting
the speaker dependency:

M) = p+Ux(@0)

m The compensation, defined by the intersession factor
vector x(i), is projected in the feature domain,
weighted by the m-th Gaussian occupation probability

%)

0”1 =0"1->7, " U,x()
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Model domain versus Feature domain
compensation
Ky W, (D) u, @) =u,+U,x@0)
Session independent I—’l +U x(i)
supervector component m i

-U,x(@)
0V0=0""- 7,OUxD| ¢ 09
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m Development data
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Development data

m Intersession subspace matrix training:
m Telephone tests: SRE04/05
m Microphone tests: SRE05

B Z-Norm and T-Norm: same setup used last year
m 160 Male + 160 Female speakers from SRE04
m Z-norm performed on the same conditions of the test

m T-norm performed on the same conditions of the training

m Development and threshold tuning: SRE05
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m The intersession subspace matrix training was done
using different recordings (sessions) for each
speaker

m Two subspaces trained on:
m SRE04 = development purpose:
= Female: 186 speakers, 6.5 sessions / spk
= Male: 122 speakers, 8.8 sessions /spk

m SREO04 + SRE05 = SREO06 test purpose:
= Female: 408 speakers, 10.4 sessions / spk
= Male: 269 speakers, 11.8 sessions / spk

m Gender dependent subspace matrixes

\\
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Intersession subspace matrix: £
Xchan condition

m SREO05 used to train the Xchan subspace
m Only 86 (M+F) speakers available

m 7.6 mic. sessions / speaker
m 1.4 tel. sessions /speaker

m Single Xchan subspace matrix for both training and
test

2
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XChan DCF plots &

SREO5 - DCF PLOT - 1conv4w-1convmic
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Outline

m Analysis of the results
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Core Test — All trials — DET1

COMPOSITE 2006 (1conv4w-1convdw): DET 1 All Trials (Common Test) Primary Systems
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Core Test — All trials — DET1

NIST SRE 2006 - 1conv4w-1conv4w (core test) - DET 1 - All Trials
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Unsupervised adaptation

SREO06 - DET1 PLOT - 1conv4w-1conv4w
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0 72% of true speaker trials were correctly
selected for adaptation

o Among the trials scoring > 4.0, only 5%
were impostors

o 14.4% of DCF reduction due to adaptation
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Conclusions

m Significant improvements were obtained with the
new intersession compensation technique in the
feature domain

= 31.8% of DCF reduction

m The orthogonality of the fused system is a key factor
for obtaining further improvement
= 14.8% of DCF reduction

m The acoustic-only primary system demonstrate its
robustness in almost all conditions and languages
= best system on 12/15 all trials tests

27
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GMM vs PGMM on Xchan condition®*
SREO5 - DET1 PLOT - 1conv4w-1convmic SREO5 - DET1 PLOT - 1conv4w-1convmic
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® PGMM and GMM seem to be equivalent in the min DCF region (left plot)
...BUT... the keys were WRONG !!

m  With corrected keys the GMM outperform PGMM (right plot). Possible reasons:
B Too few Mic. data to train the big PGMM subspace matrix
® GMM Feature Mapping
B Unreliable phonetic decoding

m  Further investigation required...
L d N 31
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Comparison of subspace matrixes

SRE06 - DET1 PLOT - 1conv4w-1conv4w SREO6 - DET1 PLOT - 1conv4w-1conv4w
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o No difference using SRE04 or SRE04+SREO05 to train the intersession subspace
matrixes (left plot)

o No difference using gender dependent or gender independent intersession
subspace matrixes (right plot)
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Intersession subspace training:
The effect of data overlap

30

Miss probability (in %)
Miss probability (in %)

SREO5 - DET1 PLOT - 1conv4w-1conv4w SREOQ5 - DET1 PLOT - 1conv4w-1conv4w
50 50
PGMM U04 —— GMM U04 ——
40 PGMM U04+05 —— 40 GMM U04+05 ——

.2 .2
02 05 1.0 2 5 10 20 30 40 50 02 05 1.0 2 5 10 20 30 40 50
False Alarm probability (in %) False Alarm probability (in %)
EER Min DCF EER Min DCF
SRE04 6.8% 0.231 SRE04 6.8% 0.208
SRE04+SRE05 | 5.3% 0.173 SRE04+SRE05 | 5.2% 0.156
\\
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GMM - Training

ecoding
(ANN/HMM)

Language Independent
Phonetic Classes
‘@C1C3C1C5@C2C1C3C1@...”

adaptation Voiceprint

o The UBM is a gender independent GMM with 512 Gaussians

o Trained with 20 hours of speech from the NIST 2000, the OGI National
Cellular, and HTIMIT corpora

N
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GMM - Testing

L.
TR A‘I‘s’

selection

Language Independent

Speech Phonetic Classes
“@C6C1C2C4@...”

I' Voiceprints
Likelihood

of the speaker models

Likelihood
of the UBM

o Fast selection of Gaussians by

means of a “road-map” based RR— Identification
a ratio scores
pproach.
S
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Feature domain intersession
compensation (2)

m The compensation, defined by the intersession
factor vector x(i), is projected in the feature domain,
weighted by the m-th Gaussian occupation
probability (1)

0”1 =0"1-Y 7,1 U,x(0)

N
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LPT1 Standing — Actual DCF
English trials

Test Segment Conditions

10 sec. 1 conversation | 1 conversation 1 conversation
2 chan. 2 chan. summed chan. aux mic
Training 10 seconds
conditions | 2 channels (4 wires) 1 6
1 conversation
2 channels (4 wires) 2 9

3 conversations
2 channels (4 wires) 1

8 conversations
2 channels (4 wires) 1

3 conversations
summed chan. (2 wires)
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LPT1 Standing — Actual DCF
All trials

Test Segment Conditions

10 sec. 1 conversation | 1 conversation 1 conversation
2 chan. 2 chan. summed chan. aux mic

Training 10 seconds
conditions | 2 channels (4 wires)

1 conversation
2 channels (4 wires)

3 conversations
2 channels (4 wires)

—

8 conversations
2 channels (4 wires)

3 conversations
summed chan. (2 wires)

o The acoustic only approach of our system demonstrate its
robustness for all conditions and all languages
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2 Wires Conditions

SREO06 - DET1 PLOT SREO06 - DET1 PLOT
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o We used unsupervised speech segmentation to detect speaker cluster in all 2
wires train / test conditions

o For 2w tests, each putative speaker cluster is scored against the speakers
models in the index file and the best score is selected

S
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One subspace matrix vs two
on Xchan condition

SREO5 - DET1 PLOT - 1conv4w-1convmic
50 T T T ! !

" PGMM 2U —
40| PGMM 1U —— -

Miss probability (in %)
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