
LIA: NIST SRE'06 Evaluation Campaign
Nicolas SCHEFFER, Alexandre PRETI, Corinne FREDOUILLE, Driss MATROUF, Jean-François BONASTRE

first.last@univ-avignon.fr, Laboratoire Informatique Avignon, France

Datasets

➮ Development Set:
NIST SRE 2005
➮ Background Set (UBM & SVM):          
Fisher corpus Part I   (single conv 
speakers, 1464 speakers)
➮ TNorm speakers: 
Gender dependant, 180/Gender, 
(60 cellular, 60 landline, 60 
cordless)

Front end

➮ SPRo sofware: LFCC analysis
➮ 50 coeffficients: 19 static + ∂ + 11 first ∂∂ + 
∂e
➮ Bandwidth: 300 - 3400 Hz
➮ Frame removal 3 component GMM (30% 
frames selected)
➮ Overlapped speech segment removed
➮ Avoiding short speech segment with a 
morphological filter

GMM/UBM 
Cepstral

➮ 2048 Component gender dependent UBMs

➮ Initialization with random selection of 
frames

➮ Channel and Native speaker weighting 
stream learning

➮ 0.5 variance flooring

➮ MAP mean only adaptation of client models

➮ Top-ten component likelihood computation

➮ Vectors N(0,1), 
➮ Variance estimated File-by-File

➮ Gender dependant Feature Mapping
      3 conditions (landline, cellular, 
cordless)
      Submodels derived from root UBM 
by MAP (mean and variance r=14)

SVM/UBM 
Cepstral

➮ Hybrid GMM/SVM system using UBM-based statistics.
➮ Derivation of the TFLLR kernel by using Gaussian indexes as tokens

Principle: For each UBM Gaussian, its a posteriori probabilty on 
speaker data is computed. Input of the SVM is the ratio between this 
quantity and the Gaussian weight (a priori).

➮ Computationally efficient, suitable for large scale evaluation
➮ Fusion of two systems: "raw" features and rank normalized

See Odyssey presentation or "UBM-driven discriminative approach for Speaker 
Verification, Odyssey'06, Porto Rico."

AES/C-AES
High Level

➮ Acoustic Event Sequence system (AES)
          See LIA NIST SRE 2005 or "Speaker Verification using Acoustic Event Sequences,  INTERSPEECH 2005, 
Lisboa, Portugal."
          Principle: Consider clusters of UBM Gaussian Indexes as Acoustic Events (speaker 
independent). Perform a sequence analysis (Ngram type) to model speakers. Use a SVM 
framework to score. (Dictionary size of 128, Variable Length Ngram analysis 2gram to 4gram)

➮ A Multi-class extension for AES: C-AES
          To appear in INTERSPEECH 2006 in "A multi-class framework for Speaker Verification within an Acoustic 
Event Sequence System."
        • Generation of an additional set of acoustic events (Class) from the original events (Feature)
        • Perform multiple AES on each Class Event
        • Integration of apriori information
          within the TFLLR framework

Results and 
Analysis
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ALIZE/LIA_SpkDet

➮ LIA systems are powered by the ALIZE 
toolkit (LGPL licence) and LIA_SpkDet 
(GPL)

➮ ALIZE is a high level API making 
Speaker Recognition application 
development easier for researchers 
and students

➮ v2 is out with lots of improvements
http://lia.univ-avignon.fr/heberges/
ALIZE/
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➮ Fusion is an arithmetic mean of scores after Tnorm.

➮ LIA_1 used to be better on the DEV set than LIA_2

➮ The female set degrades our system a lot, even fusion does not work

➮ It seems that Fisher only Tnorm is the cause of a bad decision threshold

p(Wk|X)

p(Wk)

Summary

finally resides in the weighting of speaker likelihoods by the like-
lihood of the background model.
All tokens k are Ngrams, whose symbols belong to the Feature
Event dictionnary. Let Ck being a Class event related to the token
k, the computation of the LLR for the whole utterance is given by:

!!r(k|X) =
X

k

p(Ck|X)!!r(k|X, Ck) (2)

In order to take into account the information imbalance between
classes, the following mapping (i.e. producing a fixed-dimension
vector from a token k and a Bag of Ngram B, as an input of a
SVM classifier) is used:

φ(k, X) = p(Ck|X)
p(k|X, Ck)p

p(k|XW )
, ∀k ∈ B (3)

The resulting feature value is the token probability weighted by the
background model probability and by its Class event probability

3.4. Multiclass information combination and SVM modelling

The process of construction of an input vector for a SVM classifier
from an utterance is presented. For each Class event, a sequence
analysis is made inside the class with its FE related dictionary.
This produces 8 vectors in our case. For a single utterance,
all vectors from all Class Events are then concatenated after
being weighted by the class probability described in the previous
paragraph.

In order to build impostor models, all speakers used to train
the world model have been used to represent the negative labelled
data. The input of the classifier is the concatenation of all impostor
trials and the target speaker trial. The maximum margin decision
is found by passing this input through a linear kernel. We used
the SVM-Light toolkit by Thorsten Joachims [8] to induce SVMs
and classify instances. To compensate for the severe imbalance
between the target and background data, we adopt a cost model to
weight the positive examples 200-fold with respect to the negative
examples (a number found empirically). The scores obtained in
this manner are then normalized using Tnorm.

4. Experiments and Results
In this section, we first present the protocol used for the exper-
iment based on the NIST SRE evaluations. Next, the baseline
GMM/UBM system used for experiment is described. Results of
the C-AES system are presented as well as different methods to
estimate the class weighting factor precised in eq. 3. To conclude,
the performance when combined with a standard GMM-UBM sys-
tem is compared with the classical AES system.

4.1. Datasets

Speaker verification experiments, presented in section 4 are per-
formed based upon the NIST 2005 database, all trial set (det1),
male speakers only. This condition consists of 280 speakers. Train
and test utterances contain 2.5 minutes of speech in average (tele-
phone conversation). The whole speaker detection experiment
consists in 13624 tests (951 target tests). Each test is made in-
dependently and the use of information from other tests to take a
decision on the current test is forbidden. Results are given as de-
tection cost function (DCF) and equal error rate (EER). DCF is

the Bayesian risk function defined by NIST with Ptarget = .1,
Cfa = 1, and Cmiss = 10, as well as Detection error tradeoff
(DET) curves [9].

4.2. The LIA SpkDET UBM/GMM system

The background model used for the experiments is the same as
the background model used by the LIA for the NIST SRE 2005
campaign (male only). The training is performed based on NIST
SRE 1999 and 2002 databases, and consists in 1.3 million of
speech frames. Training was performed using the ALIZE and
LIA SpkDet toolkits2 [10]. Frames are composed of 16 LFCC
parameters and its derivatives. A normalization process is applied,
so that the distribution of each cepstral coefficient is 0-mean and
1-variance. The background model posses 2048 components and
no component variance is above 0.5. The speaker model param-
eters are obtained by adapting the world model mean parameters
[2]. The reader will find in section 4 its performance with a TNor-
malisation applied on scores.

4.3. Estimation of class probabilities

This section investigates two approaches for the class probability
estimate. The first one consists in taking the apriori probability for
each Class Event, the other makes the use of MAP estimation for
this probability.

4.3.1. Aprori class as a weighting factor

To estimate the apriori probability of each Class Event, all
Class Event data from the background model has been used, i.e.
P (Ck) = P (Ck|XW ). The probability is the CE’s frequency of
occurrence in the data. In our case, Table 2 gives the weighting
factor used for the experiment.

4.3.2. Using MAP for the estimation

A maximum a posteriori (MAP) approach can also be employed to
estimate this probability. The estimation on a single utterance not
being enough precise, MAP enables to rely on apriori probability
if the class is not present in the utterance. Precisely, if p̂(Ck|X) is
the new probability estimate, then:

p̂(Ck|X) = αp(Ck|X)+(1−α)p(Ck|XW ), with α =
C(k)

C(k) + τ

where C(.) is the count operator. τ is called regulation factor (usu-
ally found empirically). Here, it has been found by dividing the
average utterance length by the number of class (with 8 classes τ
has been fixed to 1000). Table 3 shows the effect of this technique
on the performance of the C-AES system.
The results tend to prove the fact that the integration of informa-
tion from each class is mandatory. Indeed, the system without any
weighting performs two times worse than the one with the apriori
estimation. The second experiment goes one step further by show-
ing that the estimation method is also very important. An absolute
gain of 1% both at the EER and the DCF is observed when MAP
estimation is used.

4.4. System combination

From the results obtained at the last paragraph, it is clear that a C-
AES system cannot compete with a standard GMM/UBM. How-

2http://www.lia.univ-avignon.fr/heberges/ALIZE/

LIA_1

LIA_2

LIA_3 GMM/UBM 
Cepstral

LIA_3
SVM/UBM 

Cepstral

LIA_2
AES/C-AES 
High Level

1c-1c

3c-1c

➮ What worked:
    •  50 coefficients feature vectors
    •  3 channel feature mapping
    •  Male set fusion with SVM/UBM
    •  5 systems combination is the best on DEV set.
➮ What did not:
    •  Fusion on EVA set
    •  Losing 1 point DCF with a bad decision
    •  Not a (0,1) distribution with TNorm
    •  Sequence systems degrades performance
➮ What is needed: 
    •  Rock-solid DEV/EVA set
    •  Gender independent system
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