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IIR-J Submissions
Same as the IIR submissions



System Diagram
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SVM Combiner

Polynomial expansion
(order =1)

Polynomial expansion
(order =2)

Polynomial expansion
(order =3)
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SVM training: 

• Score vectors labeled “+1” for genuine 
speakers and “-1” for impostors

• Linear SVM, trained using SVMTorch
package),,,,,,,,,
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Polynomial expansion (order = 3)

Same as in IIR submissions



Neural net combiner

Training: 

• Desired output: 1 for genuine speakers 
and 0 for impostors

• Scaled conjugate gradient algorithm, 
with Netlab toolbox for Matlab

3-dimensional 
score vector

…

100 hidden neurons, 
sigmoid activation 
function

One output neuron, 
sigmoid activation 
function



Training of Classifiers
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IIR-J Submissions

• Three submissions, difference in the score 
combiner:
– Submission 1 (primary): NN+SVM combiner
– Submission 2: NN combiner
– Submission 3: SVM combiner

• Differences with the IIR submission:
– Only three subsystems instead of six
– Inclusion of F0 subsystem
– Different fusion strategy



Effect of Combiners
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Comparison of IIR and IIRJ Primary 
Systems


