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 UNIVERSITY OF ZARAGOZA)

I3A has participated in two test conditions and 1 training condition. The request 1conv4w-1conv4w and the 1conv4w-10sec4w. In both cases the speaker verification system has the following main blocks:

First of all we pass the voice signal through a ‘parametrization block’ using Mel-Cepstrum  parametrization. We use the first 16 Mel-cepstral coefficients (without C0) and we obtain their first and second derivatives. We also take the first and second derivative of the log-energy. In total we use 50 coefficients per frame.

After that, we have a ‘VAD block’ deciding if each frame is voice or silence. For each frame, the log-energy coefficient is extracted and summed to the two previous ones, obtaining a sequence of  mean log-energy coefficients for each utterance. Once the mean log-energy sequence is computed for each utterance, the Expectation-Maximization (EM) algorithm is applied in order to model this sequence with two Gaussians. It is considered that one of the Gaussians corresponds to the silence (the one with the lower mean, which is called silence-Gaussian). The other Gaussian, which has the higher mean, models the voice (voice-Gaussian). However, all the frames of the utterance are considered silence if the Fisher ratio between the two Gaussians is lower than 1.5 (the two Gaussians are very similar), or if the ratio between the weights of the silence-Gaussian and the voice one is higher than 100 (there are few frames to estimate the Gaussian parameters for voice-Gaussian). To determine if a frame of the utterance is voice or silence, the likelihood of the corresponding mean log-energy frame is computed with the two Gaussians. If the likelihood associated to the voice-Gaussian is higher than the one associated to the silence-Gaussian, the frame is considered voice and vice versa.

To get the UBM we have used the train set from NIST 2004 data. We have built two GMM of the background using 1024 Gaussians, one for males and another one for females. Once we have the UBM it is necessary to create the models for all the speakers of year 2006.

We have used MAP algorithm to get the target models starting from UBM of the correct sex. We have just adapted the means for every speaker. The processing time required to do this adaptation is shown below.

· Number of speakers: 816

· Total time: 8260 minutes (CPU time)

· Average: 10.12 minutes / speaker
· Memory used: 0.5 MB / speaker
For each trial segment, we get, frame by frame, the log-likelihood ratios between the target model and the UBM of the same sex as the speaker tested. Once we have all the scores (ratios) of the complete file, 5 statistics parameters (mean, standard deviation, median, skewness, kurtosis) are computed and passed through a fusion block to accept or reject the speaker. The times required for the processiong of this part are the followings.

1conv4w-1conv4w

· Total time: 8783 minutes

· Average time: 9.76 seconds / file
· Memory used: 0.5 MB / speaker
1conv4w-10sec4w

· Total time: 219 minutes

· Average time: 0.39 seconds / file
· Memory used: 0.5 MB / speaker
The fusion block consists on a gmm classifier. Gmms are trained for male/female true and false scores. The input is the 5 statistic parameters and a threshold and the output is a likelihood confidence and true or false for the file being processing.

The machines used for this evaluation are P4 dual core, 2.8GHz and 2GB RAM.

File I3A_1 contains results for 1conv4w-1conv4w

File I3A_2 contains results for 1conv4w-10sec4w

