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ETI system description
1. Preface

1.1. Purpose

This document contains a brief description of the ETI speaker identification system used in the NIST SRE 2006. The execution time used for creating the models from training data and the time for processing the mandatory test segment is listed. The recognition results for the mandatory test are attached.
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3. System description

Baseline UBM-GMM system with T-norm score normalization
· The system uses a gender independent UBM to represent the world. The UBM is a 1024 GMM, that is trained on 2 hours of speech from NIST SRE 04. (approx. 200 female and 200 male speakers)

· 200 T-norm speakers are trained on NIST SRE 04 data (100 female and 100 male speakers).
3.1. Pre-processing and acoustic features

In the ETI system the pre processing and feature extraction is as follows:

1. Extract speech from input signal. This is done by a VAD (Voice Activity Detector) based on Generalised likelihood ratio.

2. Feature extraction. MFCCs (Mel Frequency Cepstrum Coefficients) are generated on the speech and preprocessed by CMS (Cepstrum Mean Subtraction). 12 MFCCs and their 1’order derivative are used (C1-C12, C0 is discarded) and they are extracted with an MLT-filter bank (Modulated Lapped Transform) using a frame size of 128 ms with 50% overlap.
3.2. Training models

Each target speaker model is trained by MAP adaptation of the UBM. A cohort set of 30 T-norm speaker models is assigned to each target speaker model.

3.3. Speaker verification
For each trial the LLR (Log Likelihood Raio) is calculated for the target speaker model. The LLR is normalized by T-norm.

In order to make a true/false decision the normalized LLR is compared to a threshold. The threshold was found by running a test on the NIST SRE 2005 data and use the point where CDET is lowest. The found hard decision threshold was 2.44. If the normalized LL is above 2.44 the speaker in the test segment is accepted otherwise the speaker is classified as an impostor.

4. Resource usage

4.1. Execution time

All test were executed on a Pentium 4 @ 3 GHz with 1024 MB RAM. 

4.1.1. Building models

Training one model on 1conv4w takes 55 seconds (inclusive disc I/O, mu-law decoding, and voice activity detection)

4.1.2. Speaker verification
One speaker verification on the 1conv4w-1conv4w test takes 18 seconds (inclusive disc I/O, mu-law decoding, and voice activity detection)
T-norm models and UBM were loaded from disc to memory once for every 50 verifications.

4.2. Memory usage

Both training and verification uses ~ 266 MB of memory.
5. Recognition results

The recognition results from the ETI system for the mandatory test are in the attached document named: ETI_0.txt.
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