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Evaluation Review

• The NIST Year 2005 Speaker Recognition 
Evaluation operated under the protocols specified 
in the evaluation plan:
www.nist.gov/speech/tests/spk/2005/SRE-05_evalplan-v6.pdf

• This evaluation plan defines the
– Task, 
– Test conditions,
– Rules,
– Data, and 
– Scoring



Evaluation Task

• Speaker Detection Task
– Given a model speaker, determine if that speaker is 

speaking in a given test segment

• Two modes of operation
– Normal mode, no adaptation 
– Unsupervised adaptation mode

• Trials for each model are ordered
• May use test segment data to update the system for subsequent 

trials 
• Must do normal mode submission as well



Evaluation Conditions and Tests

3 conversations 2-wire (summed channels)3conv2w

10 seconds of speech 4-wire10sec4w

1 conversation 4-wire1conv4w

3 conversations 4-wire3conv4w

8 conversations 4-wire (separate channels, both provided)8conv4w

Five Training Conditions

1 conversation (auxiliary microphone, in µ-law, on preferred
channel) 4-wire

1convmic

1 conversation 2-wire1conv2w

10 seconds of speech 4-wire10sec4w

1 conversations  4-wire1conv4w

Four Test Conditions

• Twenty Tests – all combinations of training and test conditions



Evaluation Rules  (normal mode)

• Each decision is to be made independently
– Based on the specified segment and the speaker model
– Use of other segments or other models is NOT allowed

• Normalization over multiple test segments is NOT 
allowed

• Normalization over multiple target speakers is NOT 
allowed

• Use of evaluation data for impostor modeling is 
NOT allowed

• Use of manually produced transcripts or any other 
human interaction with the data is NOT allowed

• Knowledge of the model speaker gender IS allowed



Evaluation Data – MIXER Corpus

• Designed to support evaluation using test microphones 
different from training

• Includes large numbers of speakers with eight training 
conversations from a single handset

• Limited number of bilingual speakers
– Arabic, Mandarin, Russian, or Spanish, along with English
– Very few Non-English speakers and test segments used in 2005

• Speakers asked to
– Record transmission and handset type for each call (often did not)
– Speak in common non-English language when paired

• Includes multi-channel microphone data collected at the 
Linguistic Data Consortium and at Mississippi State 
University
– Recorded on eight microphone channels in addition to the usual 

telephone channel



Evaluation Data - SRE Test Set

• 2nd NIST SRE using data from the MIXER corpus
– All new speakers this year
– Recordings made between Nov. 2003 and Oct. 2004
– 8831 conversations involving 1857 speakers 

• Whole conversations were distributed 
– Processed with an echo canceller
– The category “10 second” segments contains variable 

length segments that include 7-13 seconds of actual 
speech

• ASR transcripts for almost all training and test data
– Processed at BBN with a 1x real-time system
– Estimated WER of 20%
– English recognizer run on foreign language data



Protocol changes from last year

• Whole conversations released
– To support dialog analysis and speaker turn detection
– May allow better echo suppression

• BBN supplied output from a different (English) 
recognizer
– 1x realtime @ about 20% WERR
– Did not include ASR scores or Lattices

• Common condition included “cordless” handsets
• Reduced the number of tests

– Dropped 16 conv. training and 30 sec. training and test
– Added cross-channel microphone test data

• Sites limited to three system submissions per test 
(mothballed versions excluded)



The Performance Measures

• Detection Cost Function
CDET = NormFact * (( CMiss * PMiss|Target * PTarget) + (CFA * PFA|NonTarget * PNonTarget))

• Parameter Values

• Normalization factor is defined to make 1.0 the score of a 
knowledge-free system that always decides “False”
– Its detection cost Cdefault = 10 * 100% * 0.01 + 1 * 0% * 0.99 = 0.1 

So NormFact = 10

PNonTarget = 1 – PTarget = 0.99Probability of a non-target

PTarget = 0.01Probability of a target

CFalseAlarm = 1Cost of a false alarm

CMiss = 10Cost of a miss



Performance Representation

• DET Plots
– Shows the tradeoff of False Alarm and Miss error 

rates on a normal deviate scale
– Actual decision points marked with a triangle, 

minimum detection point marked with a circle

– Actual decision points often have a 95% 
confidence box around them

• Bar Graphs
– Shows the contribution of two error types to CDET

values
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Results

• Core Test Condition
– 1conv4w-1conv4w (no adaptation)

– Required of all participants

• Restrictions
– None, but we removed a handful of trials 

involving models or test segments in error

2771 
(2133)

Trials 
(segs)

Non-TargetsTargets

634

Models

564

Model
Speakers

37328,472 
(2206)

432366

Segment 
Speakers

Trials 
(segs)

ModelsSpeakers



Core Test DET Plot  (all trials)
1conv4w-1conv4w

• The one 
“required” test

• 27 participants 
submitted 
results

• SRI and ICSI 
worked 
cooperatively

• THALES and 
LIA worked 
cooperatively 
using the LIA 
open-source 
system

DET-1  (All Trials) Primary Systems 
(1conv4w-1conv4w)

0.1    0.2        0.5        1         2                5       10               20                     40
False alarm probability (in %)



Common Evaluation Condition

• Treated as the official evaluation outcome
• Restrictions on the core test   (1conv4w-1conv4w)

– English only data for training and test
– Pooled across gender

– Training and test involve:
• A handheld microphone instrument

Non-TargetsTargets

505

Models

472

Model
Speakers

35918,782 
(1957)

3443142148 
(1777)

Segment 
Speakers

Trials 
(segs)

ModelsSpeakersTrials 
(segs)



Common Condition 
Actual Decision Costs
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Common Condition 
Minimum Decision Costs
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SRI-1

FA
MISS

•Sites listed in actual 
CDET order

•Why is UNB minimum
score higher than its
actual decision score?

•Limited variations in 
order suggest generally 
greater success in 
threshold setting than in 
previous years
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Common Condition DET Plot
1conv4w-1conv4w

• Most systems 
exhibit 
improved 
performance 
from the 
“All Trials”
condition, but 
system 
ordering 
shows little 
changeCommon Evaluation Condition 

Core Test - primary systems

0.1    0.2        0.5        1         2               5        10               20                     40
False alarm probability (in %)



Common Condition DET Plot
8conv4w-1conv4w

• 13 participants
• Performance 

on trials with 
the same 
restrictions as 
the common 
condition

DET-7  Common Evaluation 
Condition Core Test 

primary systems



Common Condition DET Plot
3conv4w-1conv4w

• 8 participants
• Performance on 

trials with the 
same 
restrictions as 
the common 
condition

DET-7  Common Evaluation 
Condition Core Test 

primary systems



Common Condition DET Plot
10sec4w-10sec4w

• 10 participants
• Performance on 

trials with the 
same 
restrictions as 
the common 
condition

DET-7  Common Evaluation 
Condition Core Test 

primary systems



Mothballed Systems

• A few sites ran mothballed 2004 evaluation 
systems on this year’s evaluation data
– MITLL
– SDV
– University of Wales Swansea

• Comparison of performance by the same system 
on the 2004 and 2005 test sets indicates 
differences in the relative difficulty of the test sets.

• Equivalent performance to last year suggests test 
set comparability

• We show performance restricted to the “common 
condition”



Mothballed Systems
1conv4w-1conv4w for the common condition

• Distance between the red lines indicate differences in test 
set difficulty

• Distance from black line indicates real system improvement

Sys.  TestSet
2005  2005
2004 2005
2004  2004

MITL1 UWS-1



SDV Mothballed Systems
1conv4w-1conv4w for the common condition

• Two mothballed 
systems

• SDV found the 
2005 test set a bit 
easier, but 
produced real 
improvement

• SDV0x adds cross-
channel squelch to 
SDV0y
– This gave minor 

improvement

SDV

Sys.               TestSet
2005 SDV-1     2005
2004 SDV0x    2005
2004 SDV0y    2005
2004 SDV0z    2005
2004 SDV-1     2004
2004 SDV-0     2004



Mothballed Systems
8conv4w-1conv4w for the common condition

• MITLL found the 2005 data perhaps easier, but achieved 
real system improvement

• UWS concentrated on system speed up and score fusion, 
which helped performance with limited training data

Sys.  TestSet
2005  2005
2004 2005
2004  2004

MITL1 UWS-1



Mothballed Systems
10sec4w-10sec4w for the common condition

• UWS achieved real improvement for this difficult condition

Sys.  TestSet
2005  2005
2004 2005
2004  2004

UWS-1



Seven Sites Show Improvement 
Over 2004 Best Performance

• 1conv4w-1conv4w 
common condition

• At a 10% miss rate 
the best 
performance this 
year has about a 
0.4% FA rate, 
whereas last year 
it had about a 6% 
FA rate

IBM-1
ICSI1
MITL1
QUT-1
SRI-1
SDV-1
TNO-1

2004 Best



Traditional 1-Speaker Detection History

• Each year we strive to match similar 
evaluation conditions with previous year’s 
results in an attempt to track progress
– Difficult as protocols change

• This year the protocols were quite similar to 
last year, with a couple of notable differences
– Both channels were provided for the 4-wire tasks

– BBN recognizer for ASR output changed



1 Speaker Detection Landline History

• 1996-2001
– Different number tests

– 2 min. train, 30s test 
(variable length in ’01) 

• 2004-2005
– 1 side training

1091437372802005

04 30s
239 7019197744 

04 1s

92356091 804 4211 2001

92342519 804 4209 2000

48916247 233479 1999

4247157 290936 1998

2802038325411921997

1996

Year

4046253 40  677

SpksTrialsSpksTrials

Non-TargetsTargets

1996  (MITLL)
1997  (MITLL)
1998  (Dragon)
1999  (Dragon)
2000  (Dragon)
2001  (QUT)
2004 (1side – 1side)  (MITLL)
2004 (1side – 30 seconds)  (SDV)
2005 (1conv4w-1conv4w)  (SRI)

• A solid gain for 2005



Extended Data History
• 8sides-1side condition (02-04),  8conv4w-1conv4w (05)
• 2002-2003 used the same data sets

– ASR transcripts at about 50% WER
– Most target trials were same number tests

• 2004
– ASR transcripts at about 20-30% WER
– N-best Lists & ASR scores available

• 2005
– ASR transcripts at about 20% WER

3593841430026426416722005

2004

2003

2002

Year

3042708059272243830

Non-TargetsTargets

613

Models

29169846132916127

Segment 
Speakers

TrialsModelsSpeakersTrials



DET Plot, History 8conv4w-1conv4w

• Unlike in earlier 
years, 2004 and 
2005 trials contained
– Entirely different 

number target trials
– Fewer handsets used 

in training
– Landline and cellular 

data

• A solid gain in 2005 
over 2004

2002  (MITLL)
2003  (MITLL)
2004 (MITLL)
2005 (SRI)



Two-Speaker History Plot

• 1999-2001
– Referred to test 

segments only (1 min.)

• 2002-2004
– Referred to training and 

test segments 

• 2004-2005
– Results combine 

transmission types
– Whole conversation test 

segments

1999 Landline (MITLL)
2000 Landline (MITLL)
2001 Landline (MITLL)
2002 Cellular   (MITLL)
2003 Cellular (IBM)
2004 Landline and Cellular (MITLL)
2005 Landline and Cellular (MITLL)

• Steady progress 2002-2005



Unsupervised Adaptation Mode

• Allowed models to be updated based on test 
segments processed in previous trials
– Trials had to be processed in order
– Systems had to be run without adaptation as well 

• Only TNO attempted unsupervised adaptation this 
year

• The following plots compare TNO systems with and 
without adaptation in 2004 and 2005



TNO Unsupervised Adaptation

• Attempts to improve system performance using 
unsupervised adaptation techniques were unsuccessful in 
2004, but TNO made it work this year

8conv4w-1conv4w

TNO-1 2004 normal mode
TNO-1 2004 unsupervised adaptation

TNO-2 2005 normal mode
TNO-2 2005 unsupervised adaptation

1conv4w-1conv4w



Varying the Training Duration

• Training condition may be
– 8conv4w 1conv4w

– 3conv4w 10sec4w

• Test duration is fixed at 1conv4w
• Plot all trials restricted to:

– All English training data

– All English test data
– Single handset used in training



DET Plots by Training Duration
For 1conv4w Test Duration

• Performance level 
varies directly with 
training duration

• Trend holds generally 
for other systems

8conv4w Training
3conv4w Training
1conv4w Training
10sec4w Training

HEC-1



Varying the Training and Test Duration

• Training duration may be: 
– 1 conversation side (4-wire)

– 10 seconds (4-wire)

• Test duration may be:
– 1 conversation side (4-wire)
– 10 seconds  (4-wire)

• Plot all trials with
– All English training and test data, 
– Single handset used in training



Varied Training and Test Durations

• Performance varies directly with both training and test 
durations

• Longer training and shorter test outperforms the reverse, 
at least for systems doing all these test conditions

TRAIN        TEST
1conv4w  1conv4w
1conv4w  10sec4w
10sec4w  1conv4w
10sec4w  10sec4w

HEC-1 UWS-1



Single Channel vs. Summed Channel

• Training condition may be:
– 3conv4w
– 3conv2w
– 1conv4w

• Test condition may be
– 1conv4w
– 1conv2w

• Plot all trials with
– All English training data
– All English test data
– Single handset used in training



TRAIN        TEST
3conv4w  1conv4w
3conv4w  1conv2w
3conv2w  1conv4w
3conv2w  1conv2w

Varied Test Segment Type and 
Training Type  (single channel or summed)

• All 4-wire is 
always best, 
and all 2-wire is 
always worst, 
but

• Where in the 
middle the 
mixed 
conditions 
place, and how 
the mixed 
conditions 
compare, varies 
by system

PDT-1 MITL1

HEC-1 UWS-1



Varied Training for Fixed Test Data

• The tradeoff between 3conv2w and 1conv4w 
training varies among systems

Train          Test
3conv2w – 1conv4w
3conv4w – 1conv4w
1conv4w – 1conv4w

PDT-1 HEC-1UWS-1



Cross Channel Results
1conv4w-1convmic

• Four sites attempted this condition
• Microphone performance lags telephone 

performance considerably
• Was there a problem with the Jabra

Earboom?

UWS-1MITL1 PKU-1

Audio Technica AT3035
Shure MX4182
Audio Technica AT Pro45
Olympus Pearlcorder 725S
Jabra Earboom
Motorola Earbud
Crown Soundgrabber II
Radio Shack Comp. Mic.
TelephoneTNO-1



Transmission Type
• MIXER subjects were to report the transmission 

type being used as either:
– Cellular
– Standard Landline, or
– Cordless (landline)

• Unfortunately the most common reported 
transmission type is “NA” (not available)
– Omitted from following plots

141442Landline – Cellular

9384523Landline – Landline

3329143Cellular – Landline

Cellular – Cellular

Train – Test (transmission type)

Targets

121046

ModelsSpeakersTrials



Transmission Type Plots

CellularLandline

LandlineLandline

LandlineCellular

CellularCellular

SegmentModel

MITL1

ISCI1

TRAIN        TEST
Cellular     Cellular
Cellular     Landline
Landline    Cellular
Landline    Landline

• Fixed Non-Target trials 
to common condition

• Target Trials partitioned 
by model/segment 
transmission type:

• Landline enhances 
performance, especially 
in the test segment, but 
data is limited

TNO-1



Time between “ training” and “ test”

• Performance is shown by the amount of elapsed time 
between when the training data was recorded and when 
the test segment was recorded for the same speaker 
(target) trials.
– CLOSE:  25% of target trials with smallest time difference
– FAR: 25% of target trials with largest time difference



Time between “ training” and “ test”

• Is there an 
alternative 
explanation 
other than time 
between 
recordings?

ICSI MITLL TNO

SRI SDV

Close (5 days or less)
Far (33 days or more)



Back to the 2005 Campaign
Best Actual Decision (all systems)

Quite a few “winners”
All tests restricted to the “common evaluation condition”

UWS-1UWS04MITL1MITL2MITL1Mic

MITL1HEC-1PRS-1MITL1HEC-11conv2w

PDT-1TNO-1HEC-1USTC1TNO-110sec4w

MITL1USTC1SRI-1QUT-1SRI-21conv4w

3conv2w10sec4w1conv4w3conv4w8conv4w

Training

T
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t 
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n
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Performance by Speaker Sex
1conv4w-1conv4w (common condition)

• In general bias this year was toward better 
performance on the male data than on the female 
data
– 18 primary systems performed better on the male data
– 1 primary system performed better on the female data
– 8 primary systems did not have a noticeable difference

FEMALE trials
MALE trials

MITL1

Better on male data

ETI-1

Better on female data

CRIM1

No difference



Conclusions

• Evidence of significant improvement in the 
past year

• Cross channel performance tested – much 
room for improvement

• One site made unsupervised adaptation work
• NIST will make available “publishable”

anonymous plots as indicated in section 7 of 
the evaluation plan

• MITLL identified possible gender errors that 
we still need to verify


