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Preface

The Spanish Thematic Network on Speech Technology (RTTH) and the ISCA-
Special Interest Group on Iberian Languages (SIG-IL) are pleased to present the
selected papers of IberSpeech 2014, Joint VIII Jornadas en Tecnoloǵıas del Habla
and IV Iberian SLTech Workshop, held in Las Palmas de Gran Canaria, Spain,
November 19–21. The Organizing Committee of IberSpeech believes and trusts
that we have achieved the quality that the researchers in advances in speech
and language technologies for Iberian languages value. To ensure this quality,
each article was reviewed by at least three members of the Scientific Review
Committee, who provided feedback to improve the final version of the articles
in this book.

The conference has become mature as different editions have been orga-
nized, starting in Vigo 2010 with FALA and continuing in Madrid 2012 with
the new denomination: IberSpeech. This new edition is a step forward the sup-
port of researchers in Iberian languages. IberSpeech is a joint event resulting
from the merging of two conferences, the “Jornadas en Tecnoloǵıa del Habla”
and the Iberian SLTech Workshop. The first has been organized by the “Red
Temática en Tecnoloǵıas del Habla” (Spanish Speech Technology Thematic Net-
work, http://www.rthabla.es) since 2000. This network was created in 1999 and
currently includes over 200 researchers and 30 research groups in speech tech-
nology all over Spain. And the second, was organized by the Special Interest
Group on Iberian Languages (SIG-IL, http://www.il-sig.org/) of the Interna-
tional Speech Communication Association (ISCA). The Iberian SLTech Work-
shop had its first edition in Porto Salvo, Portugal, in 2009.

As a result, IberSpeech is one of the most important research meetings in the
field of speech and language processing focusing on Iberian languages, attracting
many researchers (about 140 in the 2014 edition), mainly from Spain, Portu-
gal, and from other Iberian-speaking countries in Latin America. We have also
attracted the interest of several research groups from all around the world, in-
cluding China, United Kingdom, France, Japan, Hungary, Israel, Norway, Czech
Republic, and Germany.

Although the main focus is on Iberian languages and the Iberian region, the
conference is not restricted to these topics. Proof of this are the ALBAYZIN
Technology Competitive Evaluations, organized in conjunction with the con-
ference, which in this edition have attracted the interest of several research
groups. The ALBAYZIN Technology Competitive Evaluations have been orga-
nized alongside with the conference since 2006, promoting the fair and transpar-
ent comparison of technology in different fields related to speech and language
technology. In this edition we have two different evaluations: Audio Segmenta-
tion and Search on Speech. The organization of each one of these evaluations
requires the preparation of development and test data, providing data along with
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a clear set of rules to the participants, and gathering and comparing results from
participants. This organization was carried out by different groups of researchers
and is crucial for the success in participation that we are envisaging. Although
results from the evaluations cannot be included in this volume due to timing
restrictions, we would like to express our gratitude to the organizers and also to
the participants in the evaluations.

We had 60 submitted papers and, after a strict peer-reviewing process, only 29
were selected for publication in this volume of Springer Lecture Notes in Artificial
Intelligence. This selection was based on the scores and comments provided
by our Scientific Review Committee, which includes over 79 researchers from
different institutions mainly from Spain, Portugal, Latin America, USA, UK,
Hungary, and Czech Republic, to whom we also would like to express our deepest
gratitude. Each article was reviewed by at least three different reviewers and
authors have had time to address the comments before submitting the camera-
ready paper. The articles are organized into four different topics:

– Speech Production, Analysis, Coding and Synthesis
– Speaker and Language Characterization
– Automatic Speech Recognition
– Speech and Language Technologies in Different Application Fields

Besides the excellent research articles included in this volume, the conference
had the pleasure of having two extraordinary keynote speakers: Dr. Pedro Gómez
Vilda (Departamento de Arquitectura y Tecnoloǵıa de Sistemas Informáticos de
la Universidad Politécnica de Madrid, Spain) and Dr. Roger K. Moore (Depart-
ment of Computer Science University of Sheffield, UK).

We would also like to thank Springer, and in particular Alfred Hoffmann, for
the possibility of publishing this volume, his suggestions in order to increase the
spread of the international scope of IberSpeech 2014, his help and great work in
preparing it.

Finally, we would like to thank all those whose effort has made possible this
conference, the members of the local Organizing Committee, the technical and
program chairs, the reviewers and so many people who gave their best to achieve
a successful conference.

November 2014 Juan Luis Navarro Mesa
Alfonso Ortega Giménez

António Teixeira
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Géza Nemeth BME, Hungary
Juan Nolazco Flores Tecnológico de Monterrey, Mexico
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Developing a Basque TTS for the Navarro-Lapurdian Dialect . . . . . . . . . . 11
Eva Navas, Inma Hernaez, Daniel Erro, Jasone Salaberria,
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A Deep Neural Network Approach for Missing-Data Mask Estimation
on Dual-Microphone Smartphones: Application to Noise-Robust Speech
Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
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Analysis and Synthesis of Emotional Speech in Spanish 
for the Chat Domain  

A Parametric Approach 

Yesika Laplaza and Juan María Garrido 

Grup de Lingüística Computacional (GLiCom) 
Departament de Traducció i Ciències del Llenguatge  

Universitat Pompeu Fabra, Barcelona, Spain 
yesika.laplaza@gmail.com, juanmaria.garrido@upf.edu 

Abstract. This paper presents the results of the analysis of a set prosodic 
parameters considered relevant for the expression of emotion in Spanish on a 
corpus of read aloud chat messages, and explores the application of the obtained 
results to generate emotional synthetic speech using a novel parametric 
approach. The obtained results show that the analysed parameters seem to be 
relevant for the differentiation among the considered emotions, but that its use 
in parametric synthesis does not offer yet the desired quality level, although 
better in any case than using corpus-based techniques. 

Keywords: prosody, emotions, TTS. 

1 Introduction 

Emotional speech is a hot research topic both in the fields of Phonetics and Speech 
Synthesis. The description of the phonetic cues involved in the acoustic expression of 
emotions has been the goal of many literature for many languages, including Spanish 
(see [1,2,3,4,5,6] among other), and it is interesting not only for theoretical reasons, 
but also for the use of this information in the generation of synthetic speech with emo-
tional content. However, most of the work done in this field has been focused only on 
the description of basic emotions, and not on the emotions used in real-world applica-
tions of TTS. 

The automatic generation of emotional synthetic speech has been attempted using 
several approaches, such as ‘classical’ corpus-based techniques, HMM synthesis, or 
parametric techniques. The parametric approach implies the modelling of a set of 
relevant acoustic phonetic parameters from an analysis (manual or automatic) of natu-
ral speech, which will be later used in the generation phase. Several attempts have 
been described in the literature to generate synthetic speech using parametric model-
ling of prosodic features ([4] and [7], for example, in the case of Spanish), and for the 
moment they offer only discrete results, but they have also some advantages, such as 
that it is not necessary to collect large amounts of data to obtain the values for the 
generation process. 
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This paper presents the results of the analysis of a set prosodic parameters consi-
dered relevant for the expression of emotion in Spanish on a corpus of read aloud chat 
messages, and explores the application of the obtained results to generate emotional 
synthetic speech using a novel parametric approach. Reading aloud chat messages is a 
possible application of TTS that demands, among other aspects, the modeling of emo-
tional content that goes beyond the classical set of basic emotions. 

2 Acoustic Analysis 

The acoustic analysis phase involved the study of a set of prosodic parameters related 
to pitch, duration and intensity. Pitch parameters include F0 height and range, (re-
ferred here as global pitch parameters, because they describe the general evolution of 
F0 along utterances), two features described in the literature as being relevant for the 
expression of emotions ([2], [4] and [6], for example), but also pitch patterns (local 
parameters), whose use in emotional speech has been much less described in the lite-
rature ([1], [6]). Durational parameters include speech rate, a feature widely consi-
dered as relevant for the expression of emotions in the previous literature ([3], [5], [7], 
among many other studies) and duration of the prepausal vowel, a temporal features 
less analyzed in previous studies. And finally, intensity, another feature considered as 
relevant for the expression of emotions in the literature ([2], for example), has also 
been measured. 

2.1 Corpus 

The analysed corpus is made up of 525 utterances, extracted from a corpus of real 
written chat messages previously collected ([8]), which were read by a professional 
actor imitating the different intended emotions. This corpus contains 25 examples of 
each of the 21 different considered emotional labels (21x25=525), which are detailed 
in table 1. This set of labels was established after the analysis of the annotation of the 
emotional and expressive meanings in the reference chat corpus which was carried 
out by an human expert (the 21 labels appearing most frequently in the annotated 
corpus were used), and represent isolated and mixed emotions, physiological states 
and speech acts. 

Table 1. Set of emotional labels represented in the corpus 

Isolated emotions Mixed emotions Physiological states Speech acts 
Admiration 
Affection 
Joy 
Mockery 
Disappointment 
Fun 
Doubt 
Anger 
Negative surprise 
Interest 
Pride 

Rejection 
Resignation 
Positive surprise 
Sadness 

Mockery/rejection 
Anger/rejection 
Joy/greeting 

Agitation Greeting 
Farewell 
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2.2 Method 

The corpus was phonetically transcribed, time aligned and prosodically annotated 
using different automatic tools. Phonetic transcription and alignment was done using 
the aligner included in the Cerevoice Voice Creation kit [9]. Annotation of prosodic 
units (syllables, intonation units) was carried out using SegProso, a Praat-based tool 
described in [10]. 

This annotated material was used as input for the analysis phase, which was also 
carried out automatically using a set of Praat, R and Bash scripts. F0 contours were 
processed using MelAn, an automatic tool for stylisation, annotation and modelling of 
F0 ([11]). The tool gives as output two kinds of pitch patterns from the annotated 
corpus provided as input: a set of global patterns, describing the global shape of F0 
contours, in the form of two reference lines predicting the evolution of F0 height of 
peaks (P line) and valleys (V line) along the contours; and a set of local patterns, in 
the form of a listing of the most frequent F0 patterns appearing in the provided cor-
pus. Local patterns are identified with symbolic labels expressing the height, contain-
er syllable and position within the syllable of every inflection point making up the 
pattern, following the conventions described in [12] and [13]. 

The rest of acoustic parameters was automatically processed using Praat and R 
scripts developed by the authors. For each parameter, separate mean values for each 
considered emotional labels were calculated, and an ANOVA test was applied to 
check if there were significant differences among emotional labels. The difference 
between the mean value obtained for each emotional label and the neutral mean value 
was also calculated, in the form of a deviation coefficient. 

2.3 Results 

Global Pitch Parameters: F0 Height and Range. Table 2 presents mean values for 
the initial and final points of the reference lines for each considered emotion calcu-
lated with MelAn, which have been used in this work to analyse the F0 height para-
meter. These results show that all the emotions have higher mean values than the 
neutral sentences. Surprise, anger, fun, mockery/rejection agitation and joy are the 
emotions showing highest values. The results of the ANOVA analysis indicate that 
these differences among emotions are statistically significant, both for initial 
(F=17.21, p=0 for P points; F=11.3, p=0, for V points) and final (F=6.8, p=0 por P 
points; F=11.08, p=0, for V points) values. 

Table 3 presents mean values for the F0 range at the beginning and end of the ref-
erence lines, calculated as the difference between the initial and final points of P and 
V lines, respectively. The results show that some emotions (positive surprise, agita-
tion, anger, fun, mockery/rejection, joy, pride and anger/rejection) have a higher ini-
tial F0 range than neutral, that is, in general, those with a positive degree of activa-
tion, and some other (admiration, rejection, mockery, affection, resignation, sadness, 
interest, disappointment and doubt) have a lower range (mostly those with a negative 
degree of activation). Final range behaves in general in the same way, but some ex-
ception can be observed, such as positive surprise or pride, with a mean range lower 
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than the neutral, and on the other side, interest and doubt, with final ranges higher the 
neutral, probably due in this case to the fact that sentences of these emotion labels 
were mostly questions. The ANOVA test showed also in this case that the differences 
were statistically significant both for initial (F=6.006, p=0) and final (F=3.27, p=0) 
range. 

Table 2. Mean values for initial and final points and slopes of the upper (P) and lower  (V) 
reference lines for each considered emotional label and the neutral condition 

Emotional label Cases Mean initial P 
value (Hz) 

Mean final P 
value (Hz) 

Mean initial V 
value (Hz) 

Mean final V 
value (Hz) 

Positive surprise 2 208.64 131.35 119.82 120.41 
Agitation 10 203.39 135.75 146.78 95.25 
Fun 16 193.28 133.44 149.86 98.27 
Anger 13 182.37 116.26 131.40 85.79 
Mockery/Rejection 16 178.85 119.98 135.42 96.37 
Joy 17 174.76 134.64 132.32 96.13 
Anger/Rejection 6 174.01 128.30 134.03 87.38 
Pride 19 171.38 82.87 126.50 72.39 
Mockery 13 161.64 121.05 131.59 92.50 
Admiration 1 160.93 92.08 128.58 77.34 
Neutral 363 158.91 90.57 120.27 69.18 
Rejection 20 150.39 100.13 119.34 75.93 
Resignation 11 135.53 95.14 110.21 83.06 
Affection 13 135.28 101.03 108.11 75.29 
Disappointment  19 126.41 97.12 105.19 77.66 
Sadness 22 123.77 85.56 99.28 72.34 
Interest 1 122.80 168.60 100.95 -7.97 
Doubt 16 121.73 134.45 103.10 93.96 

Table 3. Mean values for initial and final range (difference between initial and final values of 
the P and V reference lines) for each considered emotional label and the neutral condition 

Emotional label Case Mean initial range (Hz) Mean final range (Hz) 
Positive surprise 2 88.81 10.93 
Agitation 10 56.61 40.49 
Anger 13 50.96 30.46 
Fun 16 43.42 35.16 
Mockery/Rejection 16 43.42 25.96 
Joy 17 42.44 38.50 
Pride 19 41.79 12.17 
Anger/Rejection 6 39.98 40.91 
Neutral 363 38.66 21.71 
Admiration 1 32.34 14.74 
Rejection 20 31.04 24.20 
Mockery 13 30.05 28.54 
Affection 13 27.16 25.73 
Resignation 11 25.32 12.07 
Sadness 22 24.48 13.21 
Interest 1 21.85 79.20 
Disappointment  19 21.21 19.46 
Doubt 16 18.62 40.49 
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Local Pitch Parameters: Pitch Patterns. MelAn generates separate full pattern lists 
for each of the four considered stress group (SG) types: initial, interior, non-sentence 
final and sentence final. The obtained data show a large variety of patterns used in 
both conditions, neutral and emotional. This section presents a comparison of the 
most frequent patterns between neutral and emotional sentences for each type of SG. 
Only data for the SG of one and two syllables, the most frequent ones in the analysed 
corpus, are presented here. 

Table 4. Most frequent pitch patterns in the 1-syllable and 2-syllable initial SG, both for neutral 
and emotional speech 

Number of syllables of the SG 1 2 
Condition Pattern Cases Pattern Cases 
Neutral VI0_PM0 75 VI0_PM0 32 
 VI0 35 PI0 30 
 PI0 30 PI0_PI1 29 
 VM0 24 VI0_PI1 26 
 PM0 20 VI0 23 
Emotional VI0 9 VI0_PI1 6 
 VI0_PM0 7 VI0_PM0 5 
 VI0_VF0 5 PI0 3 
 PI0 3 VI0 3 
 PI0_PM0 3 VI0_VF1 3 
   VM0_PI1 3 

 
Tables 4 and 5 present the most frequent patterns for initial and internal SG, re-

spectively, made up of one and two syllables. An analysis of the tables shows that 
most frequent pitch patterns are quite the same in neutral and emotional conditions: 
VI0_PM0 (initial low inflection point at the beginning of the stressed syllable, fol-
lowed by a high inflection point near the centre of the syllable nucleus), VI0 (a single 
initial low inflection point at the beginning of the stressed syllable) and PI0 (a single 
initial high inflection point at the beginning of the stressed syllable) appear in all the 
lists, although not exactly in the same position; and VI0_PI1 (initial low inflection 
point at the beginning of the stressed syllable, followed by a high inflection point near 
the beginning of the poststressed syllable) appears among the most frequent patterns 
of the 2-syllable SG. 

Table 5. Most frequent pitch patterns in the 1-syllable and 2-syllable internal SG, both for 
neutral and emotional speech 

Number of syllables of the SG 1 2  
Condition Pattern Cases Pattern Cases  
Neutral VI0_PM0 169 VI0_PM0 226  

 0 149 0 188  
 PM0 107 PI1 135  
 PI0 95 PM0 126  
 VF0 47 PI0 114  

Emotional VI0 9 VI0_PI1 6  
 VI0_PM0 7 VI0_PM0 5  
 VI0_VF0 4 PI0 3  
 PI0 3 VI0 3  
 PI0_PM0 3 VI0_VF1 3  



6 Y. Laplaza and J.M. Garrido 

 

Table 6 presents the most frequent patterns for final (non sentence-final) and final 
(sentence-final), for one and two-syllable SG. It can be observed that in this case, 
there is more difference between the patterns used in neutral and emotional condi-
tions. In the case of non-sentence final patterns, there are some patterns appearing in 
both conditions in 1 syllable SG (VI0_PM0_VF0, PI0_VF0 and PF0), but 2-syllable 
patterns are not coincident. In the case of sentence-final patterns, there are also some 
falling patterns appearing in both conditions (VF0, VI0_VF0, VM1, PI0_VM1), but 
emotional speech seems to show more variety in the type of used patterns, with some 
circumflex (VI0_PM0_VF0) and rising patterns (VI0_PF0, VI0_PM0_PF0) also 
among the most frequent ones. This tendency is confirmed is a full analysis of the 
sentence-final patterns of the corpus, classified by type, is carried out.  

Table 6. Most frequent pitch patterns in the 1-syllable and 2-syllable final (non-sentence final 
and sentence final) SG, both for neutral and emotional speech 

 Non-sentence final  Sentence final  
Condition 1 syllable 2 syllable 1 syllable 2 syllable 
Neutral 
 

VI0_PM0_PF0 
VI0_PM0_VF0 
VI0_PF0 
PI0_VF0 
PF0 

PI0_VI1_VM1 
0 
PM0_VI1_VM1 
PI0_VI1_VF1 
VI1_PM1 

VF0 
VI0_VF0 
PI0_VM0 
VM0 
VI0_VM0 

PI0_VI1_VM1 
VM1 
VI1_VM1 
PI0_VF0_VM1 
PI0_VM1 

Emotional 0 
VF0 
VI0_PM0_VF0 
PF0 
PI0_VF0 

PI0_VM1 
VI0_PI1_VF1 
PM0_VM1_PF1 
PM1_VF1 
VI0_PF0_VM1_VF1 

VF0 
VI0_PF0 
VI0_PM0_VF0 
VI0_VF0 
VI0_PM0_PF0 

VM1 
VI0_VM1 
PI0_VM1 
VF1 
PI1_VM1 

 
Duration Parameters. Table 7 presents the results obtained for speech rate and dura-
tion of the prepausal vowel. The analysis of the data reveals, in the case of speech 
rate, a tendency of the emotions showing positive activation (joy, agitation, anger) to 
show higher speech rate than the neutral, and emotions with negative activation (res-
ignation, negative surprise, interest, doubt) to be expressed with a slower speech rate, 
although important exceptions are also observed (sadness, with a higher speech rate 
than the neutral, for example). In any case, the results of the ANOVA test indicate 
that the observed differences among emotional labels are statistically significant 
(F=7.33, p=0). In the case of the duration of the prepausal vowel, almost any of the 
analysed emotional labels show higher durations than the neutral, which can be inter-
preted that this cue is a general emotional mark. The ANOVA test also indicated that 
this parameter is statistically significant (F=12.009, p=0).  
 
Intensity. Table 8 presents the results obtained for mean intensity. The data indicate 
that there are differences among the different considered emotional labels (statisti-
cally significant according to the ANOVA test: F=13.52, p=0), with some of them 
showing higher mean amplitude and intensity than the neutral (resignation, joy and 
interest are the one showing the highest mean amplitude), and some other with a mean 
amplitude below the neutral (admiration, agitation and anger/rejection showing the 
lowest values). In this case, however, it does not seem to exist any correlation be-
tween activation and this parameter. 
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Table 7. Mean values for speech rate and duration of the prepausal vowel for each considered 
emotional label and the neutral condition 

Emotional label Cases Mean speech 
rate 
(words/min.) 

Emotional label Cases Mean dura-
tion prepausal 
vowel (ms.) 

Joy 21 14.499 Doubt 25 0.225 
Sadness 26 14.056 Positive surprise 2 0.22 
Agitation 12 13.672 Anger/Rejection  20 0.194 
Disappointment 27 13.513 Affection 31 0.191 
Mockery 30 13.484 Rejection 24 0.189 
Admiration 7 13.432 Interest 3 0.187 
Anger 22 13.404 Resignation  41 0.186 
Neutral 4.694 13.147 Pride 28 0.186 
Rejection 24 13.121 Agitation 12 0.185 
Interest 3 12.949 Fun 18 0.185 
Positive surprise 2 12.933 Mockery/rejection 21 0.184 
Negative surprise  5 12.929 Disappointment 27 0.182 
Affection 31 12.824 Negative surprise  5 0.182 
Resignation  41 12.688 Anger 22 0.173 
Mockery/rejection  21 12.526 Mockery 30 0.166 
Anger/Rejection  20 12.266 Sadness 26 0.160 
Pride 28 12.233 Admiration 7 0.151 
Fun 18 11.859 Neutral 4.694 0.149 
Doubt 25 11.167 Joy 21 0.144 

Table 8. Mean values for intensity for each considered emotional label and the neutral 
condition 

Emotional label Cases Mean intensity (dB) 
Resignation  41 71.683 
Joy 21 71.347 
Interest 3 71.234 
Doubt 25 70.865 
Disappointment 27 70.709 
Sadness 26 70.465 
Rejection 24 70.002 
Mockery 30 69.707 
Mockery/rejection 21 69.644 
Negative surprise  5 69.576 
Fun 18 69.539 
Anger 22 69.401 
Pride 28 69.347 
Neutral 4.694 69.250
Positive surprise 2 69.195 
Affection 31 69.083 
Admiration 7 68.640 
Agitation 12 68.499 
Anger/Rejection  20 67.932 

2.4 Discussion 

The results just presented seem to indicate that all the analysed parameters play a role 
in the acoustic expression and differentiation of the emotional labels analysed here. 
Differences observed in F0 height and range, speech rate, duration of the prepausal 
vowel and intensity have been revealed to be statistically significant. These results are 
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similar to the ones presented in [2], [4] and [6], with a different set of emotional la-
bels. In the case of the pitch pattern, main differences seem to focus in the final pat-
terns, rather than in initial and internal. Emotional sentence-final patterns seem to 
show a wider variety of pattern types (rising, falling and circumflex) than the neutral 
ones, with a strong preference for the falling patterns. 

3 Parametric Synthesis 

The data obtained in the acoustic analysis phase were used in a synthesis experiment 
to test to what extent it is possible to generate synthetic speech using these parameters 
by means of parametric techniques, and to obtain a quality level at least similar to the 
one obtained using other techniques such as corpus-based unit selection. The paramet-
ric approach applied here includes the use of F0 analysis-synthesis tools based in the 
F0 modelling framework described in [12,13]. Due to the difficulty of evaluating all 
the 21 considered emotional labels, only four basic emotions (joy, anger, positive 
surprise and sadness), plus neutral, were chosen for the experiment. 

3.1 Synthesis Procedure 

The corpus previously described was used to build a synthetic voice compatible with 
the Cerevoice TTS system [9], containing both neutral and emotional units. Cerevoice 
is a corpus-based TTS engine that allows the generation of emotional speech by the 
addition to the input text of a set of XML tags indicating the intended emotion. This 
tagging procedure was used to generate a reduced set of synthesised stimuli (5 utter-
ances with emotion-neutral semantic content) expressing the four selected emotions 
plus the neutral (5 utterances x 5 emotional conditions = 25 stimuli). 

These stimuli were later processed using a set of Praat-based scripts to modifiy the 
considered acoustic parameters. For the modification of the F0 paramenters, a modi-
fied version of ModProso [14], a Praat-based tool to replace the original F0 contour 
by a ‘synthetic’ contour predicted from symbolic pitch pattern labels of the form of 
the one generated by MelAn. Other Praat scripts were also used for the modification 
of the natural durations and intensity of the input speech waves according to the pre-
dictions of the data obtained in the analysis phase. The goal of this procedure was to 
simulate the effect of the parametric prediction of the selected parameters in the gen-
eration of synthetic speech without a previous implementation in the TTS engine. 

4 Evaluation 

Two different perception experiments were carried out with the stimuli obtained using 
the described synthesis procedure, the first one to evaluate the degree of discrimina-
tion of the different emotions, and the second one to compare the identification of the 
emotions using the stimuli directly obtained with the TTS system and the stimuli with 
the parametric modification of the prosodic parameters. In the first experiment, the 



 Analysis and Synthesis of Emotional Speech in Spanish for the Chat Domain 9 

 

subjects were asked to select the emotional label that according to their perception 
best fits every synthetic stimulus, from a closed set of labels (‘joy’, ‘anger’, ‘surprise’, 
‘sadness’, ‘neutral’ and ‘other’). In the second one, the subjects had to listen to pairs 
of versions of the same synthesised stimuli, one with parametric modification of pros-
ody and the other one without it (then with the prosody assigned by the corpus-based 
TTS), and they had to say which of the two best expressed the intended emotion. Both 
experiments were carried out using a web platform which hosted the synthetic stimuli. 
22 subjects ran the first experiment, and 21 the second one. 

4.1 Results 

The results of the emotion identification experiment are presented in table 9. The 
analysis of the table reveals that all the target emotions were mostly identified as neu-
tral. The emotions best identified are suprise and sadness (0.18 and 0.29, respec-
tively). Mean score for the whole set of emotions was 0.24. 

Table 10 presents the results of the second experiment. It shows that, in general, 
subjects preferred the parametric version to the corpus-based one, especially for joy 
and anger, and even the neutral style.  

Table 9. Confusion matrix for the results of the first experiment (normalised 0-1 scale) 

 Joy Anger Surprise Sadness Neutral Other 
Joy 0.08 0.06 0.13 0.3 0.33 0.09 
Anger 0.1 0.09 0.14 0.1 0.47 0.1 
Surprise 0.22 0.07 0.18 0.15 0.31 0.08 
Sadness 0 0.16 0.03 0.29 0.48 0.05 
Neutral 0.11 0.18 0.05 0.03 0.58 0.06 

Table 10. Results of the second experiment (normalised 0-1 scale) 

Emotional label Corpus-based Parametric 
Joy 0.29 0.71 
Anger 0.83 0.17 
Surprise 0.62 0.38 
Sadness 0.26 0.74 
Neutral 0.05 0.95 
TOTAL 0.40 0.60 

5 Conclusions 

This paper has presented the results of an acoustic analysis of some prosodic parame-
ters in a corpus of read aloud chat messages, in order to see to what extent they vary 
depending of the expressed emotion, and some synthesis experiments aimed at eva-
luating the use of these data for the parametric generation of emotional synthetic 
speech. The results of the acoustic analysis have shown the existence of significant 
differences in the acoustic expression of the analysed emotions. The synthesis expe-
riments seem to indicate that, although the quality of the speech obtained with  
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parametric method tested here is still far from being excellent, it seems to offer better 
results than traditional corpus-based techniques in a context of poor training data, as 
in this case.  
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Abstract. The paper presents a new TTS system for the Navarro-
Lapurdian dialect based on a standard Basque TTS. A phonetically bal-
anced recording corpus of 4000 sentences has been designed and two
speakers have recorded it. The voice has been built using a high qual-
ity speech coder in the context of HMM based speech synthesis. The
new dialectal TTS system has been compared in a subjective evaluation
with the existing TTS system for standard Basque and with a mixed
system that applies the phonetic transcription rules of the dialect, but
uses the speech generation module of the standard Basque system. The
adaptation of the front-end module with the inclusion of new phonetic
transcription rules and new sounds is not enough to get a system that
works better than the standard Basque system. The results with the di-
alectal new voice indicate that users prefer the new dialectal system to
the standard Basque one.

Keywords: Dialectal TTS, Minoritarian Language, Basque TTS.

1 Introduction

Speech synthesis is a well known speech technology that has reached good quality
for many of the majority languages. This technology is developed even for some
minority languages, and recently there have been some attempts at developing it
for dialectal speech in Swedish [1], Austrian German [2], Tianjin [3] and Northern
Sotho [4]. All these works apply statistical parametric speech synthesis based
in Hidden Markov Models (HMM) [5]. In statistical parametric systems average
models are trained from acoustically similar natural units, building decision trees
with linguistic features. HMM based speech synthesis technique provides high
stability and flexibility to create new voices through adaptation or interpolation
techniques [6]. This speech synthesis technique is based on databases of natural
speech and even though the size of the database is not critical, it benefits from
a large size phonetically rich corpus in the generation of high quality synthetic
speech. The development of such a speech corpus is especially important for
languages with limited resources and many dialects. Basque language has about
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1.050.000 speakers and 5 main dialects. One of these dialects is the Navarro-
Lapurdian which is the main dialect spoken in Labourd and Lower Navarre, the
two historical provinces of the French Basque Country. As such, this dialect gets
some influence from the French dominant language. There are 73.000 Basque
speakers in the French part of the Basque Country (30.5% of the population)
[7].

There are text to speech synthesis (TTS) systems for standard Basque like
for instance AhoTTS [8] and Nuance VocalizerTM, but not for any Basque di-
alect. The goal of this work was to develop a new TTS system for the Navarro-
Lapurdian dialect, based on AhoTTS. The typical structure of a TTS system
includes two different modules: the front-end or linguistic module, that normal-
izes the input text and assigns phonetic transcriptions to each word and the
back-end or synthesizer that generates the synthetic speech from the linguistic
representation provided by the first module.

In the next section of the paper the modifications made in the linguistic
module are explained. Then, section 3 describes the design and recording of the
natural speech database needed to create the TTS system. Section 4 presents
the steps followed to obtain the synthetic voice and the evaluation of the system
is detailed in section 5. Finally some conclusions are presented in section 6.

2 Adaptation of the Linguistic Module

The multilingual TTS system AhoTTS includes a linguistic module for stan-
dard Basque that has been adapted to the Navarro-Lapurdian Basque dialect by
including new phones, new transcription rules and reviewing the existing ones.
This linguistic module performs text normalization and grapheme to phoneme
conversion by means of rules, whereas it uses a specific lexicon and some simple
disambiguation rules for POS tagging.

The Basque dialect spoken in the Labourd and Lower Navarre region has
some phonetic differences compared to standard Basque. For instance, while
palatalization of /n/ and /l/ is common when preceded by an /i/ in standard
Basque, this phenomenon is not observed in Navarro-Lapurdian dialect.1 There
are also new sounds like /h/ which is not pronounced in standard Basque but
is realized as a laryngeal unvoiced fricative in the Northern dialect. However,
the loss of the aspirated consonant has begun in the Navarro-Lapurdian dialect
too. One of the biggest changes concerns the realization of the grapheme rr. It
is realized as a voiced alveolar rhotic trill(/rr/) in Standard Basque, but this
consonant has an uvular articulation (/R/) in present-day Navarro-Lapurdian.

One of the most problematic aspects in the development of the system is
the fact that in the Navarro-Lapurdian Basque dialect it is very common to
find French proper nouns that are uttered following the French pronunciation
rules. To properly consider them, it is in fact necessary to add the whole French

1 All phone codes are expressed in SAMPA. Basque SAMPA
http://aholab.ehu.es/sampa_basque.htm;
French SAMPA http://www.phon.ucl.ac.uk/home/sampa/french.htm.

http://aholab.ehu.es/sampa_basque.htm
http://www.phon.ucl.ac.uk/home/sampa/french.htm
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sound system to the Basque one. Although important for a real application of
the TTS, our goal in this first prototype has intentionally been focused on the
developments for Basque. As an intermediate solution, the most essential French
phonemes were taken into account, namely /a˜/, /e˜/, /o˜/, /y/, /2/, /v/ and
/Z/. No French phonetic transcription rules were developed, so to correctly
get the transcription of the French proper nouns a dictionary with their cor-
responding phonetic transcription was manually prepared. The selected French
phonemes only appear in these transcriptions made by dictionary.

3 Recording the Speech Database

3.1 Preparing the Recording Corpus

Standard Basque is a minority language with little text material available to
build corpora [9] and this resource scarcity problem is even more serious when
dealing with a Basque dialect like Navarro-Lapurdian Basque. The TTS we
wanted to build was supposed to have an unrestricted domain, therefore we
tried to get texts from as many sources as possible. More than 90MB of plain
text were collected from different domains: 45MB from Herria magazine, 9MB
from 19th century books and 42MB from 20th century books. The texts from
oldest books were available in a modern spelling, so they were suitable to be
part of the recording corpus.

This initial text corpus was automatically cleaned to avoid problematic sen-
tences (for instance, sentences that contained foreign words whose anomalous
transcription could distort the phonetic analysis). Then the phonetic transcrip-
tion was obtained by means of the modified version of the linguistic module of
AhoTTS system, described in section 2.

The final recording corpus was devised to include about 4000 sentences. To
select this subset of sentences from the huge initial text corpus a greedy algo-
rithm [10] has been used. The conditions applied to select the final sentences
were to maximize the diphone coverage according to their frequency of appear-
ance in the collected data, limiting the number of words per sentence to less
than 15 to keep the corpus easily readable. To ensure that French phones ap-
peared in the corpus, 200 sentences of the final corpus were separately selected
from the part of the initial text corpus that contained French proper nouns. All

Table 1. Main characteristics of the recording text corpus, compared to a Standard
Basque corpus [11]

Number of... Navarro-Lapurdian Corpus Standard Basque Corpus

Sentences 3999 3799

Words 38776 38544

Distinct phonemes 42 (35+7) 35 (34+1)

Distinct diphonemes 1079 583
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extracted sentences were proofread, discarding the invalid ones (e.g. sentences
with grammatical errors) and correcting some misspellings. This selection and
correction process was repeated up to five times until obtaining the final record-
ing corpus described in Table 1. For the sake of comparison, Table 1 also includes
the data corresponding to a similar corpus developed for standard Basque [11].
Compared to standard Basque, the Navarro-Lapurdian Basque corpus considers
a larger number of phonemes, but it is important to notice that only 35 of them
actually belong to the Basque dialect. The rest correspond to the seven French
phonemes added to the phoneset with the aim of getting a better pronunciation
of French proper nouns. As five of these extra phonemes are vowels also the
number of diphones grows heavily. Table 2 shows the most frequent diphones in
the developed corpus and compares them to the most frequent diphones in the
standard Basque corpus. We can see that both corpus share the most common
diphones.

3.2 Selection of the Speakers

The selection of the speakers was made after a careful casting that included 3
male and 3 female speakers, all of them radio professional speakers. They were
asked to read some texts taken from the same big text corpus that was used to
extract the sentences to be recorded. The speakers were selected according to
their ability to comply with the phonetic transcription rules agreed for Navarro-
Lapurdian Basque and to the quality of the transcoded voice obtained using their
speech signals. This quality was assessed in an informal subjective evaluation
performed at the lab.

Table 2. Most frequent diphones in the recording corpus, compared to a Standard
Basque corpus [11]

Navarro-Lapurdian Corpus Standard Basque Corpus

Diphone Number Diphone Number

e-n 5196 e-n 4666

a-n 4754 t-a 3645

t-a 4635 a-n 3224

t-e 3461 k-o 3138

a-k 3316 t-e 3956

k-o 3040 a-k 2571

3.3 Recording Process

Recordings were made in a professional radio studio that belongs to Gure Irra-
tia, a Basque radio station established in the Navarro-Lapurdian region in 1981.
A pop filter was placed between the speaker and the main microphone in order to
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reduce the airflow pressure. Each session was monitored from the outside with
the help of headphones.

To complete the recordings 6 sessions were necessary for the female speaker
and 5 sessions for the male speaker. In order to reduce the inter-session vari-
ability (e.g. differences in voice quality, rhythm, tone, etc.) several preventive
measures were followed. The position of the microphone in the studio and the
distance from the speaker to the microphone were kept almost constant during
the whole recording process. Speakers were given some instructions about how
to conduct their readings to reduce voice fatigue over long sessions on consec-
utive days. They were asked to speak effortlessly and in a volume they could
sustain for a long period of time. At the beginning of each session the average
amplitude of the input signal was adjusted to get a similar level to that of the
last recording session. The speakers were allowed to hear a couple of sentences
from past recordings so that they could maintain the rhythm and tone. In the
middle of the recording, if the speaker had deviated in excess from the reference
point, new instructions were transmitted to the voice talent. Regarding the style,
the speakers were asked to use a natural reading style. Additional instructions
about how to pronounce some French and Basque proper nouns were made, in
order to make the canonical transcriptions and the real pronunciations match as
much as possible.

4 Synthetic Voice Generation

In order to get high quality synthetic voices, the analysis and accurate annotation
of the recorded corpora constitutes a decisive step. However, getting a high
labelling accuracy usually implies a hard working and time consuming hand
annotation process. In the creation of the synthetic voice for Navarro-Lapurdian
Basque dialect, we decided to apply an automatic labelling process with little or
no manual intervention. Prior to the voice building step, a normalization of the
recorded signals and a segmentation process were performed as explained next.

4.1 Normalization

First, all the waveform files were down-sampled to 16kHz and their power was
normalized. This normalization process is important to avoid excessive volume
differences among recording sessions of the same voice. The normalization was
performed per waveform following this procedure: voiced portions of each signal
were automatically determined with the help of Praat [12]. The mean power was
then fixed to -25dV as specified in ITU-T-P.56 [13]. If this normalization process
led to the saturation of the signal, problematic segments were automatically
detected and properly attenuated within a rectangular window. The boundaries
of this window were the nearest zero crossing values outwards the problematic
region itself. This simple approach reduced the excessive volume at the beginning
of some utterances while preserving the natural power envelope of the sentences.
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4.2 Segmentation

The sentences from the recording corpus were manually reviewed and corrected
so they matched the actual sentences uttered by each of the speakers. Pauses
were also included and punctuation signs were added or deleted to match the
pauses made by the speaker. Finally, a customized lexicon for each speaker was
constructed to include the pronunciations that did not comply with the consid-
ered transcription rules.

Feeding the phonetic transcriptor described in section 2 with the corrected
text files and using the corresponding customized lexicon, sequences of phonemes
and orthographical pauses were generated. This phoneme sequences along with
the normalized signals were used to perform an automatic speaker dependent
segmentation based on forced alignment. The HTK toolkit [14] was used during
the segmentation process. First, tied-state triphone models were trained from a
plain start, without the insertion of short pauses at word boundaries. Finally,
the segmentation boundaries of the phonemes adjacent to pauses were refined
by means of a simple but effective algorithm that uses power envelope and du-
rational outliers.

4.3 Voice Building

First, speech signals were analysed with AhoCoder, a high-quality vocoder de-
veloped in our lab [15]. Then, proper linguistic labels were prepared [16] and the
HTS system [17] was used to train HMM models. At present, only the female
voice has been built.

During the synthesis process discontinuities between voiced sounds were ob-
served, mainly at word boundaries. To minimize the impact of this problem,
unvoiced threshold has been reduced from 0.5 (default value) to 0.2 so that
more frames are considered voiced.

5 Subjective Evaluation

The evaluation of TTS systems is usually made by subjective tests where real
users give their opinion about different aspects of the system. With this evalu-
ation we wanted to get information about the convenience of adapting the lin-
guistic module and recording a voice for generating dialectal synthetic speech.
Therefore, three different systems, all of them based on AhoTTS and sharing
the lexicon, have been included in the evaluation:

– The standard Basque system (identified as standard in Figures 2 and 3)

– The dialectal system developed in the work described in this paper (dialectal)

– A mixed system (mixed) that uses the modified linguistic module described
in section 2 and the back-end of the standard Basque TTS.
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5.1 Development of the Mixed System

To build the mixed system, only the adaptation of the linguistic module is
needed, no recordings have to be made and no text corpus has to be prepared.
But, as the phoneset is different in standard Basque and Navarro-Lapurdian
Basque dialect, it is necessary to map the phones of the dialect to those of the
standard that are closest to them. With this purpose, a blind phonetic cluster-
ing has been made. A Gaussian Mixture Model (GMM) with a single gaussian
has been trained with 12 MFCC parameters for each phone using the dialec-
tal synthesis speech database and a female speech database in standard Basque
AhoSyn [11]. These models are useful to represent the phonetic characteristics of
each phone in a compact way and have been used to cluster the phones applying
regression trees. Figure 1 shows the dendrogram obtained for the clustering of
the vowels. The vowels of standard Basque are indicated with the prefix ”S”
just before the corresponding SAMPA code and for the vowels considered in
the dialectal system the prefix ”D” has been used. For instance, we can see in
Figure 1 that the dialectal vowels /e˜/, /2/ and /e/ are closer to the standard
/e/ sound than to any other, so these three phones that will be produced at the
output of the dialectal linguistic module, will be mapped to standard /e/ to be
synthesized by the standard back-end in the mixed system. In the same way the
rest of the vowels and the new consonant sounds have been mapped to sounds
in the standard Basque phoneset. As a result of this blind clustering procedure,
/R/ sound has been mapped to /G/ and /h/ to /x/. In the case of nasal vowels,
an /n/ phone has been inserted after the mapped vowel to preserve the nasality.

Fig. 1. Dendrogram for vowel sounds

5.2 Results of the Evaluation

In this work a comparative evaluation has been designed. The evaluators have to
listen through a WEB interface to two different synthetic versions of a sentence
and choose the one that they like most. A five point scale has been used, grading
from -2 to 2, where -2 means ”I clearly prefer the first speech signal”, -1 ”I
slightly prefer the first speech signal”, 0 ”I cannot decide, I think both of them
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are equivalent”, 1 ”I slightly prefer the second speech signal” and 2 ”I clearly
prefer the second speech signal”.

Two different types of sentences have been included in the evaluation: half of
the sentences were written completely in Basque and the other half contained
French proper nouns. In this way we can determine if the presence of French
nouns influences the preference of the users for one system or the other.

Fig. 2. Evaluation results when using Basque texts without French proper nouns, with
95% confidence intervals

Twenty six people, all native of Navarro-Lapurdian Basque dialect, have par-
ticipated in the evaluation. The results are shown in Figure 2 for Basque texts
without French nouns and in Figure 3 for texts with French proper nouns.

Fig. 3. Evaluation results when using Basque texts that contain French nouns with
95% confidence intervals

The users clearly prefer the dialectal and the standard systems to the mixed
system to read any kind of text. The dialectal system is also preferred to the
standard Basque one for both types of texts, but the difference is not as large
as the one got in the comparison with the mixed system. This may be due to
the high quality of the standard Basque voice, for which the segmentation of the
database has been manually reviewed. Besides, due to the dominant position
of standard Basque in the media, people from the Labourd and Lower Navarre
region are used to standard Basque so that it sounds good to them even if it
does not correspond to their dialect. As the 95% confidence intervals do not
include the value 0 in any case, all these preferences are significant. Figure 4
shows the distribution of scores given to the TTS systems when using Basque



Developing a Basque TTS for the Navarro-Lapurdian Dialect 19

Fig. 4. Distribution of scores for Basque texts without French proper nouns

texts without French proper nouns. In the comparison between Standard and
dialectal Basque systems, 40% of the people preferred the dialectal one and only
20% chose the standard Basque system. The slight preference seen in Figure 2 is
due to the almost 40% of people that were not capable to decide between them.

6 Conclusions

A new TTS system for the Navarro-Lapurdian dialect has been developed, using
the standard Basque TTS system AhoTTS as a base. More than 90MB of plain
Navarro-Lapurdian Basque texts have been collected and 4000 phonetically bal-
anced sentences have been selected to form the recording corpus. To build the
voice a high quality speech coder in the context of HMM based speech synthesis
has been used. The new dialectal TTS system has been compared in a subjective
evaluation with the existing TTS system for standard Basque and with a mixed
system that applies the phonetic transcription rules of the dialect, but uses the
speech generation module of the standard Basque system. The adaptation of
the front-end module with the inclusion of new phonetic transcription rules and
new sounds is not enough to get a system that works better than the standard
Basque system, at least using the blind phone clustering applied in this work. It
is possible that using a knowledge-based linguistic approach for the phone map-
ping provides better results. If no recordings can be made, it is more advisable
to use the standard Basque system. But the results with the dialectal new voice
indicate that users prefer the dialectal system to the standard one.
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Abstract. This paper studies how the length of the window used during spectral 
envelope estimation influences the perceptual quality of HMM-based speech 
synthesis. We show that the acoustic differences due to variations in the win-
dow length are audible. The experiments reveal an overall preference towards 
short analysis windows, although longer windows seem to alleviate some  
artifacts related to training data scarcity. 

Keywords: Vocoder, statistical parametric speech synthesis, harmonic analysis, 
window length. 

1 Introduction 

Vocoders are one of the essential parts of a hidden Markov model (HMM) based 
speech synthesis system [1,2]. During training, they provide the parameter vectors 
from which HMMs are learnt. During synthesis, the system generates the most likely 
sequence of parameter vectors given the input specifications and the trained models 
[3]; then, vectors are converted into waveforms by the vocoder. 

Many different vocoders have been proposed in the context of HMM-based speech 
synthesis, especially since the appearance of HTS [4]. The first HTS releases con-
tained a simple vocoder based on Mel-cepstral (MCEP) analysis [5]. It generated 
speech from parameters by filtering an f0-dependent pulse-or-noise excitation through 
a filter built from the MCEP coefficients (the so called MLSA filter [6]). This vocoder 
was later improved by means of mixed excitation models [7,8,9,10]. Recent HTS 
releases include a much more sophisticated vocoder [11] based on STRAIGHT toolkit 
[12]. Vocoders dealing with explicit vocal tract plus glottal source models [13,14,15] 
or sinusoidal models [16,17, 18] have also been studied. 

Speech parameter extraction (through vocoders) and statistical modeling of param-
eter vector sequences have been traditionally seen as separate training steps. One of 
the recent trends in HMM-based synthesis is combining these two steps in several 
ways [19,20,21,22], under the assumption that they can benefit from each other. 

This work addresses the interaction between vocoding and modeling by studying a 
simple parameter which often goes unnoticed: the length of the window used during 
spectral envelope analysis. Without loss of generality, we use a MCEP vocoder based 
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on harmonic analysis [18], which allows the window length to be as small as two 
signal periods thanks to least-squares based analysis procedures [23]. As spectral 
analysis often relies on the assumption of local stationarity, methods requiring a short 
analysis window length [24] are advantageous in the sense that they allow accurate 
analysis at high temporal resolution. However, statistical models are not capable of 
capturing all the small local variations between frames. This means that using a too 
short analysis window may provide useless information while resulting in more heter-
ogeneous adjacent frames and worse subsequent statistical modeling. On the contrary, 
if analysis windows are reasonably longer, the acoustic information that HMMs are 
able to capture is preserved while potentially irrelevant inter-frame variations are 
likely to get blurred. At the same time, however, the use of longer windows indirectly 
implies increasing the oversmoothing effect, which may be annoying to some listen-
ers. This work aims at clarifying the role played by the analysis window length (if 
any) under the standard settings of an HTS-based system (5 ms frame shift, 5-state 
left-to-right context-dependent HMMs, log-f0 + MCEP + excitation-related coeffi-
cients). To address this question we have conducted a set of objective and subjective 
experiments from the point of view of both parametric analysis/resynthesis and statis-
tical parametric synthesis. We will show that the results of our experiments reveal 
some interesting trends to be taken into account by system designers. 

The remainder of this paper is structured as follows. Section 2 gives a brief over-
view of how spectral information is extracted from speech signals. Section 3 studies 
the influence of the window length on objective resynthesis scores. Section 4 shows 
its influence on objective scores related to statistical modeling. In section 5, two spe-
cific configurations of the vocoder are compared via perceptual tests. The general 
conclusions of this study are summarized in section 6. 

2 Vocoder Description 

The vocoder we have used in our experiments was extensively described in [18]. For 
a better understanding of what is next, this section gives a brief overview of how it 
parameterizes and reconstructs speech signals. Basically, this vocoder (as many others 
do) handles information at three different levels: (i) fundamental frequency, (ii) spec-
tral envelope and (iii) degree of harmonicity of the excitation. These three information 
streams are parameterized through log-f0, MCEP coefficients and maximum voiced 
frequency (MVF), respectively. 

Fundamental frequency estimation is based on autocorrelation maximization with 
dynamic programming smoothing followed by a refinement based on quasi-harmonic 
analysis. MVF is estimated according to the sinusoidal likeness of the spectral peaks 
near the harmonic positions. Since these two analysis modules do not play a relevant 
role in this study, we omit further details about them (interested readers should refer 
to [18]) and focus on spectral envelope analysis. 

Assuming a full-band harmonic model of speech (harmonics are assumed to be 
present even within theoretically noisy bands), spectral envelope is locally estimated 
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by interpolating between the harmonic log-amplitudes. Both amplitudes and phases 
are previously yielded by a least squares based harmonic analyzer [23]: 
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where k is the frame index, N is the frame shift (samples), w[n] is an analysis window 
of length L, I(k) is the local number of harmonics within the band (0, fs/2), and ω0 is 
equal to 2πf0/fs. Phase information is discarded immediately after harmonic analysis. 
Interpolation between harmonic log-amplitudes and MCEP parameterization are car-
ried out simultaneously thanks to Mel regularized discrete cepstrum technique 
[25][23][18], which searches for the MCEP vector c that optimizes the system 
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where mel(·) applies the Mel frequency scale to the input linear frequency (rad). The 
frame index k has been omitted from eq. (3) for clarity. 

After HMM-driven parameter generation, speech is reconstructed by overlapping 
frames of the form 

 [ ] [ ] [ ]nenhns kkk )()()( +=  (4) 

Unlike the analysis module, the resynthesis module assumes a harmonics plus noise 
signal model. In the synthetic version of h(k)[n], given again by eq. (2), I(k) is the num-
ber of harmonics between 0 and the local MVF, the synthetic amplitudes {Ai

(k)} are 
obtained by resampling the MCEP envelope at multiples of the local f0 (this can be 
seen as a direct application of eq. (3)), and the synthetic phases {φi

(k)} result from 
combining the resampled minimum-phase envelope given by the MCEP coefficients 
and a linear-in-frequency term that controls inter-frame coherence. Finally, e(k)[n] is a 
time-windowed high-pass noise shaped by the MCEP coefficients and bandlimited by 
the local MVF [18]. 

The performance of this vocoder has been shown to be comparable with that of 
well known state-of-the-art systems [18], while it allows varying the length of the 
analysis window w[n], L, for values greater than two fundamental periods [23] – this 
reasonable lower bound is imposed by the underlying harmonic analysis procedure 
(eq. (1)). 



24 A. Alonso et al. 

 

3 Window Length

As already mentioned in se
relationship between the len
cy, especially for sounds e
listening tests reveal that s
To quantify this effect for 
perceptual tests, we have us
Given a natural speech sig
opinion score (MOS) that th
PESQ is waveform-sensitiv
reconstruction (eq. (2)) usi
and the amplitudes resultin
frames were analyzed/synt
voices taken from various s

Fig.1 shows the PESQ-M
dow length is related to th
female and male voices. T
male voices and for 2.5–3 
windows. Although short w
the fact that PESQ analysi
being capable of discrimin
now on, we will consider 
expected. 

Fig. 1. Gender-d

h and Resynthesis 

ection 1, when local stationarity is assumed there is a cl
ngth of the analysis window, L, and the resynthesis accu
exhibiting rapid variations over time. However, inform
small variations in L have small perceptual consequenc
many different voices without the need for unmanagea
sed an objective measure called PESQ (ITU-T/P.862) [2
gnal and its transcoded version, PESQ predicts the m
he latter would achieve in a subjective listening test. Si
ve, we compared the natural signals with their harmo
ing the phases yielded by the harmonic analyzer (eq. 
ng from MCEP fitting and resampling (eq. (3)). Unvoi
thesized at f0 = 100 Hz. Comparisons were made for 
speech synthesis and recognition databases. 
MOS for different window lengths. Since the absolute w
he pitch period, we calculate separate average scores 
he maximum PESQ-MOS is reached for 2–2.5 period
periods in female voices. Overall, PESQ penalizes lon

windows seem to be penalized too, we believe this is due
s itself uses fixed-length windows of 32ms [26], thus 

nating perceptually relevant details below this limit. Fr
that resynthesis benefits from short analysis windows

 

dependent PESQ-MOS for different windows length 

lose 
ura-
mal 
ces. 
able 
26]. 

mean 
ince 
onic 
(1)) 
iced 
 53 

win-
for 

s in 
nger 
e to 
not 

rom 
s as 



 F

 

4 Window Length

The next experiment aims a
view of statistical modelin
monophone HMMs from 
16 kHz frequency: one fem
reason why monophone mo
avoiding the effect of uneq
training the monophone mo
tors in the training dataset. 

The results shown by Fig
the analysis window is ma
domain smoothing thus red
maximum is reached at 3.5 
voice. Taking into account 
respectively, this maximum
proximately. Beyond this v
capture the features of adjac

Fig. 2. Average log-likelihoo
lengths 

5 Subjective Evalu

Until now, we have show
speech signal characteristic

Fine Vocoder Tuning for HMM-Based Speech Synthesis 

h and Statistical Modeling 

at determining the optimal window length from the poin
ng. We used the first training steps of HTS [4] to le
500 short utterances of two different voices sampled

male voice in Basque and one male voice in Spanish. T
odels were considered instead of context-dependent one
qual context clustering for different window lengths. A
odels, we computed the average log-likelihood of the v

g. 2 indicate that the model fits the training data best w
ade longer. Longer windows imply some degree of tim
ducing the variability of the parameters within the phone

periods for the male voice and 5.5-6 periods for the fem
t that the average pitch of the speakers is 100 and 170
m corresponds to a constant window length of 35 ms 
value, the analysis window is apparently long enough a
cent phones, which produces poorer modeling. 

od per frame given a monophone HMM for different wind

uation 

wn that an accurate capture of the perceptually relev
cs requires a short analysis window, while accurate stati

25 

nt of 
earn 
d at 
The 
es is 

After 
vec-

when 
me-
e. A 
male 
0 Hz 

ap-
s to 

 

dow 

vant 
isti-



26 A. Alonso et al. 

 

cal modeling requires significantly longer windows. However, we have yet no hints 
about the relevance of these aspects with regard to the perceptual quality or natural-
ness of the resulting synthetic waveforms. Hence, our next experiment is a perceptual 
test where we assess the relative performance of the synthesizer when the training 
data are analyzed at two different window lengths: (i) two periods (short analysis 
window, suitable for resynthesis) and (ii) optimal number of periods according to Fig. 
2 (suitable for accurate statistical modeling). We trained two HTS voices using the 
whole training dataset of the same voices as in section 4: 2k short utterances from the 
female voice and 1.2k utterances from the male voice. A total of 22 evaluators were 
asked to listen to 10 randomly selected pairs of synthetic utterances and to choose 
among 5 possible scores: “strong preference” for any of the two utterances, “slight 
preference” for any or “no preference”. Both utterances in each pair were equivalent 
except for the window length used during analysis and training. They were presented 
in random order to the listeners. A comparative MOS (CMOS) was calculated by 
assigning an integer score between -2 and 2 to each option and averaging all individu-
al scores. Negative scores denote preference for two-period windows, positive scores 
denote preference for longer windows, and 0 denotes no preference. 

The resulting CMOSs and their corresponding 95% confidence intervals are shown 
in Fig. 3. First, let us remark that less than one third of the scores denoted uncertainty 
(see Fig. 3a), which means that the differences between methods were audible most of 
the time. There seem to be a clear preference for short analysis windows for the fe-
male voice and a less clear preference for longer windows for the male voice. Howev-
er, the variability of the scores made confidence intervals larger than desirable. Alt-
hough this could be seen as a symptom of inconsistent individual scoring, this was not 
the case. While trying to interpret these results, we found that the listeners could be 
classified into two groups according to their preferences, both groups containing ex-
actly half of the listeners. If we compute separate average scores for each group (see 
Fig. 4), the observed trends are found to be consistent and almost opposite. For some 
listeners (Fig. 4a), two-period windows produce clearly better synthetic speech, espe-
cially for the female voice. For some others (Fig. 4b), there are no differences be-
tween analysis configurations for the female voice, while longer windows are clearly 
preferred for the male voice. We investigated the causes of this dichotomy and we 
concluded that each group of listeners was penalizing different aspects of quality. The 
first group (Fig. 4a) was particularly sensitive to buzziness or tonality effects. Indeed, 
longer analysis windows imply a loss of inter-frame variability, which in turn results 
in less variable – thus buzzier and less natural – synthetic speech. By contrast, the 
second group (Fig. 4b) was more tolerant to buzziness. Leaving buzziness aside, these 
listeners did not find a criterion for discrimination in the female case. However, for 
the male voice, there were some subtle discontinuities in a few phonetic transitions 
which we believe related to a lower amount of training data and a less accurate pho-
netic labeling. According to the perception of the second group of listeners, long 
analysis windows alleviate the negative impact of the mentioned discontinuities (at 
the expense of some extra buzziness to which they were not very sensitive). 

As a summary, short analysis windows lead to higher synthesis quality – less buzzy 
synthetic speech – while the smoothing effect produced by longer analysis windows 
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6 Conclusions 

We have shown that the choice of the window length used during spectral envelope 
estimation is not a trivial issue in the design of an HMM-based synthesizer. On the one 
hand, short windows (about two signal periods) provide locally accurate acoustic analy-
sis. On the other hand, models fit the training data better if the window length is in-
creased up to 35 ms approximately. When artificial voices are trained for these two 
configurations, the resulting synthetic signals are distinguishable by listeners. Under the 
test conditions reported here, a compromise arises: longer analysis windows produce 
less variable, less natural and buzzier synthetic speech, which is annoying to some lis-
teners; however, they also alleviate the negative impact of training data scarcity or inac-
curate labeling, which might be interesting depending on the circumstances. 
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Abstract. Lateral consonants are complex and variable sounds. Static
MRI provides relevant information regarding /l/ geometry, but does not
address dynamic properties. Real-time MRI is a well suited technique for
dealing with temporal aspects. However, large amounts of data have to
be processed to harness its full potential. The main goal of this paper
is to extend a recently proposed quantitative framework to the analysis
of real-time MRI data for European Portuguese /l/. Several vocal tract
configurations of the alveolar consonant, acquired in different syllable
positions and vocalic contexts, were compared. The quantitative frame-
work revealed itself capable of dealing with the data for the /l/, allowing
a systematic analysis of the multiple realisations. The results regarding
syllable position effects and coarticulation of /l/ with adjacent vowels
are in line with previous findings.

Keywords: laterals, quantitative analysis, RT-MRI.

1 Introduction

Lateral consonants are articulatorily complex and variable sounds. In several lan-
guages, the /l/ is associated with two canonical allophones (light /l/ in syllable
onset, and dark /l/ in coda position). The most important articulatory distinc-
tion between them is a greater tongue dorsum retraction in the dark /l/ than in
the light variety [9,20]. In terms of interarticulator timing, in syllable-onset posi-
tion, tongue tip constriction of /l/ tends to occur earlier than, or in simultaneous
with, tongue dorsum gesture, while in final syllable position roughly the reverse
situation occurs [20,5,3]. Previous 3D MRI studies [9,22,7,10] provide a detailed
characterisation of the 3D geometry of /l/. This information is of the utmost
relevance, but further data is needed regarding other temporal properties.

Methods such as real-time magnetic resonance imaging (RT-MRI) [14] pro-
vide data regarding the position and coordination of the different articulators,
over time [6]. Furthermore, they offer the possibility to improve the studies based
on information gathered from static sustained productions by avoiding/reducing
the hyperarticulation effect [4]. Processing the large amounts of image data re-
sulting from these methods poses challenges that need to be addressed to harness
their full potential. The identification and extraction of notable structures (e.g.,
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vocal tract profile [2,15]) is one important first challenge. What to do with the
extracted data, in order to perform a systematic analysis, is one of the challenges
that follows.

To that purpose, the authors have recently proposed a quantitative frame-
work [18] to support the comparison between vocal tract configurations (e.g., of
different sounds). Recently, the framework was extended to consider data from
multiple speakers [17] and multiple realisations of each utterance [16].

In recent years, our team has been dedicated to the characterisation of the
articulatory properties of the EP /l/, using different instrumental techniques
(EMA and MRI), in order to bring some new light into the controversial ques-
tion whether the Portuguese /l/ is categorically associated with two positional
allophones or not [7,10,11].

The goals of the work presented here are threefold: first, to test the processing
and analysis pipeline to deal with real-time MRI data concerning laterals; second,
to assess how the quantitative framework, previously presented, can be used to
assess different aspects concerning the production of laterals, and how it should
evolve to address its specificities; and third, to gather additional insight regarding
laterals, which might improve our knowledge regarding their production and
guide future research.

The remainder of this article is organised as follows: section 2 provides details
regarding the corpus, methods used to acquire, process and analyse the vocal
tract data concerning the EP alveolar lateral, /l/; section 3 presents first results
of applying the quantitative framework to the analysis of laterals’ data; finally,
section 4 briefly discusses the overall aspects of the presented work and how it
might evolve, and presents final remarks.

2 Methods

Speech production studies, using RT-MRI, can be described by a set of stages: 1)
images (and audio) are acquired, considering a corpus and a set of speakers; 2)
the resulting data is processed to annotate specific segments (e.g., sounds) and
extract relevant features (e.g., vocal tract outline); and 3) the data is analysed
and interpreted, providing insight on the studied phenomena and, eventually,
providing clues on how to improve future research. Taking into consideration
the work presented in this article, a brief account of the methods used at each
of these stages is provided.

2.1 Corpus and Image Acquisition

The MRI experiment was carried out using a 3.0 T MR scanner (Magneton
Tim Trio, Siemens) equipped with high performance gradients. A standard 12-
channel head and neck phased array coils and parallel imaging (GRAPPA) were
used.

Images were acquired at the midsagittal plane of the vocal tract using an
Ultra-Fast RF-spoiled Gradient Echo (GE) pulse sequence with a slice thickness
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of 8 mm and the following parameters: TR/TE/FA = 72ms/1.02ms/5o, Band-
width = 1395 Hz/pixel, FOV(mm2)= 210 x 210, reconstruction matrix of (128
x 128) elements, yielding a frame rate of 14 frames/second.

The described acquisition protocol was mainly used to gather data regarding
EP oral and nasal vowels [21]. Nevertheless, at the end of the study, a few
acquisitions were performed with the participants uttering multiple realisations
of several words containing the alveolar lateral /l/ in different word positions
(onset, intervocalic and coda) and vocalic contexts ([a,i,u]). Table 1 presents the
acquired corpus. A total of 24 tokens per syllable position were recorded.

Table 1. Corpus acquired using RT-MRI (orthographic form and IPA transcription)
for lateral /l/

Pos. IPA Word

onset
/la/ laca (hair spray)
/li/ litro (liter)
/lu/ lupa (magnifier)

Pos. IPA Word

intervoc.
/al5/ sala (room)
/ili/ bilis (bile)
/ulu/pulo (jump)

Pos. IPA Word

coda
/al/ sal (salt)
/il/ til (tilde)
/ul/ sul (south)

Audio was recorded simultaneously with the RT images, inside the MR scan-
ner, at a sampling rate of 16000 Hz, using a fiberoptic microphone. The audio
was annotated manually, using Praat [1], identifying the segments containing
the /l/ and adjacent vowels, e.g., [lak5], [biliS] and [sul]. Since the audio is syn-
chronised with the image sequences [21], it is possible to determine the images
corresponding to the annotated intervals.

Data was collected for two female speakers, CM and SV, aged 21, phonetically
trained, with no history of hearing or speech disorders. An MRI screening form
and informed consent was obtained before the study to comply with security
and ethics rules.

2.2 Vocal Tract Segmentation

The vocal tract was segmented from the image sequences using an evolution
of the active appearance models (AAM) based method presented in [15]. This
method allows unsupervised segmentation of the vocal tract for the full image
sequences. Based on the audio annotation, the frames of interest can be selected,
for analysis. Figure 1 presents the extracted vocal tract profiles of speaker CM
during the production of [sal5]. The lingual contact along the midsagittal line
and the retraction of tongue dorsum towards the velum are clearly observed in
frames 8-9, corresponding to the /l/ articulation.

2.3 Quantitative Vocal Tract Configurations Comparison

The authors have proposed a framework to support the quantitative comparison
between vocal tract configurations [18]. This framework adopts a set of measures
to compare different features of the vocal tract and represents the resulting data
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Fig. 1. Image frames, for speaker CM, acquired along the production of [sal5], depicting
the extracted vocal tract contour

in a difference diagram. At this moment, the framework considers the difference
for seven features: tongue back (TB), velum (VEL), tongue dorsum (TD), tongue
tip (TT), lip aperture (LA), lip protrusion (LP) and pharyngeal wall (Ph). The
differences, for each of the features, are computed using various methods. For
example, for the tongue back, tongue dorsum, velum and pharingeal wall, the
Pratt index is used [12] to compare contour segments.

Figure 2 shows, at the centre, a set of superimposed contours for [a] and [i]
and the corresponding diagram depicting the mean differences (considering the
multiple cross-comparisons possible) computed using the proposed framework.

Fig. 2. From left to right: vocal tract contour depicting several regions of interest; su-
perimposed contours for the vocal tract configurations assumed in multiple realisations
of [a] and [i]; and the corresponding difference diagram with the differences represented.
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In the diagram, each feature is associated with a particular orientation in
the unitary circle. The differences are expressed between 0 and 1, with the latter
standing for no difference. In order to provide an easier interpretation of the rep-
resented values, three circular coronas are presented: the first, in green, between
0.75 and 1; the second, in yellow, for values between 0.5 and 0.75; and the third,
in red, for values bellow 0.5. These are proposed to represent “no meaningful dif-
ference”, “mild difference” and “strong difference” respectively. Considering the
example presented in figure 2, the difference diagram shows that the differences
among the two vowels concern the tongue back, tongue dorsum and tongue tip.

The arrows, presented for each value inside the yellow and red circular coro-
nas, depict the direction in which the movement occurred, for that feature. For
example, in the diagram presented in figure 2, the arrow depicted for the tongue
back shows that it moved forward (to the left) from [a] to [i].

Finally, when cross-comparing among multiple contours, it is also important
to provide a measure of the variability affecting the difference data. To that
purpose, for each of the difference values, the standard deviation is represented
by the corresponding vertex of the orange polygon at the centre of the circle. In
figure 2 this polygon is very small, denoting a small standard deviation for the
gathered difference values.

What has been presented so far provides a quantitative method to (cross-)
compare among static vocal tract configurations. By computing these differences
between the vocal tract configurations assumed over time, for two utterances, it
is possible to assess how and when they differ. Figure 3 shows the representation
of the differences found, over time, between vowel [ẽ] and its oral congener [E].
To the left, a difference diagram is presented for the differences found between
the initial vocal tract configurations, for both utterances and, on the right, the
difference diagram for the vocal tract configurations at the end of the utterance.
In the middle, a plot shows a curve for each of the vocal tract features considered.
Similarly to what is done for the difference diagram, three coloured horizontal
bars are shown to help interpret the values. In the diagram, notice two notable
aspects: a mild difference is found at the velum, justified by the comparison
between an oral and a nasal vowel; and the difference gradually grows, over
time [8]. The bottom plot, at the centre, presents the standard deviation, over
time, for each of the features.

Fig. 3. Diagram depicting the differences computed, over time, between [ẽ] and [E]
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/al5/ /al5/ /li/ /ul/

Fig. 4. Variability among multiple realisations of /l/. Each diagram obtained consider-
ing data for a single speaker and the same syllable position and vocalic context. From
left to right, for speaker SV, contours for all realisations of /al5/ and corresponding
difference diagram and, for speaker CM, difference diagrams for all realisations of /li/
and /ul/.

Due to the limited space, the description provided regarding the quantitative
framework is, necessarily, brief. For additional details regarding the framework,
in particular regarding the methods used to compute the differences, the reader
is forwarded to [18]. For details regarding the application of the framework to
assess articulatory differences, by considering multiple realisations of the same
utterance, the reader is forwarded to [17,16].

3 Results

The quantitative framework for comparing vocal tract configurations was used
to analyse both static and dynamic aspects of the production of /l/.

3.1 Comparison at One Time Point

A first analysis was performed by comparing the frames where alveolar contact
for the production of /l/ was established. The frames of interest were automat-
ically selected by the algorithm.

Aiming at gathering initial information on the validity of the method and
on the consistency of the productions, the first aspect assessed concerned how
multiple realisations of /l/ compared to each other. Figure 4 shows several dif-
ference diagrams for /l/ in different word positions and vocalic contexts. As can
be observed, for each case, no notable differences occur, being all differences in
the outer (green) circular corona.

To investigate the usually reported syllable position effects on the /l/, figure 5
presents vocal tract profiles and the corresponding difference diagram for the /l/
in different positions, in [i] context, for speaker CM. It additionally shows dif-
ference diagrams regarding positional effects for speaker SV. For both speakers,
there are no noticeable differences between the /l/ in initial and final position,
regardless of the vowel considered. The major adjustments occur between inter-
vocalic and the other word positions analysed, in [i] context.
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/li/ vs /ili/ /li/ vs /il/ /ili/ vs /il/ /li/ - /ili/ - /il/

/lu/ vs /ul/ /la/ - /ala/ - /al/ /li/ - /ili/ - /il/ /lu/ - /ulu/ - /ul/

Fig. 5. Syllable positional effects. On the top row, for speaker CM, the contours for
the pairs /li/ vs /ili/, /li/ vs /il/ and /ili/ vs /il/, followed by the difference diagram
for the three comparisons. On the bottom row, for speaker SV, the contours for /lu/
vs /ul/, and the difference diagrams for all considered vowels.

onset intervocalic coda

Fig. 6. Vocalic context. Difference diagrams for the influence of vocalic context, for
each word position, for speakers CM (top) and SV (bottom).
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As it is also relevant to investigate the influence of the vocalic context on
the /l/, figure 6 shows that /l/ is not immune to the effect of adjacent vowel,
but these effects are similar in initial and final position, for both speakers. In
intervocalic context, the coarticulation of /l/ with the vowel is more noticeable.

3.2 Dynamic

Regarding dynamic aspects, the top row of figure 7 shows, on the left, the vocal
tract contours along the production of [sal], illustrating the data available for
analysis and, on the right, a difference diagram, depicting the overall data for the
comparison among the multiple realisations of /al5/. It shows that the multiple
realisations follow the same pattern (all lines are in the green region), with some
variability at the start, for the tongue tip and, at the middle, for lip aperture.
On the bottom row, figure 7 depicts the differences found along one realisation
of /il/ and /ul/, using the first frame of each utterance as reference. This shows
how the vocal tract differences evolve, along the production, from the initial
vocal tract configuration. Noteworthy are the differences at the tongue tip and
lip aperture, for both, and at the tongue back for /il/.

[sal] variability: /al5/

/il/ /ul/

Fig. 7. Top row: left, vocal tract contours obtained during the production of [sal]; right,
diagrams depicting differences found, over time, for all realisations of /al5/. Bottom
row: differences computed along the production of /il/ and /ul/ using the first frame
of each as reference.

4 Conclusions

Considering the three goals set for our work, these have been successfully at-
tained. The segmentation method provided very good results with only some
minor issues, resulting from the noisy nature of the images. For example, when
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the tongue back was near the pharyngeal wall, that segment of the vocal tract
profile tended to slightly diverge. During analysis, those few segmentations that
were not correct were detected and manually removed from the data.

Regarding the quantitative framework, overall, it allows dealing with the data
for the laterals, easily encompassing, in the analysis, data from multiple realisa-
tions. All the analysis is run, unsupervised, generating figures with the considered
contours, for debugging, and the difference diagrams. Selection of the data to
analyse is performed based on the audio annotations. By changing them, e.g.,
using different criteria to annotate the VCV segments, a new analysis can be
performed.

A few aspects of using the quantitative framework, to analyse laterals, mo-
tivate some ideas that might be explored. For example, the way the tongue
tip differences are computed, results in very large differences being reported for
small spatial differences. On one hand, this is an important characteristic, since
it enhances the visibility of such differences, but it might help to test different
approaches, possibly based on the sounds involved: comparing the tongue tip po-
sition between [a] and [u] might be treated differently than comparing between
two realisations of /l/, or additional features might be computed [19].

Regarding dynamic information, one important aspect would be to analyse
the time course of the production of /l/, in order to quantify relative timing of
the constriction gestures of EP /l/ [19]. This requires that the data is annotated
using both the audio and image frames [13].

The results obtained using the quantitative framework corroborate previous
findings, based on 3D MRI, EMA (and even acoustic) data [7,10,11], and point
to a dark realisation of EP /l/ both in onset and coda position. Furthermore,
differences in articulation of /l/, due to vocalic context, were observed, although
these coarticulatory effects were more noticeable in intervocalic position.

One important aspect to note is that the presented pipeline allows a systematic
approach to the data acquired using RT-MRI. This paves the way to studies
involving a larger number of speakers, supported in quantitative comparable
data.
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Abstract. Online multimedia repositories are growing rapidly. How-
ever, language barriers are often difficult to overcome for many of the
current and potential users. In this paper we describe a TTS Spanish sys-
tem and we apply it to the synthesis of transcribed and translated video
lectures. A statistical parametric speech synthesis system, in which the
acoustic mapping is performed with either HMM-based or DNN-based
acoustic models, has been developed. To the best of our knowledge, this is
the first time that a DNN-based TTS system has been implemented for
the synthesis of Spanish. A comparative objective evaluation between
both models has been carried out. Our results show that DNN-based
systems can reconstruct speech waveforms more accurately.

Keywords: video lectures, text-to-speech synthesis, accessibility.

1 Introduction

The proliferation of online video lecture repositories over recent years is a phe-
nomenon hard to ignore. In particular, in the field of education, universities
around the world are making a huge effort in the recording and publication of
video lectures. Some of the most successful online video lecture repositories are
TED talks [21], VideoLectures.NET [28], Coursera [2], and Khan Academy [4],
to name just a few.

These repositories are opened on a global scale, but their monolingual content
creates a language barrier that is difficult to overcome, driving away many po-
tential users. Although the most popular video lectures in these repositories are
manually transcribed and translated by dedicated users in a collaborative effort,
manual subtitling cannot keep pace with the increasing rhythm of video gener-
ation on the long term. This subtitling process becomes even more cumbersome
when dealing with talks that include highly specialized vocabulary.

Recent advances in automatic speech recognition (ASR) [7] and machine
translation (MT) [5,13,15] have pushed the scientific community to tackle more
challenging subtitling tasks related to large video lecture repositories. Indeed,
current state-of-the-art ASR and MT systems can provide accurate enough sub-
titles that can be manually revised with minimum effort, saving time and money.

J.L. Navarro Mesa et al. (Eds.): IberSPEECH 2014, LNAI 8854, pp. 40–48, 2014.
c© Springer International Publishing Switzerland 2014



Statistical Text-to-Speech Synthesis of Spanish Subtitles 41

In particular, the transLectures project [20] is aiming to develop high quality,
cost-effective solutions for the transcription and translation of massive online
repositories. This project has so far resulted in the release of the open-source
transLectures -UPV toolkit [22]. Nevertheless, the availability of subtitles may
not be enough to fully exploit video visualisation, since users are forced to split
their attention between subtitles and lecture slides. In addition, visually im-
paired users cannot benefit from subtitles. In these cases, it would be much
more convenient to be able to listen to the lecturer in the user’s own language.

A text-to-speech (TTS) synthesizer is a system capable of generating an arti-
ficial speech track for a given text. State-of-the-art TTS systems usually employ
one of two approaches: unit selection [11] or statistical parametric speech syn-
thesis [34]. The TTS system presented here is based on the latter, as it is usually
regarded as the most reliable synthesis approach when it comes to intelligibil-
ity [12], which is a key factor in our problem. However, the current reference
Spanish TTS system publicly available only provides pre-trained HMM-based
models [17].

In this work, two statistical TTS systems for Spanish are presented. The
first of them is based on the conventional HMM acoustic modeling [30], while
the second system implements state-of-the-art deep neural networks (DNN) for
acoustic modeling [33]. These TTS systems were objectively evaluated on a real-
life video-lecture repository. To the best of our knowledge, this evaluation has
never been performed for the Spanish language. The best performing TTS system
is intended to be applied to the generation of Spanish audio tracks on large video
lecture repositories. The TTS-generated voice will be seamlessly integrated into
the original video in order to allow users to concentrate on the video lecture
content, keeping them from having to read subtitles.

The rest of this paper is organized as follows. Firstly, an overview of a TTS
system is depicted in Section 2. Then, TTS systems, both HMM-based and
DNN-based, are described in Section 3. Next, results on the objective evaluation
with both TTS systems are reported in Section 4. Finally, concluding remarks
and future research lines are wrapped up in Section 5.

2 System Overview

In Figure 1 we provide an overview of the modules that make up our TTS system.
We describe the modules involved in our system from the moment the subtitle
file is received to the point the speech output is ready to be embedded.

In the first step, the subtitle file is divided into segments according to its
timestamps. This division allows us to process large transcription files in parallel,
and we will later concatenate the segments appropriately. Furthermore, silences
between segments will not be passed to the synthesizer, so the generation is more
efficient.

Segments are processed by the linguistic analysis module that has been devel-
oped for this work. The words are split into syllables, which are then converted
to phonemes with a rule-based grapheme-to-phoneme algorithm. As Spanish
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orthography is highly phonemic, this conversion is carried out without much
loss. Please note that while this approach can deal appropriately with Spanish
words, it does not cover foreign words (e.g. proper nouns of people). The mod-
ule also extracts contextual information of each phoneme, syllable and word,
and then employs it to create context-dependent (CD) phonemes [31]. We have
not included some of the higher-level features, which are used in other speech
synthesizers, such as POS tagging, stress marks or ToBI endtones.

Next, an acoustic feature generation module converts the CD-phonemes into
an acoustic parameter sequence. It is currently divided into three parts, which
correspond to the duration generation module, the acoustic mapping module
and the parameter generation module. These modules will be described in detail
in Section 3.

The acoustic parameter sequence is then post-processed with a spectral en-
hancement algorithm and then sent to the vocoder to generate the audio seg-
ments. The vocoder’s task is to reconstruct the speech waveforms from the
acoustic parameter sequence. Our system uses a harmonics-plus-noise model
based vocoder [8], and makes use of the free implementation provided by their
authors [1]. In this vocoder, the spectral parameters are the Mel-frequency cep-
stral coefficients (mfcc), while the excitation parameters are the logarithm of the
fundamental frequency (log F0), which determines the pitch, and the maximum
voiced frequency (mvf ).

The track montage module uses temporal annotations included in the subtitle
file to create a new track by concatenating silence and synthesized audio seg-
ments. This track may later be embedded in the multimedia file as a side track,
in order to allow the user to select their preferred language.

3 Acoustic Modeling

In this section, the two main approaches to acoustic modeling investigated in this
work, HMM and DNN, are described in detail. The reader familiar with ASR
should note that in TTS, in contrast to ASR, the acoustic modeling process
tackles the reverse problem of mapping acoustic features to CD-phonemes.

3.1 HMM-Based

The conventional approach to acoustic modeling in speech synthesis is to perform
the acoustic mapping through context-dependent Hidden Markov Models with
explicit duration, also known as Hidden Semi-Markov Models (HSMMs). In the
generation step, first the state durations for each phoneme are predicted by
a Gaussian distribution model. Then, an HMM model is selected. Finally, the
means and variances of the output acoustic parameter vector are generated by
the HMM model. In order to avoid the discontinuities that would arise from
a maximum likelihood approach, the acoustic parameter sequence is smoothed
with the introduction of dynamic features and the use of the maximum likelihood
parameter generation (MLPG) algorithm [24].
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As CD-phonemes often have high dimensionality, training a CD-HMM for each
possible combination of text analysis features is unrealistic and would result into
poorly estimated HMMs. By way of solution, context clustering techniques at a
state-level are used. Clustering is performed by means of binary decision trees.
In the training phase, the Minimum Description Length (MDL) criterion is used
to construct these decision trees [19]. The size of the trees can be controlled
through the penalty term α (where α is typically set to 1). As the spectral and
excitation parameters have different context dependency, separate trees are built
for each one. This approach allows our model to handle unseen contexts.

An extra problem emerges from the modelization of the non-continuous pa-
rameters log F0 and mvf. These parameters are defined in the regions known as
“voiced”, and undefined in the regions known as “unvoiced”. Log F0 has been
modeled with a multi-space probability distribution [25], while the mvf param-
eter was added as an extra stream and modeled with a continuous distribution,
as suggested in [8]. The mvf values were interpolated in the unvoiced frames.

3.2 DNN-Based

DNNs have been successfully applied to acoustic modeling in ASR tasks [10].
DNNs map frame features, including textual and temporal features, to acoustic
features in a feed-forward approach. The textual information is composed of bi-
nary features, such as is-current-syllable-accented, and numerical features, such
as number-of-phonemes-in-current-word. Four temporal features are defined, cor-
responding to the position of the current frame (forward and backward) in the
current phoneme, the duration of the phoneme and the duration of the whole
segment. Similar to the HSMMs method, the duration of the phonemes is pre-
dicted by an external Gaussian model. However, in contrast to HMM models,
all the parameters for every possible CD-phoneme will be generated by the same
network. This joint modeling procedure results in a more robust estimation,
which produces better generalization [33].

In order to deal with the voiced/unvoiced (V/UV) discontinuity problem, a
continuous explicit modeling approach has been used for both log F0 and mvf.
An extra bit of the output is used to classify the frame as voiced or unvoiced.
To produce smoother parameter trajectories, the output includes dynamic in-
formation (first and second derivatives) of the parameter sequence. The network
output is assumed to be the mean vector of a Gaussian posterior distribution,
and is combined with a precomputed variance vector to generate the acoustic
feature vector through the MLPG algorithm used in HMM synthesis. A single
variance for each output is estimated from all the training samples.

4 Experimental Results

In this section, the corpus employed in our experiments is described. Then, the
evaluation measures are presented along with the experimental setup. Finally,
comparative results between HMM-based and DNN-based TTS systems are re-
ported and discussed.
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4.1 Corpus Description

The data used for our experiments has been extracted from the poli[Media] repos-
itory, which contains over 2, 000 hours of video lectures. poli[Media] is a recent,
innovative service for the creation and distribution of multimedia educational
content at the UPV [16,27] mostly in Spanish, but also in Catalan and English.
It is primarily designed to allow UPV lecturers to record their courses in short
videos lasting up to 10 minutes, accompanied by time-aligned slides.

The production process of a poli[Media] repository has been carefully designed
to achieve both a high rate of production and a fine quality, comparable to a
TV production but at a lower cost. However, this repository was not specifically
recorded with synthesizer training in mind, and so audio conditions are far from
perfect. Furthermor, the recordings contain speaker hesitations, unfinished words
and various noises (i.e. coughs).

The complete poli[Media] repository has been automatically transcribed using
the open-source ASR system called transLectures-UPV toolkit [22]. In order
to train this ASR system, a set of 100 hours of video lectures were manually
transcribed. From this set, a subset of 40 videos with 2320 utterances by a single
male native Spanish speaker was selected. After removing the silences from the
videos, 6 hours of speech remain for our experiments.

From this subset, 49 utterances were used for testing purposes. The remain-
ing 2271 utterances were used to train the HMM-based system. In the case of
the DNN-based system, 2171 utterances were devoted to pretraining and fine-
tuning stages, while 100 utterances were reserved as a validation set in order
to avoid overfitting. Phoneme alignments were automatically performed by the
best acoustic model deployed in the transLectures project at month 24 [26].

4.2 Evaluation Measures

The comparative evaluation of our TTS systems was performed in terms of
well-known objective error measures. These measures are mean Mel-cepstral dis-
tortion [14] (MMCD), voiced/unvoiced error rate and root mean squared error
(RMSE) in log F0. In the latter case, the RMSE was only computed for the
frames where the system had correctly guessed whether the frame was voiced or
unvoiced. Phoneme durations were set to match those from the natural speech,
rather than being generated by the Gaussian model described in Section 3.

It should be noticed that while these objective values are frequently used in
the TTS research field to compare the performance of the acoustic models, they
do not perfectly correlate with the naturalness of the synthesized speech [23].

4.3 Experimental Setup

For training purposes, audio was extracted from the video and downsampled
from 44100Hz to 16000Hz. Every 5 milliseconds, 40 Mel-cepstral coefficients,
log F0 and maximum voiced frequency values were extracted using AhoCoder
tools [1]. The mvf parameter was interpolated in the unvoiced regions for both
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models, while the log F0 was interpolated for the DNN explicit voicing. The
acoustic parameter vectors were then augmented with the information of the
first and second derivatives. The textual analysis information was the same for
both models.

The HMM system was composed of 5-state, no-skip models with diagonal co-
variance matrices. A total of 1017 different questions were used for the construc-
tion of the decision trees. For comparison purposes, we trained 3 HMM-based
systems modifying the parameter α which controls the number of nodes of the
decision trees (with α = 0.5, 1.0 and 2.0). The training was performed using the
most recent stable version (2.2) of the the HMM-based Speech Synthesis System
(HTS) [3].

In the case of the DNN-based system, the number of neurons in the input layer
was 169, while the number of neurons in the output layer was 127, corresponding
to 39 mfcc plus energy, log F0, mvf, first and second derivatives and the V/UV
bit. Inputs to the DNN were normalized to have zero mean and one variance,
while outputs were normalized between 0.01 and 0.99. Different neural network
sizes were tested by changing the number of hidden layers (1, 2, 3 or 4) and
the number of neurons per layer (128, 256, 512 or 1024). The sigmoid activation
function was used in the hidden and output layers. Neural networks with more
than one hidden layer were pretrained using a discriminative approach [18], and
then fine-tuned with a stochastic minibatch backpropagation algorithm [6]. The
error criterion in both steps was the mean squared error (MSE). The training
was performed with a CUDA-based GPU implementation, part of a development
version of the transLectures toolkit.

4.4 Results and Discussion

Table 1 shows the objective evaluation measures computed for each DNN con-
figuration, together with the results of the best HMM model. For every DNN
configuration, the optimal number of neurons per layer has been selected so
that the evaluation measure is optimized. We can see that DNN-based systems
systematically achieve better results in every measure than HMM-based sys-
tems. The optimal number of layers is unclear, since the evaluation measures
exhibit different behaviour. The V/UV error rate performs better when using
simpler architectures, while the spectral parameters benefit more from a complex
architecture.

Table 1. Comparison between HMM-based and DNN-based acoustic models

System # layers RMSE log F0 MMCD V/UV Error rate

HMM - 0.190 6.987 13.35

DNN

1 0.183 6.792 12.08
2 0.183 6.702 12.27
3 0.184 6.678 12.36
4 0.184 6.679 12.42
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5 Conclusions and Future Work

We have presented a novel text-to-speech system for the synthesis of Spanish
subtitles in video lectures. We have reviewed the statistical speech synthesis
framework and discussed why it is appropriate for our task. We have described
the whole system and presented two different approaches to performing acoustic
mapping: HMM-based and DNN-based. We have performed a series of experi-
ments to compare the performance of both approaches. Objective measures show
that the best DNN systems consistently outperform the HMM systems.

Currently, our next steps include the training of a female Spanish voice and the
integration of the system in the UPV video lecture platform poli[Media]. Once in-
tegrated, subjective evaluation of the intelligibility and naturalness of the voices
will be carried out. Future work also includes the exploration of other network
topologies [9], incorporating variance modeling into the DNNs [32], cross-lingual
speaker adaptation [29] and a more in-depth linguistic analysis.

Acknowledgments. The research leading to these results has received fund-
ing from the European Union Seventh Framework Programme (FP7/2007-2013)
under grant agreement no 287755 (transLectures ) and ICT Policy Support Pro-
gramme (ICT PSP/2007-2013) as part of the Competitiveness and Innovation
Framework Programme (CIP) under grant agreement no 621030 (EMMA), and
the Spanish MINECO Active2Trans (TIN2012-31723) research project.
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Abstract. In this paper we propose to cluster iVectors to model differ-
ent accents within a language. The motivation is that not all the speakers
of the same language have the same pronunciation style. This source of
variability is not usually considered in state-of-the-art language identifi-
cation systems, and we show that taking it into account helps. For each
language, the iVector space is partitioned according to the similarity of
the iVectors, and each cluster is considered a different accent. Then, a
simplified probabilistic linear discriminant analysis model is trained with
all the accents, and during the test, each utterance is evaluated against
all of them. The highest score of each language is selected to make deci-
sions. The experiment was carried out on 6 languages of the 2011 NIST
LRE dataset. For the 30 s condition, the relative improvement over the
baseline was of 11%.

Keywords: Language identification, accent modeling, iVector, agglom-
erative hierarchical clustering, PLDA.

1 Introduction

One of the most important problems in language identification (LID) is that
features contain, not only language, but many other types of information. For
example, we can find variability due to the communication channel, to the speech
message, to the speaker voice characteristics, or to his/her state of mood. There-
fore, we need to find methods for keeping only the language information and
taking off all the information which is not related with the language.

One important source of variability within a language is accent. It is defined
as a way of pronouncing a language associated to a particular country, area, so-
cial class, or person. In a standard LID system, this variability can be harmful.
However, in the speech recognition community there have been efforts to model
and compensate this factor with successful results [1], and we think that LID
systems can also take advantage of the same idea. A similar approach was pre-
sented in [2], where several models per language were trained in a phonotactic
LID system. Each model reflected specific characteristics, like a foreign accent or
a dialect. They clustered the data in a supervised way with labels. The multiple
scores of a given language were combined with a linear fusion.
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Fig. 1. Architecture of a LID system with accent modeling

In our approach, we partitioned the iVector space [3] in an unsupervised way
and assumed each cluster within a language as belonging to a different accent.
Once we detected all the accent clusters, a simplified probabilistic linear discrim-
inant analysis (sPLDA) classifier [4,5] was used to make language decisions.

The paper is organized as follows: in Section 2, we describe the new clas-
sifier based on accent modeling; in Section 3, the experiments and results are
presented; and in Section 4, we discuss the results and draw conclusions.

2 System Architecture

The main idea of this paper is that there are different accents within a language,
and a single unimodal model will not capture this variability. In our proposal,
we first clustered the iVectors of each language according to their proximity.
Then, we considered that each cluster represents a different accent. Next, a
sPLDA model was trained with those labels, and finally, all the accent models
were evaluated against the test utterance. For each language, the highest score
was selected, and decisions were made with them. The classification method is
similar to the speaker identification problem. The system architecture is depicted
in Figure 1 for two target languages.

2.1 Feature Extraction

The speech signal was processed in frames of 25 ms long and shifted every 10
ms. 7 mel-frequency cepstral coefficients (MFCC) including C0 were extracted
at each frame. Vocal tract length normalization (VTLN), cepstral mean and
variance normalization (CMVN), and RASTA filtering were applied over the
MFCCs. Then, shifted delta cepstra (SDC) were computed over the MFCCs
with configuration 7-1-3-7, to obtain a final vector of 56 dimensions at each
frame.
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Fig. 2. Graphical model of the iVector approach

2.2 iVector Extraction

Joint factor analysis (JFA) allows coding all the acoustic information contained
in an utterance in a single fixed-length low-dimension vector [3]. The MFCCs of
utterance j are assumed to follow a Gaussian mixture model (GMM) distribution
with mean supervector, Mj , modeled as

Mj = m0 +Tij , (1)

where m0 is the universal background model (UBM) mean, T is a low-rank
factor loading matrix, which spans a subspace containing all types of variabil-
ity in the signal, including language, and ij, commonly known as iVector, is a
segment-specific vector lying in this subspace, modeled with standard normal
prior. Unlike traditional factor analysis [6], where the latent variable i is differ-
ent for every frame within an utterance, in the iVector approach, it is tied to
the whole utterance. Figure 2 shows the corresponding graphical model, with Tj

being the total number of frames of utterance j, and xj
t the MFCC of frame t of

utterance j.
iVectors are the new features used to make classification. Simple classifiers

can be built upon iVectors, thanks to their low-dimensionality. One of the most
successful consists of a Gaussian distribution trained for each target language
with maximum likelihood [7].

2.3 Centering, Whitening, and Length Normalization

Length normalization of iVectors was found necessary in order to make the
clustering work successfully. The normalization consists in dividing each iVector
by its module, so the resulting vector is unit-length. This step was very useful
in [8] to remove biases between training, development, and test datasets.

Previous to the normalization, iVectors must be centered and whitened. The
centering means the subtraction of the global mean of all training iVectors to
each iVector, so they end up centered at the origin of coordinates. The whitening
is a decorrelation transformation that converts the global covariance of the train-
ing iVectors into the identity matrix. After these two operations, iVectors are
uncorrelated and lying evenly distributed around the origin. After length normal-
ization, they are placed in the unit hypersphere, evenly distributed around the
origin. If no centering and whitening were applied, they would be concentrated
in a small region of the unit hypersphere, without any discriminative power for
classification.
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2.4 Agglomerative Hierarchical Clustering

Agglomerative hierarchical clustering (AHC) is a method for grouping similar
vectors according to a defined metric [9]. The algorithm follows a bottom-up
strategy, where every file is a different cluster at the beginning, and the two
closest vectors are grouped at each iteration, until a total of K clusters are
formed, with K being defined by the user.

In our problem, the cosine distance was used as similarity metric. Each time a
new cluster was built, it was represented by the average of the iVectors belonging
to that cluster. The clustering algorithm was run for each language separately.
At the end, we assumed that each cluster represented a different accent, but
note that the partition is unsupervised. The interesting idea is that iVectors
with similar acoustic characteristics are grouped together.

2.5 Simplified Probabilistic Linear Discriminant Analysis

Once a set ofK clusters or accents were found for each language, a single sPLDA
model was trained with them. During the test phase, each utterance was evalu-
ated against all the accents, and for each language, the score of the most similar
one was selected by a Max block (see Figure 1). Thus, one score per target
language passed to the calibration block.

sPLDA assumes that iVectors are generated according to a model M [4,5].
Then, the iVector ij of utterance j can be written as

ij = μ+Vys + ε, (2)

where μ is a language independent term, V is a low-rank factor loading matrix,
ys is the ny-dimension accent factor of accent s, and ε is a channel offset. The
following prior distributions are assumed

y ∼ N (y|0, I). (3) ε ∼ N (ε|0,W−1), (4)

with W the within-class precision matrix. The training of this generative model
is performed with the EM algorithm.

To evaluate themodel, we calculate the ratio between the posterior probabilities
of enrollment and test iVectors, under the hypothesis that they belong to the same
accent, S, and under the hypothesis that they belong to different accents,D,

R(ienr, itest,M) =
P (ienr, itest|S,M)

P (ienr, itest|D,M)
=

Q(ienr, itest)

Q(ienr)Q(itest)
, (5)

where

Q(i) =
P (y0|M)

P (y0|i,M)
. (6)

Note that the enrollment iVectors are the unsupervised accents found in training.
For simplicity, y0 is chosen to be equal to 0, P (y0|M) is given in Eq. (3), and
P (y|is,M) = N (y|L−1γ,L−1) as shown in [4,5], where

L = I+NsV
TWV, (7) γ = VTWFs. (8)
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Ns is the zeroth order statistic for accent s, that is, the number of observations
of accent s, and Fs is the first order statistic,

Fs =

Ns∑

j=1

ijs. (9)

2.6 Calibration

The calibration block consists of a generative Gaussian backend followed by a
discriminative multiclass logistic regression. The Gaussian backend consists in a
Gaussian distribution for each target language trained over the scores given by
the Max blocks. The means are the means of the scores of each language, and the
covariance is shared among all Gaussian models, and it is equal to the within class
covariance matrix of all the scores. The multiclass logistic regression transforms
the scores coming from the Gaussian backend into meaningful log-likelihoods by
optimizing an objective function called multiclass Cllr. The multiclass logistic
regression also allows fusing several systems at the same time of the calibration.
Once we apply this transformation, cost-effective Bayes decisions can be taken.
MultiFocal toolkit is used to train and test the calibration backend [10].

3 Experiments

3.1 Experimental Setup

In this part, we show results of our new classification paradigm based on accent
modeling, and compare it with the traditional state-of-the-art techniques. The
experiments were conducted over 6 languages of the 2011 NIST LRE evaluation
dataset: English, Farsi, Hindi, Mandarin, Russian, and Spanish. The reason of
this selection is that those are the 6 languages for which we could collect 20
h of training data and 1 h of development data. We wanted an experimental
scenario where training and development data were balanced among target lan-
guages. The databases with hours of speech and number of utterances used for
training, development, and test are reflected in Tables 1, 2, and 3, respectively.
VOA3 received an especial processing explained in [11]. The evaluation data is
composed of conversational telephone speech (CTS) and broadcast narrowband
speech (BNBS) [12]. In order to cover both types of channel, in training, VOA3
is BNBS and the rest of datasets (LRE03-05-07, CALLFRIEND, OHSU, SRE04-
06-08) are CTS, and in development, VOA3 and part of LRE09 are BNBS, and
the other part of LRE09 and LRE07e are CTS.

The iVector extractor included a 2048-component UBM, and a 600-dimension
total variability subspace. The train dataset was used to train the iVector ex-
tractor, to obtain the centering and whitening transformation, and to find the
accents by AHC. Finally, the sPLDA parameters were trained with them. They
were also used as enrollment data in the test phase, as commented in Section
2.5. The development data was used to train the Gaussian backend and the
discriminative calibration.
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Table 1. Training Data

Total CTS BNBS
Language # hrs # hrs # hrs
English 1412 21.67 1280 19.86 132 1.81
Farsi 1375 19.12 830 14.45 545 4.67
Hindi 1376 21.89 1153 17.51 223 4.38
Mandarin 1357 21.31 1068 19.99 289 1.32
Russian 1367 21.89 680 17.44 687 4.45
Spanish 1473 20.94 1173 17.64 300 3.30

Table 2. Development Data

Total CTS BNBS
Language # hrs # hrs # hrs
English 300 0.97 98 0.37 202 0.60
Farsi 300 0.95 65 0.23 235 0.72
Hindi 300 0.96 79 0.31 221 0.65
Mandarin 310 1.00 102 0.39 208 0.61
Russian 300 0.92 90 0.33 210 0.59
Spanish 310 0.95 65 0.23 245 0.72

Table 3. 2011 NIST LRE Test Data

total.3 total.10 total.30 cts.3 cts.10 cts.30 bnbs.3 bnbs.10 bnbs.30
Language # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs
English 452 0.29 683 1.71 221 1.44 121 0.06 121 0.22 121 0.75 331 0.22 562 1.49 100 0.69
Farsi 405 0.24 406 0.81 404 2.68 197 0.12 197 0.40 197 1.33 208 0.12 209 0.41 207 1.35
Hindi 418 0.26 621 1.54 215 1.44 70 0.04 70 0.13 70 0.45 348 0.22 551 1.41 145 0.99
Mandarin 432 0.26 504 1.18 360 1.34 259 0.15 259 0.50 259 1.64 173 0.11 245 0.68 101 0.70
Russian 441 0.28 441 0.95 441 3.10 139 0.08 139 0.28 139 0.91 302 0.20 302 0.67 302 2.19
Spanish 419 0.25 419 0.86 419 2.82 231 0.13 231 0.44 231 1.45 188 0.12 188 0.42 188 1.37

3.2 Results of the LID with Accent Modeling Classifier

The results in Figures 3, 4, and 5 are shown for the 30 s, 10 s, and 3 s tasks, respec-
tively, in terms of Cavg, an error metric defined in [13]. Results are reported over
the evaluation dataset. In this experiment, we investigated the influence of the
number of accents per language, K, and of the dimension of the accent subspace
in the sPLDA model, ny. Note that in order to find a subspace of ny dimensions,
we need a minimum of ny accents. Therefore, since we have 6 target languages,
and the variableK indicates the number of accents per language, the relationship
6K ≥ ny must hold. Our baseline was an iVector system with Gaussian classi-
fier [7]. Except for the classifier, the rest was identical to the proposed system. It
can be observed that the general behavior of the two classifiers was similar. How-
ever, we can find some improvements with the new approach for the 30 s and 3 s
tasks. In the 30 s task, with an accent subspace of 5 dimensions and 25 accents,
we reduced the result of the baseline from 100 · Cavg = 0.36 down to 0.32, what
means a 11% relative improvement. In the 10 s task, the best result obtained by
our proposal was again with ny = 5, but with 10 accents, and it was equal to the
baseline. In the 3 s task, the best result was obtained again with ny = 5 and 10
accents, and the relative improvement over the baseline was about 1%. If we study
the behavior of our proposal more in depth, we can see that for the 30 s task, the
results were stable for a range of subspace dimensions between 5 and 200, from 1
to 100 accents. For the 10 s task, stable results were obtained with the subspace of
5 dimensions from 1 to 25 accents, and if we focus on the 25-dimension subspace,
stability was achieved from 5 to 150 accents. In the case of the 3 s task, stable
results with the 5-dimension subspace were obtained from 1 to 25 accents. With
the 25-dimension subspace, as good results as with the 5-dimension subspace were
only obtained with 5 accents.

We think that AHC is especially helpful because it allows making an evalua-
tion over a model better fitted to our test utterance, and it can compensate for
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Fig. 3. 100 · Cavg for the 30 s task Fig. 4. 100 · Cavg for the 10 s task

Fig. 5. 100 · Cavg for the 3 s task

Table 4. Fusion of LID with accent model-
ing (ny = 5,K = 25) and Gaussian iVector
classifiers

Results in 100 · Cavg

Task LID with accents Gaussian Fusion
30 s 0.32 0.36 0.35
10 s 1.84 1.83 1.76
3 s 8.21 8.29 8.20

undesired effects like channel variability. Note that the case of clustering only on
1 accents is like having the Gaussian classifier but differently trained and tested.

Table 4 shows the fusion of both classifiers, LID with accent modeling with
ny = 5 and K = 25, and Gaussian. The fusion only helped for the 10 s condition,
which improved a 3.8% over the Gaussian classifier.

3.3 Channel Dependency

In Table 5, we show the confusion matrix of the results for the 3 s task obtained
with the LID with accent modeling classifier with ny = 5 and K = 25. We
have split the results of each language to show the rates of the CTS and BNBS
channels separately. In rows, we find the language spoken in either CTS or BNBS
channel, and in columns, the decided language. The numbers are percentages of
decisions made for the language of that column. For the 30 s and 10 s tasks
(tables not shown here), both channels obtained similar confusion rates, with
almost perfect recognition in the case of 30 s, and between 85% and 95% in the
case of 10 s. However, for the 3 s task, it can be seen that the accuracy was
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Table 5. Confusion matrix in % of detections for the 3 s task (ny = 5, K = 25). Rows:
language spoken in the test utterance with transmission channel; columns: decision
made by our system. Note that rows do not have to sum 1 because this is a detection
task, and more than one, one or zero languages can be decided for each utterance.

engl fars hind mand russ span
engl-CTS 72.73 5.79 2.48 2.48 0.83 2.48
engl-BNBS 82.48 2.11 1.81 0.91 0.60 1.51
fars-CTS 4.57 71.07 2.54 5.58 1.02 2.54
fars-BNBS 0.48 69.23 2.88 7.69 2.88 0.96
hind-CTS 1.43 4.29 54.29 10.00 4.29 5.71
hind-BNBS 1.72 8.62 52.59 3.16 6.90 6.90
mand-CTS 2.32 6.95 4.25 67.18 2.70 1.54
mand-BNBS 0.58 4.62 2.31 77.46 0.00 2.89
russ-CTS 3.60 3.60 3.60 2.16 68.35 0.72
russ-BNBS 1.32 2.32 3.97 1.32 78.15 2.32
span-CTS 5.63 5.63 10.82 5.63 3.90 44.59
span-BNBS 1.06 3.72 5.85 0.53 2.66 72.87

lower. In general, both channels obtained similar numbers, slightly better for
BNBS, with maximum differences about 10% in the case of English, Mandarin,
and Russian. However, for Spanish, the accuracy of the BNBS channel was 72%,
whereas for the CTS channel it was 44%. Looking at the data distribution, the
most remarkable difference that we find with respect to the rest of the languages,
is that Spanish had no CTS LRE09 data in the development. Spanish CTS
data was mainly confused with Hindi (11%). The worst results were obtained
for Hindi, which was confused evenly with the rest of languages except with
English. The major differences of Hindi in the data were larger SRE08 presence
in the training dataset than the rest of languages and also a low presence of CTS
LRE09 in the development.

3.4 Comparison with the iVector System Submitted to the 2011
NIST LRE

Last, we compare the results obtained with our new approach, with ny = 5 and
25 accents, with the iVector system submitted to the 2011 NIST LRE by our
group. As major differences, in the system submitted to the 2011 NIST LRE a
Gaussian classifier was used, as the baseline presented above, and the training
and development datasets included 61 and 60 languages, respectively, and many
more hours. This comparison is shown in Table 6 for the 30 s task. In this case,
results are shown in terms of the metric defined for the 2011 NIST LRE, where
Cavg was computed for pairs of languages, and the overall evaluation metric
included the average cost of the worst Nl pairs, with Nl being the number of
target languages. The worst Nl pairs were selected according to the minimum
cost, whereas the final average cost was computed over the actual cost of those
Nl pairs. As additional information, we also show the average actual cost of
all the pairs (15 in our case). As we can see, the results were very good with
both systems. There were some pairs for which the result was improved with our
proposal, whereas for other pairs there was an increase in the cost. The most
remarkable case was the Hindi-Spanish pair, which was improved by our new
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Table 6. Comparison of the 30 s task results between the system based on iVectors
with a LID with accent modeling classifier (ny = 5, K = 25) and balanced training and
development data, and the system submitted to the 2011 NIST LRE based on iVectors
with Gaussian classifier and very large training and development datasets

LID with accent modeling 2011 NIST LRE system
Lang1 Lang2 Position 100 · Cmin 100 · Cact Position 100 · Cmin 100 · Cact

fars hind 1 0.60 0.73 2 0.73 0.73
engl hind 2 0.45 0.70 10 0.00 0.23
fars span 3 0.24 0.36 9 0.12 0.12
fars russ 4 0.24 0.24 8 0.12 0.25
hind russ 5 0.23 0.58 5 0.35 0.58
engl mand 6 0.14 0.14 3 0.45 0.59
engl fars 7 0.12 0.12 4 0.35 0.58
fars mand 8 0.12 0.25 6 0.25 0.40
hind span 9 0.12 0.48 1 1.17 1.43
engl russ 10 0.00 0.23 11 0.00 0.00
engl span 11 0.00 0.36 12 0.00 0.00
hind mand 12 0.00 0.23 7 0.14 0.14
mand russ 13 0.00 0.14 13 0.00 0.00
mand span 14 0.00 0.00 14 0.00 0.00
russ span 15 0.00 0.12 15 0.00 0.24

100 · Cavg6pairs 0.46 100 · Cavg6pairs 0.72
100 · Cavg15pairs 0.31 100 · Cavg15pairs 0.35

system from 100·Cavg = 1.43 to 100·Cavg = 0.48. It is also interesting to observe
that the average of the 6 worst pairs was improved with the new approach by
a 36%. We believe that the improvement is due to the new classifier, which as
we have seen, slightly improves over the Gaussian classifier, and to the training
and development datasets, which were specifically designed for those languages.
Although in general it is better to use data of as many languages as possible,
for this case, where our 6 target languages were not very confusable, it seems
beneficial to have used data from only those 6 target languages.

4 Discussion and Conclusions

In this paper, we present a new approach to classify iVectors in a LID system. Our
proposal is to model the different accents that exist in a language. Accents arise
due to different geographic, social, cultural, or even personal backgrounds in the
speakers of a language. First, we clustered the iVectors of each language in an unsu-
pervised way and identified the accents of each language. Then, an sPLDA model
was trained with them. During the evaluation, each accent was treated as a target
speaker in a speaker identification system, and the highest score of each language
was selected. Finally, scores were calibrated and decisions about the spoken lan-
guage were made. It is shown that this recognizer worked at least as well as the
state-of-the-art Gaussian classifier for the 10 s task, and better than it for the 3 s
and 30 s tasks. In our experiments, 10-25 accents per language were optimal. We
believe that one of the reasons of the success of this technique is that, with AHC,
each test utterance is evaluated over a model better fitted to it, trained with data
belonging to a smaller part of the subspace. In fact, the idea of this approach is sim-
ilar to aGMMclassifier that creates differentmodes on the iVector space. However,
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for small training datasets, theGMMclassifier did not perform better than a single
Gaussian [7], but it did with larger training datasets [14]. Therefore, the LID with
accent modeling classifier can be seen as a good solution to create different modes
when there is not enough data to train aGMM.Nonetheless, we think that it would
also increase the performance if itwere trained on larger datasets.Additionally, it is
also shown that the system was well designed for our 6 target languages, as it per-
formed better than the iVector-based system submitted to the 2011 NIST LRE,
trained on a much larger dataset including many more languages.
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Abstract. The recently proposed speaker diarization technique based
on binary keys provides a very fast alternative to state-of-the-art sys-
tems with little increase of Diarization Error Rate (DER). Although the
approach shows great potential, it also presents issues, mainly in the
stopping criterion. Therefore, exploring alternative clustering/stopping
criterion approaches is needed. Recently some works have addressed the
speaker clustering as a global optimization problem in order to tackle
the intrinsic issues of the Agglomerative Hierarchical Clustering (AHC)
(mainly the local-maximum-based decision making). This paper aims at
adapting and applying this new framework to the binary key diariza-
tion system. In addition, an analysis of cluster purity across the AHC
iterations is done using reference speaker ground-truth labels to select
the purer clustering as input for the global framework. Experiments on
the REPERE phase 1 test database show improvements of around 6%
absolute DER compared to the baseline system output.

Keywords: speaker diarization, binary key, ILP, cluster purity.

1 Introduction

Speaker diarization is the task of segmenting an audio file into speaker homo-
geneous segments. It is well known the importance of speaker diarization as a
pre-processing tool for many speech-related tasks which take advantage of deal-
ing with speech signals from a single-speaker. For instance, speech recognition
can benefit of speaker diarization to adapt acoustic models to target speakers.
Furthermore, searching speech utterances spoken by target speakers within big
audiovisual content repositories is increasingly becoming very popular and chal-
lenging. Before identifying such speakers by means of speaker identification tech-
nology, they must be previously separated adequately. Here, speaker diarization
systems should be accurate and fast enough in order to process big quantities of
data in a reasonable time period.

J.L. Navarro Mesa et al. (Eds.): IberSPEECH 2014, LNAI 8854, pp. 59–68, 2014.
c© Springer International Publishing Switzerland 2014
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Most state-of-the-art systems perform a combination of Gaussian Mixture
Model (GMM) as speaker models, Bayesian Information Criterion (BIC) as a
measure for cluster merging and stopping criterion, and Viterbi decoding for
data assignment. All the mentioned algorithms are applied iteratively, imposing
a high computational load which results in too long processing times [1] (above
1xRT, being xRT the Real Time factor) for some real-life applications.

The recently proposed speaker diarization approach based on binary key
speaker modeling [1] provides a fast system (over 10 times faster than real time)
with little performance decrease. DER scores of around 27% with a real time fac-
tor of 0.103 xRT were reported using all the NIST RT databases. This technique
provides a fast alternative to the use of parallel computing, but using a single
CPU. Later, the approach was extended and successfully applied to process TV
broadcast audio in [2].

Both works report on the weakness of the stopping criterion being used, which
usually does not provide the optimum clustering in terms of DER. Indeed, [2]
demonstrates that the diarization system is able to produce better clusterings
than the one returned by the stopping criterion. This indicates that improving
stopping criterion will systematically produce a gain in performance.

Lately, a global optimization framework to speaker clustering was introduced
in [7]. Contrary to classic AHC, the framework tries to find the optimum cluster-
ing in a global way, instead of relying on greedy, local-maximum-made decisions
as AHC does. Given the weakness of the optimum clustering selection algo-
rithm used in the binary key speaker diarization system, it seems reasonable to
think that such an approach, which is able to implicitly determine the optimum
number of clusters, can provide an effective alternative to the faulty stopping
criterion.

This work follows this direction in order to evaluate the effectiveness of the
global clustering technique integrated in the binary key speaker diarization sys-
tem. First, the approach is adapted to be used in our case. Second, an analysis
of cluster purity of the binary key system is performed. And third, the global
clustering approach is tested in our system by using the extracted result of
the first analysis. Preliminary results show that the global clustering approach
outperforms the clustering originally returned by the system stopping criterion.
However, it also suffers some robustness issues among test audio files since the
global clustering parameters need to be tuned for each input file.

The paper is structured as follows: Section 2 describes the baseline binary key
speaker diarization system. Section 3 gives an explanation of the global speaker
clustering and proposes an adaptation suitable for the binary key system. Section
4 describes the experimental setup and results. Section 5 concludes and proposes
future work.

2 Overview of the Binary Key Speaker Diarization
System

The implementation of the binary key diarization system used in this work is
described in [2]. First, an acoustic processing block aims at transforming the
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acoustic input data into a suitable binary representation. Secondly, the binary
processing block takes the binary data from the previous stage to perform an
Agglomerative Hierarchical Clustering (AHC) but, unlike the classic approach,
all operations are performed in the binary domain. This results in a significant
gain in execution time, compared with state-of-the-art agglomerative systems.

As said above, the acoustic processing block transforms the acoustic feature
vectors into binary vectors called binary keys. The key element for this trans-
formation is a UBM-like acoustic model, called KBM (binary Key Background
Model), which is trained using the own test input data, but in a particular way.
A single Gaussian is trained every n seconds (with some overlap), so that at the
end a pool of several hundreds of Gaussians is obtained. Proceeding in this way,
it is guaranteed that the overall acoustic space of speakers is covered by the pool
of Gaussians. The next step consists in taking a subset of N components from
the pool so that the selected Gaussians are as complementary and discriminant
between them as possible. To achieve that, the Gaussians are selected iteratively
by calculating the KL2 (symmetric Kullback-Leibler) divergence between the
already selected components and the remaining ones, and the most dissimilar
component is selected. The process is repeated until having N components.

Once the KBM is trained, any set or sequence of input feature vectors can
be converted into a Binary Key (BK). A BK vf = {vf [1], ..., vf [N ]}, vf [i] =
{0, 1} is a binary vector whose dimension N is the number of components in
the KBM. Setting a position vf [i] to 1 (TRUE) indicates that the ith Gaussian
of the KBM coexists in the same area of the acoustic space as the acoustic
data being modeled. The BK can be obtained in two steps. Firstly, for each
feature vector, the best NG matching Gaussians in the KBM are selected (i.e.,
the NG Gaussians which provide higher likelihood for the given feature), and
their identifiers are stored. Secondly, for each component, the count of how many
times it has been selected as a top component along all the features is calculated.
Then, the final BK is obtained by setting to 1 the positions corresponding to
the top M Gaussians at the whole feature set level, (i.e., the Mth most selected
components for the given feature set). Note that this method can be applied to
any set of features, either a sequence of features from a short speech segment,
or a feature set corresponding to a whole speaker cluster.

The last step before switching to the binary process block is the clustering
initialization. This is done at the acoustic level in order to have an initial rough
clustering as a starting point. Taking advantage of the KBM trained before, an
initial set of Ninit clusters is build by using the first Ninitth Gaussians in the
KBM. The input data are divided into small segments (e.g., 100ms) and they
are assigned to the cluster whose Gaussian provides the highest likelihood.

The binary block implements an AHC clustering approach. However, all oper-
ations are done with binary data, which makes the process much faster than with
classic GMM-based approaches. First, BKs for the initial clusters are calculated
using the method explained in section 2. Then, the input data are reassigned to
the current clusters. Data are first divided into fixed length segments and BKs
are calculated for all them. Note that these BKs keys will be used along the



62 H. Delgado et al.

iterations of the AHC, so they can be stored and reused. Next, the segments are
assigned by comparing their BKs with all current cluster BKs. The similarity
metric is given by equation 1.

S(vf1, vf2)) =

∑N
i=1(vf1[i] ∧ vf2[i])∑N
i=1(vf1[i] ∨ vf2[i])

(1)

where ∧ indicates the boolean AND operator, and ∨ indicates the boolean OR
operator. This is a very fast, bit-wise operation between two binary vectors.

Once data are redistributed, BKs are trained for the new clusters. Finally,
similarities between all cluster pairs are obtained using equation 1 and the cluster
pair with the highest score is merged, reducing the number of clusters by one.

The iterative process is repeated until a single cluster is reached, storing all
the partial clusterings. At the end of the process, the final clustering is output by
using a modification of the T-test TS metric proposed in [6]. After the computa-
tion of intra-cluster and inter-cluster similarity distributions between segments
for each clustering Ci, the selected clustering is the one which maximizes TS ,
given by equation 2.

Ts =
m1 −m2√

σ2
1

n1
+

σ2
2

n2

(2)

where m1 , σ1 , n1 , m2 , σ2 and n2 are the mean, standard deviation and size
of intra-cluster and inter-cluster distance distributions, respectively.

3 Global Speaker Clustering

As it has been reported in [1], the final clustering selection (i.e., the stopping
criterion) based on the T-test distance does not return the optimum clustering
(differences in performance of around 7-8% absolute DER with the REPERE
database [2]).

Recently an alternative approach to the classic AHC was presented in [7]. The
main argument against AHC is the greedy nature of the technique, which uses
local optimums to decide which cluster pair should be merged in each iteration. If
an erroneous merging is produced, the error will likely be propagated through the
iterations, resulting in impure clusters and, consequently, in loss of performance.
Following these thoughts, the proposed alternative clustering method addresses
the clustering as a global process, reformulated as a problem of Integer Linear
Programming (ILP), in order to minimize a certain objective function, subject
to a set of constraints, in a global manner.

The authors of [7] propose to apply this global clustering method immediately
after a first BIC-based AHC stage. At this point, it is assumed that the resulting
clusters are pure, i.e., each cluster contains speech from a single speaker. How-
ever, more than one cluster may refer to a given speaker. This can occur because
a given speaker who is speaking over different acoustic conditions (e.g. back-
ground music, background noise) may be modeled by different clusters by the
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system. It is at this point where the ILP clustering can be used to obtain a final
clustering where the several clusters referring to the same speaker are merged
together in a single cluster. Additionally, to deal with channel variability, each
input cluster is represented by an i-vector. Thus, given an input clustering of N
clusters, a set of N i-vectors is obtained. From here on, the clusters are treated
as single points.

Given theN points, the goal is to group them intoK clusters while minimizing
the objective function and meeting the constraints (refer to section 3.1). Some
of the N points can act as “centers” of new clusters. The remaining ones (e.g.,
the ones not selected as centers) must be associated to one of the centers. In the
end, there will be as many clusters as centers. Intuitively, the objective function
consists in minimizing the number K of clusters and the dispersion of the points
within each cluster. Regarding the constraints, each point which is not a center
can be associated with only one center and its distance to the center must be
short enough (below a given threshold).

3.1 Adaptation of ILP Clustering to the Binary Key Diarization
System

In order to adapt the technique to our framework, some modifications are pro-
posed. First, the points of the problem will be BKs instead of i-vectors. Second,
unlike the original work, no channel compensation is applied.

The ILP clustering formulation has been adapted to our framework (refer to
[3] for the original formulation), and it is defined as:

Minimize

N∑

k=1

xk,k − 1

D

N∑

k=1

N∑

j=1

d(k, j)xk,j (3)

Subject to

xk,j ∈ {0, 1} ∀k, ∀j (4)

N∑

k=1

xk,j = 1 ∀j (5)

d(k, j)xk,j ≤ δ ∀k, ∀j (6)

Eq. 3 is the objective function to be minimized. As said above, the aim is
to minimize the number of clusters and the dispersion of the BKs within each
cluster. The binary variable xk,k is equal to 1 if the BK k is a center. The distance
d(k, j) between BKs k and j is calculated as 1 − S(k, j), where S(k, j) is given
by eq. 1 (section 2). D is a normalization factor equal to the longest distance
d(k, j) for all k and j. The binary variable xk,j is set to 1 if BK j is associated
with center k. Eq. 5 ensures that each BK j is associated with only one center
k. Finally, each BK j associated with a center k must have a distance shorter
than a threshold.
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The proposed ILP clustering requires an input clustering to start the process.
This input clustering will be the result of applying a given number of iterations
of the AHC binary key diarization system. Each cluster will be represented as
a BK, extracted following the method for BK computation explained in section
2. Ideally, the input clusters should be as pure as possible, since the ILP clus-
tering method is not able to re-allocate misclassified data, so the errors will be
propagated to the resulting clusters. For this reason, an analysis of cluster purity
across the AHC iterations is conducted previous to the application of the global
clustering (section 4.2).

4 Experiments and Results

This section describes experimental setup and results for two different experi-
ments. Firstly, a study of cluster purity across the iterations of the baseline AHC
is performed. Secondly, the resulting purest clusterings from the first experiment
are taken to be used as input clusters to test the ILP global clustering.

As the aim of this work is mainly to analyze speaker clustering and stopping
criterion, it has been decided to use perfect SAD labels. That is, the speaker
ground-truth labels have been used to extract the speech activity and to discard
nonspeech content. In this way, the analysis can focus on speaker clustering
without the effects of additional noise (false alarm speech) and not loosing useful
speaker time (miss speech).

Both tests are evaluated on the REPERE phase 1 test dataset of TV data
[4]. This database was developed in the context of the REPERE Challenge [5].
It consists of a set of TV shows from several French TV channels.

Previous to experiment descriptions, the experimental setup is explained in
the next subsection.

4.1 Experimental Setup

Parameters and settings of the various modules of the binary key speaker di-
arization system are described here.

Regarding audio processing, the provided single channel is used without fur-
ther treatment. Next, feature extraction is performed. Standard 19-order MFCCs
are computed using a 25ms window every 10ms.

For training the KBM, single Gaussian components are obtained using a 2s
window in order to have sufficient data for parameter estimate. Window rate
is set according to the input audio length, in order to obtain an initial pool of
2000 Gaussians. Then, 896 components are selected to conform the final KBM
following the method described in section 2.

With regard to binary key estimate parameters, the top 5 Gaussian com-
ponents are taken in a frame basis, and the top 20% components at segment
level.

The clustering initialization is done by using the first Ninit Gaussian compo-
nents in the KBM as cluster models. Two different values of Ninit are tested in
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the experiments: 25 and 50. Then, 100ms segments are assigned to the different
clusters to obtain the first rough, over-segmented clustering.

Finally, in the AHC stage, BKs keys are computed for each 1s segment, aug-
menting it 1s before and after, totaling 3s.

In order to evaluate performance, the output labels are compared with the
reference ones to compute the DER. Since the proposed system does not handle
overlap speech, regions with more than one active speakers are ignored in the
score computation (note that this is only for evaluation, so that overlapped
speech regions are included during the complete diarization process). In addition,
as perfect SAD is being used and overlap speech is not being evaluated, false
alarm and miss errors are virtually equal to zero, so the analysis can focus only
on speaker errors.

4.2 Search of the Purest Clustering

The aim of this analysis is to study the evolution of the cluster purities among
the iterations of the diarization system. By using the reference speaker labels,
one can determine how much speaker time in the cluster belongs to the different
speakers in the reference. In a given cluster there is always a majority speaker,
who is the one with most speaker time within the cluster. Considering this
speaker as the “main” speaker, the cluster purity can be calculated as the ratio
between the cluster time assigned to the main speaker and the total cluster time.
However, purity of clusters of different sizes does not affect, globally speaking, in
the same way to the system. Due to this fact, the calculation of a time-weighted
purity measure is proposed instead by taking into account cluster sizes. The final
time-weighted cluster purity is calculated as the cluster purity multiplied by the
cluster length, and divided by the total duration of the test audio (after removing
nonspeech content). Finally, the time-weighted purity for a whole clustering can
be obtained as the average of the time-weighted purity of all clusters in the
clustering.

Normally, the purity should start to increase after a few iterations of AHC and
will start to decrease when the number of clusters is lower than the actual number
of speakers. In table 1, clustering purity is shown for two different clusterings: the
one providing highest purity (“highest purity columns”) and the one producing
lowest DER (“sysOut purity” columns). The experiment is repeated for 25 and 50
initial clusters (Ninit). Generally, purities reach the optimum in early iterations
of the AHC (with a number of clusters significantly higher than the optimum
clustering), although the exact iteration is showed to be quite dependent on
the show. In addition, optimum purities are higher in the case of 50 initial
clusters compared to 25 initial clusters. With regard to the system output, as it
could be expected, purity is, in general, inversely proportional to DER. Finally,
overall DER of system output with Ninit = 25 (9.47%) is slightly lower than for
Ninit = 50 (10.60%). It seems that each of the two configurations works better
for certain shows.
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Table 1. Results of cluster purity analysis broken down into shows. #spk is the number
of actual speaker of each show. Ninit indicates the number of initial clusters. Column
“highest purity” shows purity and number of clusters (#C) of the optimum clusterings
in terms of time-weighted overall purity, whilst column “sysOut purity” shows purity
and number of clusters of the optimum clusterings in terms of DER.

Show ID #spk

N init = 25 N init = 50

Highest purity SysOut purity Highest purity SysOut purity

#C Purity DER #C Purity DER #C Purity DER #C Purity DER

BFMTV BFMStory 1 6 19 0.910 24.60 8 0.883 4.37 45 0.923 51.49 6 0.865 6.42

BFMTV BFMStory 2 18 18 0.891 18.43 18 0.891 18.43 41 0.941 33.32 31 0.913 21.00

BFMTV BFMStory 3 10 19 0.951 29.77 13 0.937 7.25 35 0.962 33.19 11 0.915 5.58

BFMTV BFMStory 4 6 11 0.962 11.05 6 0.952 1.59 20 0.963 14.82 6 0.950 1.78

BFMTV CultureEtVous 1 5 14 0.950 52.13 4 0.891 10.11 21 0.970 52.04 3 0.881 8.88

BFMTV CultureEtVous 2 6 10 0.925 27.16 4 0.776 21.09 23 0.956 43.30 4 0.780 20.63

BFMTV CultureEtVous 3 16 22 0.904 63.80 5 0.744 24.44 29 0.851 62.16 4 0.702 23.68

BFMTV CultureEtVous 4 9 22 0.890 54.37 2 0.640 33.07 41 0.902 70.80 3 0.650 30.63

BFMTV CultureEtVous 5 6 21 0.905 72.06 3 0.823 9.90 20 0.917 65.02 3 0.823 9.90

BFMTV CultureEtVous 6 12 18 0.870 52.70 5 0.700 25.37 29 0.890 57.79 5 0.720 21.15

BFMTV CultureEtVous 7 14 18 0.839 43.19 6 0.701 31.22 34 0.850 68.51 9 0.758 26.67

LCP CaVousRegarde 1 7 23 0.925 70.01 4 0.823 15.46 48 0.957 82.51 6 0.883 12.11

LCP CaVousRegarde 2 5 7 0.938 8.00 4 0.903 3.11 14 0.951 9.28 4 0.917 2.64

LCP CaVousRegarde 3 5 21 0.950 40.21 6 0.836 19.28 37 0.950 55.75 15 0.886 21.94

LCP EntreLesLignes 1 5 15 0.919 24.07 10 0.909 11.34 19 0.958 19.64 19 0.958 19.64

LCP EntreLesLignes 2 5 27 0.932 28.44 6 0.891 4.92 26 0.949 24.37 6 0.891 4.44

LCP EntreLesLignes 3 5 15 0.945 29.45 3 0.823 14.74 26 0.935 29.45 3 0.823 14.74

LCP LCPInfo13h30 1 16 21 0.890 23.69 14 0.882 10.04 39 0.938 26.83 20 0.902 13.19

LCP LCPInfo13h30 2 12 18 0.951 16.77 11 0.890 10.87 41 0.953 34.64 23 0.918 17.40

LCP LCPInfo13h30 3 10 13 0.905 24.55 7 0.871 12.28 27 0.921 24.67 11 0.841 17.10

LCP PileEtFace 1 3 14 0.921 25.17 3 0.821 8.24 16 0.955 19.52 6 0.921 10.91

LCP PileEtFace 2 3 15 0.954 29.25 3 0.864 8.11 31 0.960 72.58 2 0.853 8.28

LCP PileEtFace 3 3 9 0.910 11.18 3 0.797 6.89 24 0.932 37.36 3 0.808 6.89

LCP PileEtFace 4 3 7 1.000 6.81 6 0.988 3.95 17 1.000 21.56 8 0.988 7.59

LCP PileEtFace 5 3 18 0.936 53.94 3 0.912 4.20 4 0.936 3.67 4 0.936 3.67

LCP TopQuestions 1 8 22 0.987 35.89 8 0.976 1.36 12 0.989 7.42 9 0.981 2.11

LCP TopQuestions 2 5 15 0.985 23.41 3 0.914 8.13 20 0.985 29.11 6 0.959 4.09

LCP TopQuestions 3 6 11 0.973 21.53 5 0.948 5.17 14 0.973 13.34 5 0.948 5.17

Overall - - - - - - 9.47 - - - - 10.60

4.3 Experiments on ILP Clustering

As stated above, the ILP clustering needs an input set of clusters to work with.
Ideally, this input clustering should be as pure as possible, as the technique is
not able to recover incorrectly assigned speech. The previous experiment shows
that the exact number of iterations to get the purest clustering is dependent on
the show. This fact results in a lack of robustness among different audio data.
To avoid this issue, in this experiment the clusterings with highest purity of the
previous experiment have been selected as input for the current one.

Figure 1 depicts DER of the ILP clustering in function of the threshold θ.
For comparison purposes, DER of the baseline system output and optimum
clusterings are also plotted. For the initial clustering obtained with Ninit = 25,
optimum DER is obtained for θ = 0.63, while for the one ofNinit = 50 is obtained
for θ = 0.66. Although the previous analysis shows that the average cluster purity
for the case of Ninit = 50 is higher, DER of clustering obtained from Ninit = 25
is slightly lower (15.1% versus 16,26%). This may be due to the higher number of
clusters to be merged. As it can be seen, the ILP method outperforms the baseline
system with T-test stopping criterion for a range of values of θ, obtaining a gain of
around 6% absolute DER with the best configuration. However, performance still
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Fig. 1. Overall DER trend of the ILP clustering while varying the threshold θ for Ninit

equal to 25 and 50. Overall DER of the baseline system output (BS out) and optimum
clusterings (BS optimum) are also provided for comparison.

Table 2. Results of ILP clustering experiments using the purest clusterings from table 1
for Ninit equal to 25 and 50 as inputs. For each show, values of the optimum threshold
θopt, resulting number of clusters #C, and DER are shown. The actual number of
speakers per show #spk is also provided.

Show ID #spk
N init = 25 N init = 50

θopt #C DER θopt #C DER

BFMTV BFMStory 1 6 0.63 5 4.52 0.78 6 7.17
BFMTV BFMStory 2 18 0.50 18 18.17 0.61 24 21.44
BFMTV BFMStory 3 10 0.57 11 6.42 0.63 11 4.51
BFMTV BFMStory 4 6 0.62 7 1.78 0.65 7 1.69
BFMTV CultureEtVous 1 5 0.77 2 18.57 0.82 3 20.35
BFMTV CultureEtVous 2 6 0.81 3 13.79 0.73 5 17.42
BFMTV CultureEtVous 3 16 0.77 4 30.31 0.77 6 55.28
BFMTV CultureEtVous 4 9 0.83 4 39.64 0.89 14 30.56
BFMTV CultureEtVous 5 6 0.77 4 38.63 0.75 4 33.24
BFMTV CultureEtVous 6 12 0.76 4 25.74 0.85 4 22.68
BFMTV CultureEtVous 7 14 0.77 4 29.73 0.82 4 26.48
LCP CaVousRegarde 1 7 0.69 4 9.61 0.79 5 12.05
LCP CaVousRegarde 2 5 0.63 4 3.11 0.73 4 2.60
LCP CaVousRegarde 3 5 0.69 9 19.58 0.74 7 19.31
LCP EntreLesLignes 1 5 0.63 11 10.08 0.50 19 19.64
LCP EntreLesLignes 2 5 0.68 5 3.41 0.75 4 9.27
LCP EntreLesLignes 3 5 0.77 3 15.39 0.76 3 15.00
LCP LCPInfo13h30 1 16 0.52 15 10.07 0.65 13 10.42
LCP LCPInfo13h30 2 12 0.53 11 15.26 0.56 22 11.40
LCP LCPInfo13h30 3 10 0.57 6 13.76 0.57 17 13.59
LCP PileEtFace 1 3 0.77 2 12.28 0.76 4 10.32
LCP PileEtFace 2 3 0.74 3 7.15 0.77 2 8.28
LCP PileEtFace 3 3 0.70 5 8.22 0.73 4 8.82
LCP PileEtFace 4 3 0.63 6 2.94 0.77 3 1.35
LCP PileEtFace 5 3 0.74 2 4.98 0.50 4 3.67
LCP TopQuestions 1 8 0.63 8 1.60 0.63 9 1.01
LCP TopQuestions 2 5 0.72 4 2.89 0.77 4 2.36
LCP TopQuestions 3 6 0.66 5 2.79 0.64 7 4.30

Overall - - - 9.57 - - 10.20

does not reach that of the optimum clustering of the baseline system manually
selected(5.63% absolute higher).

In order to demonstrate the dependence of threshold θ on the show, additional
results are provided in table 2. Here, DER is shown for the optimum value of
θ for each show. Obtained results are quite similar to the ones of the baseline
system with optimum clustering manually selected. The reading of these results
could be twofold. On one hand, the technique presents a lack of robustness
since the number of iterations and threshold must be tuned for each input audio
file. On the other hand, even if the threshold is not tuned in a per-show basis,
the proposed adaptation of the ILP clustering outperforms the baseline system
stopping criterion.
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5 Conclusions and Future Work

This work focuses on the exploration of alternative methods to the stopping
criterion of the binary key speaker diarization approach presented in [2]. The
recently presented global framework for speaker clustering is a candidate to
solve this drawback, as the technique implicitly estimates the optimum number
of clusters. As this approach needs an input clustering as pure as possible, an
analysis of cluster purity of the binary key AHC approach was carried out in
order to select the optimum clustering in terms of purity. Then, the original ILP
framework was adapted to our needs by replacing the i-vector with the binary
key and was tested and compared with the baseline system on the REPERE
phase 1 test database. Experiment results show an improvement of performance
with respect to the baseline system, but also present some robustness issues
according to the audio file being processed. It is thought that an in-depth analysis
of the relation between system parameters (number of previous AHC iterations,
threshold) and audio nature (audio length, number of speakers) could lead to
some guidelines in order to tune system parameters for optimizing the system
to the input audio. Finally, DER rates are still high and applying some kind of
channel compensation could help to improve performance.
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Abstract. Speaker recognition relays on models that need a large
amount of labeled development data. This models are successful in tasks
like NIST SRE where sufficient data is available. However, in real ap-
plications, we usually do not have so much data and the speaker labels
are unknown. We used a variational Bayes procedure to train PLDA on
unlabeled data. The method consisted in a generative model where both
the unknown labels and the model parameters are latent variables. We
experimented on unlabeled NIST SRE data. The trained models were
evaluated on NIST SRE10. Compared to cosine distance, unsupervised
PLDA improved EER by 28% and minimum DCF by 36%.

Keywords: speaker recognition, PLDA, unsupervised training, varia-
tional Bayes, AHC.

1 Introduction

The i-vector approach provides a method to map a speech utterance to a low
dimensional fixed length vector while retaining the speaker identity [1]. We can
model the i-vector distributions with advanced techniques like probabilistic linear
discriminant analysis (PLDA). PLDA is a generative model that decomposes i-
vectors into a speaker specific part and a channel noise. PLDA models need to
be trained on labeled databases with large number of speakers and sessions per
speaker. Unfortunately, in most applications data is scarce and, in many cases,
labels are unknown. We intend to train PLDA in this latter case.

There are previous works that intended to reduce dataset shift to be able to
use the same PLDA model in different domains. i-Vector length normalization
makes the distributions of different datasets closer. For example, between NIST
datasets [2] or between different languages [3]. Bayesian evaluation of likelihood
ratios also helps with dataset shift, because the predictive distributions that
result, if the amount of training data is small, are heavy-tailed [4, 5].

We presented a variational Bayes (VB) method to adapt a full-rank PLDA
model from one domain to another with scarce development data [6], where

∗ This work has been supported by the Spanish Government and the European Union
(FEDER) through projects TIN2011-28169-C05-02 and INNPACTO IPT-2011-1696-
390000.
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Fig. 1. BN for unsupervised SPLDA

speaker labels were known. Our method was compared with others–parameter or
objective function weighting– in the context of the Domain adaptation challenge
proposed in the 2013 JHU workshop on speaker recognition1 [7].

The adaptation challenge also promoted adapting models using unlabeled
data. We adapted a simplified PLDA model from Switchboard data to NIST
SRE [8]. The speaker labels and model parameters were hidden variables whose
posterior distributions were iteratively estimated by a VB procedure. In this
paper, we intend to evaluate if this procedure is useful to train PLDA from
scratch, instead of doing model adaptation. That is, we will not use any labeled
data.

Recently, more works about unsupervised adaptation have appeared in re-
lation with the challenge. In [9], agglomerative hierarchical clustering (AHC)
is used to obtain the speaker labels of the development set. The clustering
is based on the pair-wise scores between i-vectors, computed with an out-of-
domain PLDA model. A threshold on the scores, which are unsupervisedly cal-
ibrated [10], stops the cluster merging. In [11], several clustering methods were
compared (AHC, Markov, infomap). Another approach consists in adding a term
accounting for dataset shift to the PLDA model. We can find several flavors of
this method [12, 13].

2 Unsupervised SPLDA

2.1 Model Description

Simplified probabilistic linear discriminant analysis (SPLDA) is a linear gener-
ative model that assumes that an i-vector φj of speaker i can be written as:

φj = μ+Vyi + εj (1)

where μ is a speaker independent term, V is a low rank eigenvoices matrix, yi

is the speaker factor vector, and εj is the within class variability term. We put a
standard normal prior on yi and normal with zero mean and precision W on εj .

1 http://www.clsp.jhu.edu/workshops/archive/ws13-summer-workshop/

groups/spk-13/

http://www.clsp.jhu.edu/workshops/archive/ws13-summer-workshop/groups/spk-13/
http://www.clsp.jhu.edu/workshops/archive/ws13-summer-workshop/groups/spk-13/
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Figure 1 depicts the Bayesian network of this model where the labels θ of the
training data are hidden. θ partitions N i-vectors into M speakers. θj is a latent
variable comprising a 1–of–M binary vector with elements θji with i = 1, . . . ,M .
Note that the distribution of each speaker is assumed to be Gaussian with mean
μ + Vyi and precision W. The set of all the speakers forms a GMM where θ
corresponds to the component occupations. The conditional distribution of θ
given the mixture weights πθ is

P (θ|πθ) =

N∏

j=1

M∏

i=1

π
θji
θi

. (2)

We put a Dirichlet prior on the weights:

P (πθ|τ0) = Dir(πθ|τ0) = C(τ0)
M∏

i=1

πτ0−1
θi

(3)

where, by symmetry, we choose the same τ0 for all the components, C(τ0) is the
normalization constant,

C(τ0) =
Γ(Mτ0)

Γ(τ0)M
(4)

and Γ is the Gamma function.

2.2 Model Priors

We chose the model priors based on Bishop’s paper about VB PPCA [14]. We
introduced a hierarchical prior P (V|α) over V through a conditional Gaussian
distribution of the form:

P (V|α) =
ny∏

q=1

(αq

2π

)d/2

exp

(
−1

2
αqv

T
q vq

)
(5)

where vq are the columns of V and ny is the speaker factors dimension. Each αq

controls the inverse variance of the corresponding vq. If a particular αq has a pos-
terior distribution concentrated at large values, the corresponding vq will tend
to be small, and that direction of the latent space will be effectively ”switched
off”.

We defined a prior for α:

P (α) =

ny∏

q=1

G (αq|aα, bα) (6)

where G denotes the Gamma distribution.
We placed a Gaussian prior for the mean μ:

P (μ) = N (
μ|μ0, β

−1I
)
. (7)

Low values of aα, bα and β make the priors less informative and vice versa.
Finally, we put informative Wishart priors on W,

P (W) = W (W|Ψ0, ν0) . (8)
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2.3 Variational Bayes with Deterministic Annealing

We approximated the joint posterior of the latent variables by a factorized dis-
tribution of the form:

P (Y, θ, πθ , μ,V,W, α|Φ) ≈ q (Y) q (θ) q (πθ)

d∏

r=1

q (ṽ′
r) q (W) q (α) (9)

where ṽ′
r is a column vector containing the rth row of Ṽ = [V μ]. If W were

diagonal the factorization
∏d

r=1 q (ṽ
′
r) would not be necessary because it would

arise naturally. However, for full W, we have to force the factorization to make
the problem tractable.

We computed these factors by using Variational Bayes [15] with deterministic
annealing (DA) [16]. The formula to update a factor qj is

ln q∗j (Zj) = Ei�=j [κ lnP (Φ,Z)] + const (10)

where Z abbreviates the set of all hidden variables, Zj are the hidden variables
corresponding to the jth factor, and κ is the annealing factor; expectations are
taken with respect to all the factors i �= j. We could prove that Equation (10)
optimizes the VB lower bound

L = E [lnP (Φ,Z)]− E [ln q (Z))] = lnP (Φ)−KL(q (Z) ||P (Z|Φ)) (11)

where expectations are taken with respect to the variational posterior q (Z). L is
an approximation of the marginal likelihood of the data lnP (Φ), which becomes
equality when approximated posterior is equal to the true posterior. Annealing
modifies the VB objective in a way that helps to avoid local maxima. We must
set κ < 1 at the beginning and increase it in each iteration until κ = 1. The full
VB equations can be found in our report [17].

2.4 Initialization with AHC

The speaker labels were initialized with Agglomerative hierarchichal clustering
(AHC) [18]. AHC is a greedy bottom-up approach. Initially, each i-vector is
its own cluster and, then, clusters are progressively merged using a similarity
criterion–We used cosine distance. Thus, we started with the pair-wise score
matrix between all the development i-vectors. Then, to merge two clusters, A
and B, we tried tree linkage criteria: average, complete and single. The linkage
criterion determines the similarity between the clusters A and B, s(A,B), as a
function of the pair-wise scores between their elements s(a, b). Thus,

savg(A,B) =
1

|A||B|
∑

a∈A

∑

b∈B

s(a, b) (12)

scomplete(A,B) =min {s(a, b)|a ∈ A, b ∈ B} (13)

ssingle(A,B) =max {s(a, b)|a ∈ A, b ∈ B} . (14)
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2.5 Model Selection

To select the best model, i.e., the best number of speakers M ; we used the same
method that in our previous work [8]. We ran the AHC+VB algorithm several
times, each time hypothesizing a different M . We assumed that the best model is
the one that obtains the largest VB lower bound L(M). To fairly compare lower
bounds for different M , the Dirichlet prior on the speaker weights needs to be
such that the product Mτ0 is constant. To select the value of that constant, we
tried several values and chose the one that maximized the sum

∑
M L(M).

3 Experiments

3.1 Experimental Setup

We trained PLDA on an unlabeled version of NIST SRE04-08. The i-vectors
for this task were provided by the JHU HLT-COE in the 2013 JHU workshop
on speaker recognition [11]. The training data consisted of 33125 segments from
3789 speakers. To perform faster experiments, we also created a subset of 500
speakers. The adapted models were evaluated on the NIST SRE10 det5 (tel-tel)
extended condition.

The i-vectors were 600 dimensional. They were extracted using 20 MFCC +
Δ with short time mean and variance normalization. The UBM and i-vector
extractor were gender independent and used 2048 Gaussians. We applied cen-
tering, whitening and length normalization to the i-vectors [2]. The parameters
needed for centering and whitening were trained on all NIST SRE data since
speaker labels are not required.

The SPLDA models were gender independent with speaker factors of dimen-
sion ny = 400 when training with 500 speakers; and ny = 600 when training
with all the speakers. Given the results in our previous work [8], we put informa-
tive priors on the model parameters. Our priors were based on the average total
variance of the data s20–average across dimensions. From our previous work, we
assumed that the average variance of the speaker space was approximately 15%
of s20 and the channel variance was the remaining 85%. Thus, we computed s20
from the training data. Then, for α (prior of the inverse eigenvalues), we placed
a wide prior with mode 1/(0.15s20) by setting aα = 2 and bα = 0.15s20. For W,
we used a Wishart prior with expectation 1/(0.85s20)I by setting ν0 = 602 and
Ψ0 = 1/(0.85s20ν0)I. Note that, for the Wishart prior to be proper, we need
ν0 > d, this means that the prior will have an important influence on the poste-
rior unless we have a number of training segments N >> d. We set τ0 = 400/M .

The expectations of the model parameters given the VB posteriors were used
to compute the likelihood ratios of the evaluation set in the standard way.

3.2 Experiments Results

First, we focus on the results obtained by training the PLDA with 500 speakers.
Figure 2 plots the EER and VB lower bound against the number of hypothesized
speakers M . Each subfigure corresponds to one of the linkage criteria used in
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(a) Average linkage clustering.
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(b) Complete linkage clustering.

400 500 600 700 800 900 1000
4.5

5

5.5

6

6.5

7

7.5

8

Number of Speakers (M)

E
E

R
(%

)

 

 
EER
L.B.

5.78

5.7843

5.7886

5.7929

5.7971

5.8014

5.8057

5.81
x 10

6

Lo
w

er
 B

ou
nd

(c) Single linkage clustering.

Fig. 2. EER(%)/L against the number of hypothesized speakers for different initial-
ization methods and using a subset of 500 development speakers
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(a) Average linkage clustering.
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(b) Complete linkage clustering.

Fig. 3. EER(%)/L against the number of hypothesized speakers for different initial-
ization methods and using all the development speakers

the AHC initialization. The left y-axes show the scale of the EER, and the right
y-axes show the scale of the lower bound. The horizontal dashed line indicates
the baseline–cosine similarity– and the vertical dashed line indicates the point
where L is maximum. Regarding the detection of the number of speakers in
the development set, average and complete linkage criteria had their L maxima
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Table 1. EER(%)/MinDCF for different initialization of the VB. The table blocks
correspond to training 500 or all the speakers.

M Actual M Max L
EER(%) MinDCF M L × 10−6 EER(%) MinDCF M L × 10−6

Baseline (Cosine) 5.96 0.66 - - 5.96 0.66 - -

Oracle labels 3.02 0.50 500 - 3.02 0.50 500 -
VB average link 4.96 0.58 500 5.8060 5.00 0.58 508 5.8066
VB complete link 5.16 0.60 500 5.8048 5.35 0.61 520 5.8054
VB single link 7.61 0.77 500 5.7830 5.37 0.61 925 5.7987

Oracle labels 2.19 0.42 3789 - 2.19 0.42 3789 -
VB average link 3.14 0.44 3789 36.977 4.53 0.47 7000 37.036
VB complete link 3.67 0.46 3789 37.014 4.25 0.47 5500 37.041

close to the actual value. In contrast, single linkage almost doubled the speakers.
Nevertheless, the maximum L was a good criterion to select a model with low
EER for the three cases. For average and complete linkage, it selected the point
of minimum EER. For complete linkage it did not choose the minimum EER but
a point quite near of it. In the three cases, it significantly improved the baseline.

Table 1 compares EER and minimum DCF for multiple cases. The table also
shows the number of speakers and the L obtained in each case. The table has
two column blocks. The left block shows results for the model corresponding to
the actual M ; and the right block to the model that maximizes L. The upper
block of rows correspond to the development set of 500 speakers. Average linkage
obtained the lowest EER and DCF for both model selection methods (M actual
and max. L). Also for both methods average linkage obtained the highest L, so
we can use L to choose the best initialization. The Max L model improved the
baseline by 16% and 12% in terms of EER and DCF. With respect to training
with oracle labels, we still have a margin of improvement of 39% and 14% re-
spectively. Single linkage was the worst initialization method so we discarded it
for the following experiments.

Figure 3 plots EER and L against M when training with all the development
speakers (3789). In this case, L was maximum for M much higher than its actual
value–almost twice for average linkage. The reason is that, when we increase
the number of speakers, we increase the probability of finding speakers with
overlapping i-vector distributions and clustering becomes harder. Despite of that,
the selected models outperformed the baseline. Average linkage obtained the best
EER and DCF for the models with oracle M but complete linkage was better for
the model maximizing L. L was also higher for complete linkage. With respect to
the baseline, EER improved by 28.7% and DCF by 36.4%. With respect to oracle
model selection, we have a margin for improvement of 26% and 6% respectively;
and with respect to oracle labels, margins of 48.5% and 10%. We can see that
those margins are still very high. As we increase the amount of data, the margin
between the unsupervised and supervised models also increases. As clustering
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becomes harder, there is a point where increasing the amount of unsupervised
data is not beneficial.

4 Conclusions

We presented a method to train SPLDA models with unsupervised labels. We
designed a generative model where labels and model parameters are hidden
variables that are updated iteratively with a variational Bayes procedure. The
speaker labels were initialized using AHC with different linkage criteria. The best
criteria were average and complete linkage. The VB procedure was run several
times, each time hypothesizing a different number of development speakers. We
selected the model that maximized the VB lower bound.

We experimented training on unlabeled NIST SRE04-08 data. We evaluated
the resulting model on the NIST SRE10 det5 condition. For training with 500
speakers, the algorithm was able to select almost the best model. Compared to
cosine distance, EER improved by 16% and minimum DCF by 16%. For training
with 3789 speakers, clustering becomes harder and we did not selected the best
model. However, EER improved by 28% and DCF by 36%. Despite that these
gains were significant, there is still a large margin of improvement to match the
results of supervised training.
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Abstract. Convolutional deep neural networks (CDNNs) have been suc-
cessfully applied to different tasks within the machine learning field, and,
in particular, to speech, speaker and language recognition. In this work,
we have applied them to pair-wise language recognition tasks. The pro-
posed systems have been evaluated on challenging pairs of languages
from NIST LRE’09 dataset. Results have been compared with two spec-
tral systems based on Factor Analysis and Total Variability (i-vector)
strategies, respectively. Moreover, a simple fusion of the developed ap-
proaches and the reference systems has been performed. Some individual
and fusion systems outperform the reference systems, obtaining ∼ 17%
of relative improvement in terms of minCDET for one of the challenging
pairs.

Keywords: Convolutional networks, CDNNs, pair-wise language recog-
nition.

1 Introduction

Deep Neural Networks (DNNs) are a new paradigm within machine learning.
They have shown to be successful in many tasks such as acoustic modelling
[16,7,12,8] or speaker recognition [10,4].

Considering this, our work is focused on a related problem: the automatic
language recognition (or Spoken Language Recognition, SLR) task. This problem
has been addressed for many years by NIST Language Recognition Evaluations
(LRE). Many of the state-of-the-art approaches to this problem are based on
acoustic systems. For instance, GMM-based systems where a session variability
compensation scheme via Factor Analysis (FA) is applied [6], and, also, i-vector
approaches that have been proved to be successful to deal with the SLR task
[18].

However, new approaches to the problem of SLR based on DNNs have been
recently published [15,13]. We propose the use of convolutional deep neural net-
works (CDNNs), which is a less demanding approach in terms of memory and
computational resources than the one proposed in [15]. Moreover, we have ap-
plied them to the pair-wise language recognition task, which has been one of

J.L. Navarro Mesa et al. (Eds.): IberSPEECH 2014, LNAI 8854, pp. 79–88, 2014.
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Fig. 1. Representation of architecture used in the experimental part of this work with
three hidden layers of 20, 50 and 30 filters respectively (Model 1 ). The other model
used (Model 2 ) has the same structure but with 12 filters in each layer.

the tasks proposed by NIST in their Language Recognition Evaluations (LRE).
Besides, unlike [13], our proposal is based on the use of CDNNs as a complete
system that is directly fed with filter-bank outputs. Figure 1 shows an example
of structure used in the experimental part of this work.

The rest of this paper is organized as follows. In Section 2, the proposed
system based on CDNNs is described. The reference systems are presented in
Section 3 and the database and experimental framework used are exposed in
Section 4. Finally, Sections 5 and 6 present the results and conclusions of this
work.

2 Convolutional DNNs for Language Recognition

2.1 Convolutional DNNs Architecture

The proposal of this work is to develop a system based on convolutional networks
applied to the problem of pairwise language recognition.

CDNNs are models based on the structure of the visual system and are com-
posed of two kinds of layers: convolutional layers and subsampling layers [11].
The first ones act as a feature extractor where each unit is connected to a lo-
cal subset of units in the layer below. Some units that are related because of
their location share their parameters, allowing the network to extract the same
features from different locations in the input. This also decreases the amount of
parameters to tune. Subsampling layers reduce the size of the representations
obtained by convolutional layers by applying a subsampling operation, and mak-
ing the network, in some way, invariant to small translations and rotations [1].
Moreover, convolutional nets can be trained as a classic feedforward network,
by using, for instance, supervised learning based on gradient descent algorithms
[11].

All these features make them be easier to train and cheaper in terms of re-
sources than other approaches within the deep learning paradigm. Then, we have
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used them as a complete system to perform pair language recognition. In par-
ticular, they have been trained in a supervised way to discriminate between two
languages, which are considered challenging pairs due to their similarities. The
database used has been a subset of the one provided by NIST in the LRE’09.

2.2 Proposed System: CDNN-Based System

The details of the CDNN-based system are as follows. The input of the network
consists of a 2-dimensional time-frequency representation of the speech signal.
In our case, 23 Mel-scale filter-bank outputs have been used to feed the network
for each segment of 3 seconds of speech, normalized to have zero mean and
unit variance for each coefficient over the whole training set. Those 3 seconds
correspond with 300 frames, since windows of 20 ms of duration have been
applied with 10 ms of overlap. Moreover, in order to suppress silences, a voice
activity detector based on energy has been used. This last filtering process makes
test segments contain less than 3 seconds of actual speech, which was a problem
since the network input dimensions were fixed. It was solved by applying a right
padding by using the first frames of the segment to fit this requirement.

Depending on the configuration of the network, two different models have
been considered. Both of them have 3 hidden convolutional-maxpooling layers.
Each of these layers are composed of two stages: 1) computation of the activation
for each hidden unit in each feature map by convolving the input with a linear
filter (weights), adding a bias term and applying the non-linear transformation
tanh (h = tanh(W ∗x+b)); and 2) application of a sub-sampling phase based on
partitioning the input into non-overlapping regions and choosing the maximum
activation of each region. For both models, the shape of the linear filters is 5× 5
for the first two hidden layers, and 2× 2 for the third one. Regarding the max-
pooling regions, they have a shape of 2 × 2 in the first two hidden layers, and
1 × 71 in the third one in order to have a single value as output of the last
hidden layer. Then, the difference between the two mentioned models relies on
the number of filters or feature maps considered for each hidden layer, which
is related to the idea of how many different features want to be extracted in
each layer. The first model (Model 1 ) has 12 filters in each layer and the second
one (Model 2 ), has 20, 50 and 30 in each of the three mentioned hidden layers,
respectively. All this information is summarized in Table 1.
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Table 1. Configuration parameters for the developed models

Conf. Parameter Model 1 Model 2

# Layers 3 3
# Filters/layer [12, 12, 12] [20, 50, 30]
Filter shapes [(5, 5), (5, 5), (2, 2)] [(5, 5), (5, 5), (2, 2)]
Pool shapes [(2, 2), (2, 2), (1, 71)] [(2, 2), (2, 2), (1, 71)]

As far as the output layer is concerned, it consists of a fully-connected layer
that computes a softmax function according to the following expression:

P (Y = i|x,W, b) = softmaxi(Wx+ b) =
eWix+bi

∑
j e

Wjx+bj

where i is a certain class, and W and b are the parameters of the model (weights
and bias, respectively).

The output value is considered as a score or likelihood measure of belonging
to a certain language, between the two languages involved, since the performed
experiments are based on language-pairs. The final score for a test segment is
computed as the difference between the logarithms of each likelihood.

Regarding the training of the network, the algorithm that has been used is
the stochastic gradient descent algorithm with a learning rate of 0.1 and based
on minibatches of 500 samples each one. The cost function that the algorithm
tries to optimize (minimize in this case) is the negative log-likelihood, defined
as follows:

NLL(θ,D) = −
|D|∑

i=1

logP (Y = y(i)|x(i), θ)

where D is the dataset, θ represents the parameters of the model (θ = W, b,
weights and bias respectively), x(i) is an example, y(i) is the label corresponding
to example x(i), and P is defined as the output of the softmax function defined
above.

Also, an “early stopping” technique has been used during the training in order
to avoid the overfiting problem, so the performance of the model is evaluated
in a validation set, and if the improvements over that set are not considered
relevant, the training stops.

All this development has been done by using Python and, specifically, Theano
[2], following the ideas of [14].

3 Reference Systems: FA-GMM and i-Vector

In order to have a baseline to compare with, two different systems have been
taken as reference and have been evaluated on the same datasets that the pro-
posed method based on CDNNs.
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The first one consists of a Factor Analysis GMM Linear Scoring (FA-GMM-
LS) [6], which is a GMM system with linear scoring and session variability com-
pensation applied in the statistic domain. The speech signal is represented by
a parameterization consisting of seven MFCCs with CMN-Rasta-Warping con-
catenated to 7-1-3-7 SDC-MFCCs. Two Universal Background Models (UBMs)
with 1024 Gaussian components were trained. One of them (UBMCTS) was
trained with Conversational Telephone Speech (hereafter, CTS). The other one
(UBMV OA) was train with data from VOA (Voice of America radio broad-
casts through Internet), provided by NIST. Thereby, two different systems were
developed, one for each UBM. Two session variability subspaces matrices were
obtained (UCTS and UV OA). The subspaces were initialized with PCA (Principal
Component Analysis) based on [9,20], taking into account just top-50 eigenchan-
nels, and trained by using the EM algorithm.

The second reference system, the i-vector system, is based on GMMs where
a Total Variability modeling strategy [3] is employed in order to model both
language and session variability. Unlike FA, a total space represented by a low-
rank T matrix jointly includes language and session variability. Moreover, a
session variability compensation stage is applied directly to the low dimensional
space driven by T by means of Linear Discriminant Analysis (LDA) and Within-
Class Covariance Normalization (WCCN) [5].

The speech signal is represented as in the first reference system and the T
matrix has been trained with CTS and broadcast data as well.

Both systems output a score for each test segment computed as the difference
between the scores given for each of the two language models involved in each
pair.

Moreover, as scores from reference and CDNN-based systems are in the same
domain (real numbers), a simple sum fusion has been performed.

4 Database and Experimental Protocol

4.1 Database Description

The database used to perform the experiments has been that provided by NIST
in LRE’09 [17].

LRE’09 database includes data coming from different audio sources: conversa-
tional telephone speech (CTS), used in previous evaluations, and broadcast data
that contain telephone and non-telephone speech. That broadcast data consist of
two corpora from past Voice of America (VOA) broadcast in multiple languages
(VOA2 and VOA3). Some language labels of VOA2 might be erroneous since
they have not been audited. More details can be found in [17].

Regarding evaluation data, segments of 3, 10 and 30 second of duration from
CTS and broadcast speech data are available to test the developed systems.
However, the experiments shown in this paper are only based on segments of 3
seconds (short duration).

We have selected five challenging pairs of languages for the experiments of this
work: Bosnian-Croatian (BC), Farsi-Dari (FD), Hindi-Urdu (HU), Portuguese-
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Table 2. Amount of data used for the experiments per language (in hours)

Amount of data (# Hours)
Training Validation Test

Bosnian 12.27 5.26 0.28
Croatian 9.16 3.92 0.29
Dari 25 10.72 1.07
Farsi 25 10.72 0.28
Hindi 25.9 11.10 0.51
Portuguese 11.79 5.05 0.32
Russian 20.27 8.69 0.66
Spanish 13.85 5.94 0.31
Ukrainian 15.89 6.81 0.31
Urdu 26.63 11.41 0.29

Spanish (PS) and Russian-Ukrainian (RU). These pairs are among the proposed
tasks of the language-pair evaluation in the NIST LRE’09, since they are con-
sidered of particular interest due to their similarities. Indeed, all of them except
Portuguese-Spanish are considered mutually intelligible.

The available datasets have been split into three separate subsets: training,
validation and test. The first two datasets includes just broadcast data (VOA2
and VOA3) from the development data provided by NIST LRE’09. However,
test segments come from CTS and VOA datasets and are the actual evaluation
data of NIST LRE’09. The amount of data (in hours) per language used in the
experiments is shown in Table 2.

4.2 Performance Evaluation

The performance of the systems has been evaluated according to the cost measure
(CDET ) defined in the NIST LRE’09 evaluation plan [17]. This measure takes
into account the false alarm and false rejection probabilities and the cost of a
bad classification of the segment of speech. As this measure shows the cost with
the optimal threshold, it corresponds with the minimum cost operating point,
so we will refer to it as minCDET [19].

Furthermore, DET curves have been used in order to evaluate the performance
of the systems in different operating points. In the legend of the DET curves
shown in Section 5 the EER (in %) is also shown.

Apart from the performance evaluation of the individual systems considered
in this work, the performance of fusion systems has been also included. Those
fusion schemes consist of a score level fusion where both mentioned reference
systems (FA-GMM and i-vector) and the corresponding CDNN-based model are
involved. A simple sum of the scores output by each system involved in the fusion
scheme has been used to obtain the final score for a certain segment of speech.
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Table 3. Performance of individual (left) and fusion (right) systems (minCDET ×100)

Individual Systems Fusion Systems
Reference CDNNs Ref. Systems + Ref. Systems +

FA-GMM i-vector Model1 Model 2 Model1 Model 2

BC 34.45 37.24 34.89 37.76 32.13 35.48
FD 33.81 45.51 49.92 49.88 49.46 49.79
HU 43.30 41.93 36.09 37.72 35.16 36.90
PS 11.51 9.15 17.08 14.71 10.07 9.53
RU 35.29 35.06 45.69 44.53 41.72 42.50

5 Results

The experiments shown in this paper are based on the five challenging language
pairs mentioned in Section 4.1. For each of these pairs, two different models
(according to the configurations shown in Table 1) and the two reference sys-
tems described in Section 3 have been evaluated on the same test samples. Fur-
thermore, the amount of data used for training the CDNN-based system (see
Table 2) is approximately the same that the used for training the reference
systems, although some languages datasets have been reduced in order not to
have big differences between the datasets of the two languages involved in each
experiment.

The performance of each individual system can be seen in the left side of
Table 3. According to the results, CDNN-based models outperform the best
reference systems in the case of Hindi-Urdu, with a relative improvement of
∼14% in minCDET . As it is shown in the right side of Table 3, by performing a
simple sum-fusion of the reference systems and the CDNNs systems, the relative
improvement yields up to ∼ 17% for the Hindi-Urdu pair. For the Bosnian-
Croatian experiment, the fusion system gives ∼ 7% of relative improvement,
and the performances of all individual systems are pretty similar for this pair.

By way of contrast, the models obtained for the language-pairs Farsi-Dari,
Portuguese-Spanish and Russian-Ukrainian, even the fusion ones, give worse
results than those yielded by the reference systems. Possible reasons might be
that the configuration parameters used are not adequate for the available data
or that the development dataset has not been adequately selected (with little
variability among utterances).

Regarding the comparison between the two CDNN-models, although Model 2
has more filters (feature maps) and, thereby, its capability to extract a better
abstract representation of the input signal is bigger, just in three pairs it gives
better results than Model 1. This might be caused by a lack of data or variability
within them that leads to the problem of overfitting. More evidence of occurrence
of that problem is that we have observed a big gap between validation and test
errors.

Finally, Figure 2 shows the DET curves obtained for each language-pair ac-
cording to the performance of both reference systems, the best CDNN system
and the best fusion model. As it was observed with the minCDET performance
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Fig. 2. DET curves corresponding to reference systems, the best CDNN system and
the best fusion according to the EER for each language pair. The EER (in %) is shown
in brackets.
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measure, our individual approach outperforms the reference systems in the ex-
periments with Hindi-Urdu, and the fusion one, in the Bosnian-Croatian pair.
Relative improvements and general behaviour or the systems are similar to the
one observed with minCDET measure.

6 Conclusions

Considering recent work, CDNNs can be considered a powerful tool to be applied
to SLR tasks with a tractable amount of data. It can be considered one of the
less costly approaches within the deep learning paradigm.

In this work, we have applied them to the problem of language-pair recog-
nition. The proposed systems have been trained to discriminate between two
languages, which are considered challenging due to their similarities. Results
have been compared with the ones obtained from two spectral systems.

The proposed models manage to outperform the reference systems in two out
of the five pairs considered. It should be pointed out that the test utterances
have a duration of just 3 seconds of speech. Moreover, the CDNN systems are
fed with the Mel-Filter bank outputs in blocks of 3 seconds. However, this can be
considered an exploratory work and more configurations and different treatment
of data should be studied.
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Abstract. An effective global impostor selection method is proposed in
this paper for discriminative Deep Belief Networks (DBN) in the context
of a multi-session i-vector based speaker recognition. The proposed
method is an iterative process in which in each iteration the whole
impostor i-vector dataset is divided randomly into two subsets. The
impostors in one subset which are closer to each impostor in another
subset are selected and impostor frequencies are computed. At the
end, those impostors with higher frequencies will be the global selected
ones. They are then clustered and the centroids are considered as the
final impostors for the DBN speaker models. The advantage of the
proposed method is that in contrary to other similar approaches, only
the background i-vector dataset is employed. The experimental results
are performed on the NIST 2014 i-vector challenge dataset and it is
shown that the proposed selection method improves the performance
of the DBN-based system in terms of minDCF by 7% and the whole
system outperforms the baseline in the challenge by more than 22%
relative improvement.

Index Terms: Speaker Recognition, Deep Belief Network, Impostor
Selection, NIST i-vector challenge.

1 Introduction

Speaker recognition based on identity vectors (i-vector) [1] is widely accepted as
the state-of-the-art in this field. To compensate undesired speaker and session
variabilities, i-vectors are further post-processed with some techniques [1][2][3][4].
A common and successful paradigm for multi-session speaker recognition is based
on i-vector and Probabilistic Linear Discriminant Analysis (PLDA) in which a
combination of different sessions will be carried out either in the i-vector or score
level [5][6] [7]. In the i-vector level, the available i-vectors per each target speaker
are averaged and the resulting i-vector is compared with the test i-vectors. On
the other hand, in the score level combination, each i-vector belonging to the
given target speaker is compared separately with the test i-vectors and then
obtained scores are combined.

To encourage research groups to deal with new challenges, the National Insti-
tute of Standard and Technologies (NIST) organizes from time to time speaker
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recognition evaluations and the participating sites present their results in the
Speaker Odyssey Workshop. The most recent challenge is planned for modeling
i-vectors in a multi-session enrollment task [8]. A large amount of unlabeled i-
vectors are given as a development set and participating sites are not allowed to
use their own data set to develop the systems. Thus the supervised variability
compensation techniques like Within-Class Covariance Normalization (WCCN),
Linear Discriminant Analysis (LDA), or the most effective one (PLDA) cannot
be used easily in this challenge as they need speaker labels. Moreover, i-vectors
are extracted from speech utterances with different durations which it makes the
challenge more difficult.

Most of participating sites tried to develope some automatic speaker classifiers
on the development i-vectors to label data and then to use supervised learning
approaches [9] [10][11][12]. Some of them also tried to solve the unmatch con-
dition between train and test i-vectors from the speech duration point of view
[11][10] . We proposed a Deep Belief Network (DBN) based system [13] in which
we could achieve notable results in comparison to the baseline and other individ-
ual systems [9][10] [11][12] without using the speech duration information or any
automatic labeling technique. In this paper we propose a new global impostor
selection method which achieves similar results as in [13], in the context of our
DBN-based system, by using only the background dataset. Using just the back-
ground dataset is actually the advantage of the proposed method in comparison
to other similar ones [14][15][16][13], as they use also the training dataset as a
part of the selection method.

In our DBN-based system we take the advantage of unsupervised learning to
model a global DBN to be used in an adaptation process and the advantage of
supervised learning to model each target speaker discriminatively. As more than
one i-vector sample are available per each target speaker in this case and each of
them may be recorded from different session, DBNs will capture more speaker
and session variabilities from the input data and will work better than in the
single session task [16].

2 i-Vector Extraction

This section gives a brief overview on the i-vector framework developed in [1].
Given the centralized Baum-Welch statistics from all available speech utterances,
the low rank total variability matrix (T) is trained in an iterative process. The
training process assumes that an utterance can be represented by the Gaussian
Mixture Model (GMM) mean supervector,

m = mu +Tω (1)

where mu is the speaker- and session-independent mean supervector from the
Universal Background Model (UBM), and ω is a low rank vector referred to as
the identity vector or i-vector. The supervector m is assumed to be normally
distributed with the mean mu and the covariance TTt, and the i-vectors have
a standard normal distribution N (0, 1). More details can be found in [1].
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3 Deep Belief Networks

DBNs are originally probabilistic generative networks with multiple layers of
stochastic hidden units above a layer of visible variables. There is an efficient
greedy layer-wise algorithm for learning DBNs [17]. The algorithm treats every
two adjacent layers as an RBM (Figs. 1a and 2a). The output of each RBM is
considered as the input to its above RBM. RBMs are constructed from a layer
of binary stochastic hidden units and a layer of stochastic visible units (Fig. 1a).

Training an RBM is based on an approximated version of the Contrastive
Divergence (CD) algorithm [18][17] which consists of three steps (Fig. 1b). At
first, hidden states (h) are computed given visible states (v), then given h, v
is reconstructed, and in the third step h is updated given the reconstructed v.
Finally, the change of connection weights is given as follows,

Δwij ≈ −α (〈vihj〉data − 〈vihj〉recon) (2)

where α is the learning rate, wij represents the weight between the visible unit
i and the hidden unit j, 〈.〉data and 〈.〉recon denote the expectations when the
hidden state values are driven respectively from the input visible data and the
reconstructed data. Actually, the training process tries to minimize the recon-
struction error between the actual input data and the reconstructed one. The
parameter updating process is iterated until the algorithm converges. Each iter-
ation is called an epoch. It is possible to perform the above parameter update
after processing each training example, but it is often more efficient to divide
the whole input data (batch) into smaller size batches (minibatch) and to do
the parameter update by an average over each minibatch. More theoretical and
practical details can be found in [18][17][19].

When the unsupervised learning is finished, by adding a label layer on top
of the network and doing a supervised backpropagation training, it can be con-
verted to a discriminative model (Fig. 2b). In other words, the unsupervised
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learning can be considered as a pre-training for the supervised stage. It has been
shown [17] that this unsupervised pre-training can set the weights of the network
to be closer to a good solution than random initialization and, therefore, avoids
local minima when using supervised gradient descent.

4 i-Vector Modeling Using DBN

The main idea is to model discriminatively the target and impostor i-vectors by
a DBN structure. The structure which was proposed for the first time in a single
session enrollment task [16] and later in a multi-session one [13] will be used
also in this paper. In this section, we describe briefly the whole structure used,
and in the next section focus on the proposed impostor selection method which
is the main new contribution of this paper. As illustrated in Fig. 3, the DBN
structure is composed of three main parts namely balanced training, adaptation,
and fine-tuning.

Like other discriminative methods, DBNs need also balanced positive and
negative input data to achieve their best results. The balanced training part in
the block diagram (Fig. 3) tries to use the information of all available impostors
and decrease their population in a reasonable way. The decreasing is carried
out in two steps, selecting the most informative ones and clustering. In [16] and
[13] simple and effective selection methods are proposed. First, the n closest
impostors to each target speaker are chosen according to their cosine distances.
Then the closest impostors are accumulated over all target speakers and the k
top ranked impostors are selected according to the number of times they are
appeared in the accumulated set of impostors. In other words, the k impostors
which are statistically closer to all target speakers are selected by this method.
The selected impostors are clustered finally by the k-means algorithm using the
cosine distance criterion.

In the multi-session task where more than one positive sample are available
per each target speaker, we will choose the number of impostor cluster centroids
in each minibatch the same as the number of available positive samples to make
the training balanced. Hence, if the number of minibatches is set to three, for
instance, and the number of positive samples per each speaker is five, the total
number of impostor clusters will be 15. Actually, in each minibatch we will show
the network the same positive samples as in other minibatches but different
negative ones.

DBNs have the ability to be trained unsupervisingly [17][18] contrary to con-
ventional neural networks that need labeled data to be trained. Thus a global
model called Universal DBN (UDBN) [16] is trained by feeding many i-vectors
from development background data. The training is carried out layer by layer
using RBMs as described in section 3. UDBN parameters are adapted to the new
data of each speaker including both target and impostor samples obtained in the
balanced training part of Fig. 3. The adaptation is carried out by pre-training
each network initialized by the UDBN parameters. It is shown [16] that the
adaptation process outperforms both random and pre-training initializations.
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Fig. 3. Block-diagram of the DBN based speaker recognition system

Once the adaptation process is completed, a label layer is added on the top
of the network and the stochastic gradient descent backpropagation is carried
out as the fine-tuning process. The softmax will be the activation function of
the top label layer. To minimize the negative effect of using random numbers
used for initializing the top layer parameters, a pseudo pre-training process is
performed by only one layer error backpropagating for a few iterations before a
full backpropagation is carried out. If the input labels in the training phase are
chosen as (l1 = 1, l2 = 0) and (l1 = 0, l2 = 1) for target and impostor i-vectors
respectively, the final output score in the testing phase will be computed in a
Log Likelihood Ratio (LLR) form as follows,

LLR = log(o1)− log(o2) (3)

where (o1, o2) represents the outputs of the top layer. LLR computation helps
to gaussianize the true and false score distributions.

5 Global Impostor Selection

As it was mentioned in section 4, we need to decrease the number of impostors
in an effective way to provide a balanced training for DBNs. In [16] and [13] we
decreased the number of impostors in two steps, impostor selection and cluster-
ing. In this paper we will focus on the impostor selection step. A support vector
based method was proposed in [14] to select the most informative impostors for
the Support Vector Machine (SVM) speaker recognition. In that work, those im-
postors which are selected more frequently as the support vectors in the target
SVM models are shown to be more informative. In [15] the authors are extended
the method proposed in [14] by pooling the target dependent support vectors
and the global selected ones. In [16] and [13] we proposed a method in which
those impostors statistically close to all the target i-vectors are selected as the
final impostors. We used cosine distance criterion as a similarity measure in our
method. However, in all of these methods the target speakers play a main role
in the selection process.

The idea in this paper is to develop an impostor selection method which uses
only the development background data keeping the advantage of being global to
all the target speakers. The base of the proposed method will be the same as
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in [16] but we show that by substituting the target i-vectors with a randomly
selected subset of the background dataset we can keep the performance of the
selection method.

In the proposed algorithm, the whole background dataset B is divided ran-
domly into two subsets B1 and B2 where B1∪B2 = B, B1∩B2 = φ, |B1| � |B2|,
and |.| denotes the number of members in a set. Then each i-vector in subset B1

is compared with all i-vectors in subset B2 using cosine distance criterion. The
n i-vectors in B2 which are closest to each i-vector in B1 are selected. The num-
ber of times that each i-vector in B2 is selected will be referred to as impostor
frequency and is considered as a measure for the importance of that impostor
in the whole background dataset B. To make the process statistically more reli-
able, we repeat the whole process several times (100 times in our experiments)
and in each iteration we accumulate the impostor frequencies. We assume that
higher impostor frequencies correspond to higher importance of those impostors
in comparison to other ones in the background data. Thus we sort the impostor
frequencies descendingly at the end and select the first k ones as the final im-
postors. It is worth noting that since the diagram of the sorted frequencies will
be smooth enough due to the repetition of the selection process, we just select
the first k impostors with the higher frequencies. In this way, there will be no
need to use a threshold for selecting the impostors as it is proposed in [13].

The whole selection procedure can be summarized as follows.

1. Initialization
(a) t = 1
(b) fm = 0, 1 ≤ m ≤ M

2. Divide the background i-vector dataset B = {ωm, 1 ≤ m ≤ M} into B1 and
B2, where B1 = {νi, 1 ≤ i ≤ 1000}, B2 =

{
χj , 1 ≤ j ≤ M − 1000

}
, B1 ∪

B2 = B, and B1 ∩B2 = φ
3. For each νi ∈ B1

(a) Compute score
(
νi,χj

)
, 1 ≤ j ≤ M − 1000

(b) Select the n i-vectors χj with the highest scores
(c) Search for the corresponding indexes m of the selected i-vectors
(d) For the selected i-vectors fm ← fm + 1

4. t ← t+ 1
5. if t ≤ 100 go to 2
6. Sort fm, 1 ≤ m ≤ M descendingly
7. Select the first k i-vectors as the final impostors,

where score
(
νi,χj

)
is the cosine score between two i-vectors νi in set B1 and χj

in set B2. The values of 1,000 and 100 are set arbitrary for the size of B1 and the
number of iterations, respectively. The parameters n and k will be determined
experimentally in section 6.

6 Multi-session Experiments

The details of the database, the baseline and the DBN-based setups, and the
obtained results are given in this section.
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6.1 Baseline and Database

The experiments are carried out on the NIST 2014 i-vector challenge [8]. In this
challenge contrary to other previous NIST evaluations, i-vectors are provided in-
stead of speech signals. The i-vectors are computed from conventional telephone
speech recordings in the SRE 2004 to 2012. The durations of speech utterances
used to obtain i-vectors are different. They are sampled from a normal distri-
bution with a mean of 40 s. The length of each i-vector is 600. Three sets of
i-vectors are provided: unlabeled development, model, and test. The amounts
of i-vectors in each set are respectively 36,572, 6,530, and 9,634. The number
of target models is 1,306 and for each of them five i-vectors are available. Each
model will be scored against all the test i-vectors and, therefore, 12,582,004 tri-
als will be reported. Among all trials, 40% (progress subset) will be scored by
NIST as a feedback to develop the system and 60% (evaluation subset) will be
reserved for the final official evaluation. The performance is evaluated using a
new Decision Cost Function (DCF) defined by NIST [8],

DCF (t) = (#Miss(t)/#Targets) + 100× (#FalseAlarm(t)/#NonTargets) (4)

where t refers to the threshold for which the DCF is being computed. The min-
imum DCF obtained over all thresholds will be the official system score.

In the baseline system, average i-vectors obtained over the available i-vectors
for each target speaker are scored against all test i-vectors using cosine distance
classifier. However, before averaging and scoring some post-processing is carried
out on i-vectors. The global mean and covariance are computed using unlabeled
development data. All i-vectors are centered and whitened based on the global
mean and covariance. Then the resulting i-vectors are length normalized. Length
normalization is applied again on the average i-vectors obtained for each target
speaker.

6.2 DBN-Based Setup

As in [16] DBNs with only one hidden layer are explored in this paper. The
size of hidden layer is set to 400. Each minibatch will include five impostor
centroids and five target samples. The impostor centroids in each minibatch are
different than those in other ones, but they share the same target samples. The
number of minibatches is set to three and, therefore, we will have 15 impostor
centroids in total. The unlabeled development i-vectors provided by NIST are
used for impostor selection. UDBN is trained with the same development i-
vectors as in the impostor database. As the input i-vectors are real-valued normal
distributed, a Gaussian-Bernoulli RBM [19][20] is employed. The learning rate
(α), the number of epochs (NofE), and the minibatch size are set respectively
to 0.02, 50, and 100 for UDBN training. A fixed momentum of 0.9 and a weight
decay of 2× 10−4 are also considered.

The adaptation process is carried out with α = 0.03 and NofE=25. To decrease
the probability of overfitting during the adaptation, it is performed on each
minibatch separately and then the obtained network parameters are averaged.
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Fig. 4. Determination of the parameters n and k for the proposed global imposter
selection method (a) finding the rough values (b) keeping parameter k fixed and seting
parameter n

The softmax connection weights are initialized by N (0, 0.01) and pre-trained
with α = 1 and NofE=15 before the whole backpropagation is performed. The
momentum is started by 0.4 and is scaled up by 0.1 after each epoch (up to
0.9). The whole backpropagation is then carried out with α = 1, NofE=30, and
a fixed momentum of 0.9. The weight decay for both top layer pre-tarining and
the whole backpropagation is set to 0.0014.

6.3 Results

Figure 4a illustrates the variability of minDCF obtained by eq. 4 in terms of the
two parameters n and k defined in sec. 5. We have selected three rough values for
parameter n and have plotted the obtained minDCF values for different number
of selected global impostors. The figure shows that for all three selected values
for parameter n, the minimum value of minDCF is obtained by selecting the first
5,000 impostors with higher frequencies (k = 5, 000). Moreover, the figure shows
that a medium value of n = 100 archives better results in overall. Therefore,
n = 100 and k = 5, 000 are chosen as the rough values which the selection method
can perform well. By keeping one parameter fixed and setting another one and
vice versa we can set both parameters more accurately. Figure 4b illustrates the
variation of minDCF in terms of parameter n when k = 5, 000. It shows that
n = 125 yields the best result when k is kept fixed. Our experimental results
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Table 1. Performance comparison of the DBN-based system with the baseline. The
results are obtained on the NIST 2014 i-vector challenge.

System Impostors minDCF

Baseline - 0.386

DBN-based Full Background 0.335

DBN-based Global Selected 0.311

DBN-based Global Selected + 200 closest Target-Dependent 0.300

show that keeping n = 125 and changing k does not achieve better results. Thus
we set n = 125 and k = 5, 000 for our impostor selection method.

Table 1 shows the importance of the proposed impostor selection method in
comparison to when the whole background dataset is used before clustering in
fig. 3. As it can be seen in this table the global impostor selection method helps
the DBN system to be around 7% more efficient. The experimental results show
that if we pool the global selected impostors with 200 closest background i-
vectors to each target speaker and then cluster them all together for each target
speaker independently, we will achieve better results (minDCF=0.300) although
it would be more computationally expensive. The overall performance of our
DBN-based system is also notable (22% relative improvement) in comparison to
the baseline in the challenge.

7 Conclusion

The authors proposed a new global impostor selection method for a Deep belief
Network (DBN) system in the multi-session i-vector speaker verification. The
advantage of the proposed method is that only the background i-vector dataset
is used in the selection process which make it suitable for using in the recent
NIST i-vector challenge. The global selected impostors are further clustered and
the cluster centroids are used as the final negative samples for discriminative
DBN speaker models. The experimental results showed that the proposed im-
postor selection method increase the performance of the DBN system more than
7% in terms of minDCF and the final discriminative DBN models achieve a con-
siderable performance in comparison to the conventional baseline system (more
than 22% relative improvement).
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Abstract. A novel phoneme-lattice to phoneme-sequence matching al-
gorithm based on dynamic programming is presented in this paper.
Phoneme lattices have been shown to be a good choice to encode in
a compact way alternative decoding hypotheses from a speech recogni-
tion system. These are typically used for the spoken term detection and
keyword-spotting tasks, where a phoneme sequence query is matched to
a reference lattice. Most current approaches suffer from a lack of flexi-
bility whenever a match allowing phoneme insertions, deletions and sub-
stitutions is to be found. We introduce a matching approach based on
dynamic programming, originally proposed for Minimum Bayes decod-
ing on speech recognition systems. The original algorithm is extended in
several ways. First, a self-trained phoneme confusion matrix for phoneme
comparison is applied as phoneme penalties. Also, posterior probabilities
are computed per arc, instead of likelihoods and an acoustic matching
distance is combined with the edit distance at every arc. Finally, to-
tal matching scores are normalized based on the length of the optimum
alignment path. The resulting algorithm is compared to a state-of-the-art
phoneme-lattice-to-string matching algorithm showing relative precision
improvements over 20% relative on an isolated word retrieval task.

Keywords: phoneme lattice search, keyword search, speech recognition,
information retrieval.

1 Introduction

The use of Phoneme Lattice-based Search (PLS) for efficient keyword search
and retrieval has captured the attention of researchers during the last few years.
For instance, the use of phoneme lattices for efficient representation of speech
utterances has become popular in tasks like Spoken term detection (STD) [1]
or Keyword spotting (KWS) [2]. Such tasks are oriented towards applications
related to information retrieval which require the processing of large amounts
of speech data. Some example of application include mining of the opinion and
complains of customers in call center data [3], indexing of meetings or lectures
[4] and browsing and retrieval of voice/video mail messages [5,6].
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Phoneme lattice-based search is based on a lattice representation of the set of
phoneme alternatives decoded from the audio signal, used to compactly encode
the acoustic signals as the N best decoding hypotheses. Although in 1-best de-
coding transcriptions the search for a keyword is a simple ”grep” operation, it
is found that errors on such transcript affect too negatively the retrieval perfor-
mance. Encoding more than a single decoding hypothesis solves this problem in
most part, although a graph or network structure is usually required for optimal
encoding, making search and matching algorithms quite complex whenever we
want to consider insertions and deletions. In this paper we propose an alternative
indexing and search method targeted to phoneme lattices that simplifies prior
approaches.

In general, PLS-based approaches [2,7] are a good alternative to previous pro-
posed strategies [8,9] thanks to their flexibility, even where no prior knowledge
about the searched words is provided, and thanks to their capacity to repre-
sent in a compact form multiple phoneme-sequences hypotheses between two
time stamps in the utterance. In [7] the authors used a phoneme lattice-based
approach for keyword search in a subset of the DARPA Resource Management
(RM) task [10]. Their approach matches the keyword pronunciation against each
lattice through dynamic programming, which takes into account phoneme recog-
niser insertions, deletions and substitutions by heuristically imposing a penalty
on them. The authors also compared the lattice search with previous strategies
like Keyword HMM [8], which makes use of the knowledge on the searched key-
words to constrain a recognition network consisting on pre-trained HMM models
per each word and a ”garbage” model for the rest. PLS-based approaches can
achieve significantly higher query speeds than HMM-based systems by first in-
dexing the lattices for subsequent search.

In [11] the authors incorporate the benefits from Dynamic Programming se-
quence matching techniques aiming to decrease miss rates due to phoneme recog-
nizer errors. Dynamic programming matches the keyword pronunciation against
each lattice through a improvement on the Minimum Edit Distance (MED)
where penalty substitutions are derived from a phoneme confusion matrix. The
authors also employ HTK toolkit [12] for lattice generation, showing consider-
able improvements in terms of both keyword search accuracy and searching speed
while maintaining low miss rate on a conversational telephone speech database.

In [13] the authors propose to derive substitution phoneme penalties for the
MED distance from a phone confusion matrix. This leads to a considerable im-
provement in the accuracy of the keyword search algorithm. In order to build
the confusion matrix, the authors used the ground truth transcription from a
database to compare against an automatic transcription from a speech recog-
nition system. In [14], spoken terms are searched in pruned phoneme lattices.
A ”term-dependent discriminative decision” technique is introduced which inte-
grates multiple decisions into a classification posterior probability. Furthermore,
the work addresses OOV detection through estimation of a posterior acoustic
confidence.
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In this paper we propose a novel PLS approach that integrates a dynamic pro-
gramming matching algorithm first proposed in [15] for Minimum Bayes decod-
ing on speech recognition systems. It is augmented with several improvements to
perform a phoneme sequence to phoneme lattice matching in a fast and effective
way. First, a self-trained phoneme confusion matrix for phoneme comparison is
applied as phoneme penalties. Also, posterior probabilities are computed per arc,
instead of using likelihoods and an acoustic matching distance is combined with
the edit distance at every arc. Finally, combined matching scores are normal-
ized based on the length of the optimum alignment path. We test our algorithm
using a simple test scenario comparing multiple instances of words, designed
to rapidly evaluate the capabilities of matching/search algorithms working with
lattice representation. We show improvements of over 20% relative in a subset of
the Switchboard word corpus [16] compared to results on the same task obtained
by a state-of-the-art phoneme-lattice-to-string matching algorithm [1,15] .

2 Edit Distance Computation on Lattices

In this section we review the algorithm proposed in [15] to obtain an upper bound
on the edit distance calculation between a phoneme string and a phoneme lattice,
which we will later improve in this paper. This algorithm compares a sequence
of phonemes R = {r1, ..., rQ} (i.e. a phoneme string or sequence) against a
phoneme lattice L in the context of the minimum Bayes risk decoding for the
optimization of speech recognition systems. The lattice L is composed by nodes
ni ∈ {n1, ..., nN} that encode time stamps in the acoustic signals. Each node
ni has a set of incoming pre(ni) and a set of outgoing post(ni) arcs. An arc aj
represents a decoding hypothesis for a certain time interval and is represented
by: a starting node s(aj) , an ending node e(aj), a hypothesis class label w(aj)
and, typically, a pair of log-likelihoods from the acoustic model la(aj) and the
language model ll(aj). The algorithm uses the Levenshtein edit distance[17] to
compare a sequence of phonemes R and a sequence of phonemes W (S) obtained
from the sequence of arc labels in the lattice path S.

As a lattice can be seen as set of decoded strings, each of the decoded strings
can be compared with the reference string generating a corresponding edit dis-
tance. In addition, each of the decoded strings has an associated likelihood,
provided by the recognition system. Given S ∈ L a path in the lattice, the log-
probability of the path (log(p(S))) is defined from the total likelihood obtained
from the arcs in S as shown in equation 1.

log(p(S)) =

|S|∑

n=1

la(Sn) + ll(Sn) (1)

Where |S| is the total number of arcs in the path, la(Sn), ll(Sn) are the acous-
tic and language model log-likelihoods of phoneme Sn in the path. The exact
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edit distance between the phoneme lattice L and the phoneme string R,
Edit-Distance(L,R), can be computed by equation 2.

Edit-Distance(L,R) =

∑
S∈L p(S)ED(W (S), R)∑

S∈L p(S)
(2)

where ED(W (S), R) is the standard edit distance between two strings, in this
case the sequence of phonemes of path S in the lattice and the phoneme string
(note the difference with Edit-Distance(L,R) which indicates the distance be-
tween the whole lattice and a string). Given that computing Eq. 2 is very expen-
sive, in [15] they propose an efficient way to obtain an upper bound to Equation
2 through a dynamic programming procedure shown in Algorithm 1.

Algorithm 1. L̂ = Edit-Distance’(L,R)

1: N ← |L|, Q ← |R|
2: Initialize array α(1...N), α′(1...N, 0...Q), α′

arc(0..Q)
3: α(1) ← 1, α′ ← 0
4: for q ← 1..N do
5: α′(1, q) ← α(1, q − 1) + loss(ε, rq)
6: end for
7: for n ← 2..N do
8: α(n) ← ∑

a∈pre(n) α(s(a)p(a)

9: ∀q, α′(n, q) ← 0
10: for a ∈ pre(n) do

11: λ(a) ← α(s(a))p(a)
α(n)

12: for q ← 0..Q do
13: if q = 0 then
14: α′

arc(q) ← α′(s(a), q) + loss(w(a), ε) + δ
15: else

16: α′
arc(q) ← min

{α′(s(a), q − 1) + loss(w(a), rq)
α′(s(a), q) + loss(w(a), ε) + δ
α′
arc(q − 1) + loss(ε, rq)

17: end if
18: α′(n, q) ← α′(n, q) + λ(a)α′

arc(q)
19: end for
20: end for
21: end for
22: L̂ ← α′(N,Q)

3 Adaptation to Phoneme Lattice Search

In this section we describe four proposed improvements to Algorithm 1.

3.1 Single-Best-Path Alignment

The use of a phoneme lattices instead of the 1-best phoneme decoding in Al-
gorithm 1 increases the probability of finding correct matches with the pho-
netic sequence given by the word transcription. Still, Algorithm 1 computes at
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each node the weighted average of all arcs reaching that node, making the final
distance strongly dependent on the structure of the lattice. Different parame-
ter configurations in the lattice pruning may produce different lattice densities,
which can translate into very different resulting distances, driven by the least
probable lattice paths. For this reason we avoid the definition of a final score
as the average edit distance with respect to the whole lattice and, instead, we
define it as the average edit distance between the query phoneme sequence and
the closest phoneme path within the phoneme lattice. To do so, we redefine the
α′ term (Line 18 in Algorithm 1) as α′(n, q) ← min(α′(n, q), α′

arc(q)) to prop-
agate only the best scoring path at each node. This modification allows us to
retrieve the single best path with respect to the query instead of the single best
sequence of nodes.

3.2 Combining Edit Distance with Acoustic Likelihoods

Algorithm 1 defines the distance between a phoneme lattice and a phoneme se-
quence as the average edit distance. The edit distance measures the dissimilarity,
in terms of edit operations, between phonetic sequences but it does not take into
account neither the acoustic nor the language model likelihoods associated to
each phoneme in that path. This leads to situations in where phone sequences
with little phonetic mismatch might be selected although they produced low
global acoustic probability scores. This is a problem in very dense lattices where
it is more probable that spurious matching paths exist.

In order to take into account the phoneme likelihood into the algorithm we
define a new global score that combines both sources of information. To do so,

we first define in Equations 3 and 4 the α̂(n) and ˆβ(n) variables which represent
the acoustic score of the best path starting and ending at a certain node in
the lattice. Then, in Equation 5 we define λ(a) as the ratio between the total
acoustic score of the best path containing arc a and the score of the most likely
path in the lattice. This score lies within the range [0 − 1], becoming 1 when a
belongs to the most likely path. Finally, Equation 6 combines the edit distance
and acoustic scores and is used in replacement of line 14 in Algorithm 1.

α̂(n) =

{
0, if n = 1
maxa∈pre(n){α̂(s(a)) + la(a) + ll(a)}, otherwise (3)

β̂(n) =

{
0, if n = N

maxa∈post(n){β̂(e(a)) + la(a) + ll(a)}, otherwise (4)

λ(a) ← exp(α̂(s(a)) + la(a) + ll(a) + β̂(e(a))− α̂(N)) (5)

α′
arc(q) ← α′(s(a), q)+ θ(loss(w(a), rq) + δ) + (1− θ)(1 − λ(a)) (6)

Where the factor θ is used to weight the contribution between the edit distance
and the acoustic score. We have experimentally set it to θ = 0.85.
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3.3 Phonetic Loss Function Estimation

Algorithm 1 uses a loss function loss(a, b) ← (1 ← a = b, 0 ← a �= b) based
on the edit distance and driven by binary (i.e {0, 1}) decisions. Despite it being
adequate for comparing general sequences of symbols its does not take into
account any available domain knowledge. Similarly to [13], we improve the loss
function by incorporating specific penalties for possible phoneme substitutions,
insertions and deletions.

In order to define an appropriate loss function we apply a data driven ap-
proach. First we compute, for all words in the development set, all possible
phoneme-level alignments between queries and lattices representing instances
of the same word. Similarly, we also compute all possible phoneme-level align-
ments between instances of different words. Alignments are obtained through a
back-tracking of the α′(n, q) matrix once Algorithm 1 has finished aligning all
development data. With the alignment results we build two confusion matrices
by accumulating the number of times the recognizer substituted the ith phoneme
by the jth phoneme. If the value (i, j) in the matrix is greater than the value in
(i, k), it means that the ith phoneme is more likely to be substituted by the jth
phoneme than by the kth phoneme. The information in these matrices is used
to specify lower penalty for phonemes that have been shown as frequently in-
terchangeable due to variations in the pronunciation of the patterns and higher
penalties for those representing mismatches. Formally, we define C ∈ R|ph|·|ph|

and NC ∈ R|ph|·|ph| as square and symmetric matrices corresponding to the
same-word and different-word confusion matrices,where |ph| is the size of the
phonetic alphabet. These matrices are normalized in order to obtain conditional
probabilities. Equation 7 defines the final cost matrix: COST ∈ R|ph|·|ph|, con-
taining the penalties associated to each of the possible substitutions,deletions,
insertions and assignments of phoneme symbols.

COST (a, b) = 1−
(

C(a, b)

C(a, b) +NC(a, b)

)

loss(a, b) ←
{
COST (a, b), if a �= b

0, otherwise

(7)

3.4 Matching Scores Normalization

The last improvement proposed over Algorithm 1 involves the normalization
of the total matching score. While originally no normalization is proposed by
[15], we observed that scores obtained from matching phoneme sequences of
different lengths were not directly comparable with each other. For this reason
we experimented with several normalization factors to reduce such mismatch. In
this paper use the length of the 1-best path over the lattice in combination with
the length of the phoneme sequence has been found the most successful.
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4 Experimental Evaluation

We test the proposed algorithm using an isolated word matching test for a set of
word lattices and word phoneme sequences. The task is focused into evaluating
the algorithm’s retrieval capabilities using the phoneme sequences as queries
to be searched into the lattices. Performance is measured by the percentage of
lattices corresponding to the same word as the query word that are contained in
the top N retrieval results (P@N, N being total number lattices from the query
word present in the database ). We compare P@N obtained with our algorithm
to a state of the art spoken term detection algorithm proposed in [1] and to the
original algorithm proposed in [15] and reviewed in Section 2 above.

4.1 Dataset

In order to evaluate the algorithm we use a subset of the Switchboard corpus as
defined in [16]. In particular, we select all instances of 20 of the most repeated
words both in the development and in the evaluation sets in [16]. Table 1 shows
the selected words and the number of repetitions of each word we selected.
Each word instance is extracted from the acoustic signal and decoded using the
Kaldi Speech Recognition Toolkit [18], trained using the standard Switchboard
recipe for English. For each instance we obtain a phoneme lattice and the first-
best phoneme sequence, which will be used as the query in order to simulate
an audio-to-audio search (alternatively one could use a grapheme-to-phoneme
convertor on the text query for a standard spoken-term detection task).

Table 1. Frequencies of the 20 words selected for the experiment

Words Development Evaluation
anything 34 48
because 98 110
benefits 136 109

companies 42 40
company 66 64
everything 56 49
exactly 65 63

expensive 56 35
important 45 37
insurance 93 82
newspapers 57 45

plastic 57 63
probably 59 57

punishment 80 107
really 59 58

recycling 149 155
retirement 39 42
situation 50 35
something 56 71
vacation 39 61
Total 1336 1331

4.2 Experiments

Table 2 shows average P@N results for the development and evaluation sets
for the two baseline systems and for the improvements proposed here. The first
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Fig. 1. Comparison of the methods for the development set

Fig. 2. Comparison of the methods for the evaluation set

improvement to [15] (SB) uses the single best scoring path in the lattice. The
second improvement (SC) corresponds to the combination of Edit distance with
the acoustic probability. Finally the third improvement (CM) uses the phoneme
loss function estimated on the development set. The first values corresponds
to the unweighted average p@N whereas the value between parentheses corre-
spond to the weighted average P@N using the prior of each word class. We see
how each proposed improvement gives an improvement in the P@N both in the
development set as well as in the evaluation set. This achieves a 20% relative
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improvement in the development set and over a 28% improvement in the evalu-
ation set in unweighted average P@N, and a 24% and 34% relative improvement
in weighted average P@N.

In Figures 1 and 2 we evaluate in more detail the performance (unweighted
P@N) of each word in the development and in the evaluation sets for some of
the systems. We see that by itself, the algorithm in [15] usually obtains worse
results than the algorithm in [1] (black bar is followed by the white region).
On the contrary, by applying the proposed improvements an important gain is
obtained over all baselines for most words (grey bars).

Table 2. unweighted P@N (weighted P@N) results for both systems averaged over all
words, for development and evaluation sets

System Development set Evaluation Set

Szöke[1] 0.4697 (0.4773) 0.4752 (0.4737)

Xu[15] 0.4354 (0.4568) 0.4550 (0.4820)

Xu + SB 0.5432 (0.5771) 0.5713 (0.5956)

Xu + SB + SC 0.5653 (0.5938) 0.5883 (0.6108)

Xu + SB + SC + CM 0.5986 (0.6267) 0.6117 (0.6349)

5 Conclusions and Future Work

We present an algorithm based on dynamic programming for the task of phoneme
sequence search on phoneme lattices. Our proposal extends an algorithm pre-
viously used in speech recognition by adapting it to the task of isolated word
retrieval. The proposed improvements include modifying the optimization pro-
cedure to search for the single best scoring path in the lattice, adapting the
scoring to balance it between path likelihood and phonetic mismatch and in-
corporating the estimation of a data driven loss function to exploit phoneme
interactions present in the words pronunciations. The algorithm is evaluated on
an isolated word retrieval task, obtaining very competitive results with previ-
ous state-of-the-art spoken-term detection methods obtaining over 20% relative
improvement on a precision-at-N metric. Future work will focus on extending
the algorithm to allow phonetic lattice to phonetic lattice search and retrieval.
We plan to face the task of spoken term detection by adapting the algorithm to
produce sub-sequence scores.
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and C. Peláez-Moreno

Department of Signal Theory and Communications,
Universidad Carlos III de Madrid,

Leganés (Madrid), Spain
fsilos@tsc.uc3m.es

Abstract. Deep Neural Networks (DNN) have become very popular for
acoustic modeling due to the improvements found over traditional Gaus-
sian Mixture Models (GMM). However, not many works have addressed
the robustness of these systems under noisy conditions. Recently, the
machine learning community has proposed new methods to improve the
accuracy of DNNs by using techniques such as dropout and maxout. In
this paper, we investigate Deep Maxout Networks (DMN) for acoustic
modeling in a noisy automatic speech recognition environment. Experi-
ments show that DMNs improve substantially the recognition accuracy
over DNNs and other traditional techniques in both clean and noisy con-
ditions on the TIMIT dataset.

Keywords: noise robustness, deep neural networks, dropout, deep max-
out networks, speech recognition, deep learning.

1 Introduction

Machine performance in Automatic Speech Recognition (ASR) tasks is still far
away from that of humans, and noisy conditions only compound the problem.
Noise robustness techniques can be divided into two approaches: feature en-
hancement and model adaptation. Feature enhancement tries to remove noise
from the speech signal without changing the acoustic model parameters while
model adaptation changes these parameters to fit the model to the noisy speech
signal. Apart from these techniques, the last years have witnessed an impor-
tant leap in performance with the introduction of new acoustic models based
on Deep Neural Networks (DNNs) in comparison with conventional Gaussian
Mixture Model-Hidden Markov Model (GMM-HMM) ([7], [3]) ASR systems.
Nevertheless, the performance of these kind of ASR systems in noisy conditions
has not yet been fully assessed.

Deep Neural Networks can be applied both in the so-called tandem [16] and
hybrid [15] architectures. In the first case, DNNs can be trained to generate
bottleneck features which are fed to a conventional GMM-HMM back-end. In
the second, DNNs are employed for acoustic modeling by replacing the GMMs
into an HMM system. In this paper we adopt a DNNs hybrid configuration.
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DNN-HMM hybrid systems combine several features that make them supe-
rior to previous Artificial Neural Network (ANN)-HMM hybrid systems [11]: a)
DNNs have a larger number of hidden layers leading to systems with many more
parameters than the later. As a result, these models are less influenced by the
mismatch between training and testing data but can easily suffer from overfit-
ting if the training set is not big enough, b) the network usually models senones
(tied states) directly (although there might be thousands of senones), and c) long
context windows are used. Although conventional ANN also take into account
longer context window than HMM or are able to model senones, the key to the
success of the DNN-HMM is the combination of these components. DNN-HMM
systems with these properties are often named Context-Dependent Deep Neural
Network HMM (CD-DNN-HMM).

However, the most remarkable difference with traditional neural networks is
that a pre-training stage in needed to reduce the chance that the error back-
propagation algorithm employed for training falls into a poor local minimum.
Besides, some recent methods have been proposed to avoid overfitting and im-
prove the accuracy of the networks, as for example, dropout [8] which randomly
omits hidden units in the training stage. Another related technique is the so-
called Deep Maxout Networks (DMNs) [5] that splits the hidden units at each
layer into non-overlapping groups, each of them generating an activation using a
max pooling operation. This way, DMNs reduces the size of the parameter space
significantly making it very suited for ASR tasks where the training sets and
input and output dimensions are normally quite large. For this reason, DMNs
have been employed in low-resources speech recognition devices [14] boosting
the performance over other methods. We hypothesize that DMNs can improve
the recognition rates in noisy conditions given that they are capable to model
the speech variability from limited data more effectively [14].

As mentioned before, the number of research works that test DNNs in noisy
conditions is still small. Notably, [18] applies DNNs with dropout on the Aurora
4 dataset with encouraging results. Up to our knowledge, the present paper is
the first to apply Deep Maxout Networks in combination with dropout strategies
in a noisy speech recognition task demonstrating a substantial improvement of
the recognition accuracy over traditional DNN and other traditional techniques.

The remainder of this paper is organized as follows: Section 2 introduces deep
neural networks and their application under a hybrid automatic speech recog-
nition architecture, Section 3 and Section 4 describe the dropout and maxout
methods, respectively. Finally, our results are presented in Section 5 followed by
some conclusions and further lines of research in Section 6.

2 Deep Neural Networks and Hybrid Speech Recognition
Systems

A Deep Neural Network (DNN) is a Multi-Layer Perceptron (MLP) with a larger
number of hidden layers between its inputs and outputs, whose weights are fully
connected and are often initialized using an unsupervised pre-training scheme.
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As a traditional MLP the feed-forward architecture can be computed as fol-
lows:

h(l+1) = σ
(
W(l)h(l) + b(l)

)
, 1 ≤ l ≤ L (1)

where h(l+1) is the vector of inputs to the l+1 layer, σ(x) = (1 + e−x)
−1

is the
sigmoid activation function, L is the total number of hidden layers, h(l) is the
output vector of the hidden layer l and W(l) and b(l) are the weight matrix and
bias vector of layer l, respectively.

Training a DNN using the well-known error back-propagation (BP) algorithm
with a random initialization of its weight matrices may not provide a good per-
formance as it may become stuck in a local minimum. To overcome this prob-
lem, DNN parameters are often initialized using an unsupervised technique as
Restricted Bolzmann Machines (RBMs) [6] or Stacked Denoising Autoencoders
(SDAs) [19]. Nevertheless, as it will be explained later in this paper, pre-training
may not be necessary if some recently proposed anti-overfitting techniques are
used.

2.1 Hybrid Speech Recognition Systems

In a hybrid DNN/HMM system, just as in classical ANN/HMM hybrids [1], a
DNN is trained to classify the input acoustic features into classes corresponding
to the states of HMMs, in such a way that, the state emission likelihoods usually
computed with GMM are replaced by the likelihoods generated by the DNN.

The DNN estimates the posterior probability p(s|ot) of each state s given the
observation ot at time t, through a softmax final layer:

p(s|ot) =
exp

(
W(L)h(L) + b(L)

)
∑

S̄ exp
(
W(L)h(L) + b(L)

) . (2)

In a hybrid ASR system, the HMM topology is set from a previously trained
GMM-HMM, and the DNN training data come from the forced-alignment be-
tween the state-level transcripts and the corresponding speech signals obtained
by using this initial GMM-HMM system.

In the recognition stage, the DNN estimates the emission probability of each
HMM state. To obtain state emission likelihoods p(ot|s), the Bayes rule is used
as follows:

p(ot|s) = p(s|ot) · p(ot)

p(s)
(3)

where p(s|ot) is the posterior probability estimated by the DNN, p(ot) is a
scaling factor constant for each observation and can be ignored, and p(s) is the
class prior which can be estimated by counting the occurrences of each state on
the training data.

3 Dropout

The most important problem to overcome in DNN training is overfitting. Nor-
mally this problem arises when we try to train a large DNN with a small training
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set. A training method called dropout proposed in [8] tries to reduce overfitting
and improves the generalization capability of the network by randomly omitting
a certain percentage of the hidden units on each training iteration.

When dropout is employed, the activation function of Eq. (1) can be rewritten
as:

h(l+1) = m(l) � σ
(
W(l)h(l) + b(l)

)
, 1 ≤ l ≤ L (4)

where � denotes the element-wise product, m(l) is a binary vector of the same
dimension of h(l) whose elements are sampled from a Bernoulli distribution with
probability p. This probability is the so called Hidden Drop Factor (HDF ) and
must be determined over a validation set as it will be seen in Section 5.

As the sigmoid function has the property that σ(0) = 0, Eq. (4) can be
rewritten as:

h(l+1) = σ
(
m(l) �

(
W(l)h(l) + b(l)

))
, 1 ≤ l ≤ L (5)

where dropout is applied on the inputs of the activation function, leading a more
efficient way of perform dropout training.

Note that dropout is only applied in the training stage whereas on testing
all the hidden units become active. Dropout DNN can be seen as an ensemble
of DNNs, given that on each presentation of a training example, a different
sub-model is trained and the sub-models predictions are averaged together. This
technique is similar to bagging [2] where many different models are trained using
different subsets of the training data, but in dropout each model is only trained
in a single iteration and all the models share some parameters.

Dropout networks are trained with the standard stochastic gradient descent
algorithm but using the forward architecture presented on Eq. (4) instead of
Eq. (1). Following [13], we compensate the parameters in testing by scaling the
weight matrices taking into account the dropout factor as follows:

W
(l)

= (1−HDF ) ·W(l) (6)

Dropout has already successfully tested on noise robust ASR in [18]. Its ben-
efits come from the improved generalization abilities attained by reducing their
capacity. Another interpretation of the behaviour of dropout is that in the train-
ing state it adds random noise to the training set resulting in a network that
is very robust to variabilities in the inputs (in our particular case, due to the
addition of noise).

4 Deep Maxout Networks

A Maxout Deep Neural Network (DMN) [5] is a modification of the feed-forward
architecture (Eq. (1)) where the maxout activation function is employed. The
maxout unit simply takes the maximum over a set of inputs. In a DMN each
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hidden unit takes the maximum value over the g units of a group. The output
of the hidden node i of the layer l + 1 can be computed as follows:

h
(l+1)
i = max

j∈1,...,g
z
(l+1)
ij , 1 ≤ l ≤ L (7)

where z
(l+1)
ij are the lineal pre-activation values from the l layer:

z(l+1) = W(l)h(l) + b(l) (8)

As can be observed the max-pooling operation is applied over the z(l+1) vector.
Note that DMNs fairly reduce the number of parameters over DNNs, as the
weight matrix W(l) of each layer in the DMN is 1/g of the size of its equivalent
DNN weight matrix. This makes DMN more convenient for ASR tasks where the
training sets and the input and output dimensions are normally very large. An
illustration of a DMN with 2 hidden layers and a group size of g = 3 is shown
in Figure 1.

Fig. 1. A Maxout Network of 2 hidden layers and a group size of g = 3. The hidden
nodes in red perform the max operation.

In [5] a demonstration of the capability of maxout units to approximate any
convex function by tuning the weights of the previous layers is included. For this
matter, the shapes of activation functions are not fixed allowing the DMNs to
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model the variability of speech more smoothly. DMNs are commonly applied in
conjunction with dropout maximizing the model averaging effects of dropout.

5 Experiments

In this section, we present the experiments carried out for evaluating and compar-
ing the performance of conventional GMM-HMM and the different hybrid deep
neural networks-based ASR systems (basic DNN, dropout DNN and DMN). The
experiments were performed on the TIMIT corpus [4]; in particular, we used the
462 speaker training set, a development set of 50 speakers to tune all the pa-
rameters and finally the 24 speakers core test set. Each utterance is recorded at
16 kHz and the corpus includes time-aligned phonetic transcriptions allowing as
to give results in terms of Phone Error Rate (PER).

To test the robustness of the different methods we digitally added to the
clean speech four different types of noises (white, street, music and speaker) at
four different SNRs using the FANT tool [9] (with G.712 filtering). These noises
are the same ones used in [10]. All the noise tests are evaluated in a mismatch
condition (i. e. training in clean conditions and testing on noisy speech).

On the technical side we employed the Kaldi toolkit [17] for implementing the
traditional GMM-HMM ASR system and the PDNN toolkit [12] for the hybrid
DNN-based ASR systems.

In all of the cases, the input features were 12th-order MFCCs plus a log-energy
coefficient, and their corresponding first and second order derivatives yielding a
39 component feature vector. Mean and variance normalization on each of the
components were applied. For the hybrid models, a context of 5 frames was
chosen. All the hybrid systems were trained with the labels generated from the
best performance GMM-HMM system through forced alignment.

(a) HDF (b) Group size: g

Fig. 2. Results in terms of PER [%] as a function of HDF for DNN and DMN (Figure
2a) and the group size for DMN (Figure 2b) on TIMIT development set. Both nets
have 5 layers.
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First, we tuned the configuration parameters of the networks (number of hid-
den layers, HDF and group size, when applicable) under clean conditions. HDF
and group size were validated on the development set as can be seen on Figure
2 considering 5 hidden layer networks, yielding an optimal dropout factor of 0.1
for dropout DNNs, 0.2 for DMNs and a group size of g = 3. These values of
HDR and group size were used throughout the rest of the experiments. DMNs
are always employed in conjunction with dropout.

Figure 3 shows the PERs as a function of the number of hidden layers for
the development and test sets for different types of hybrid DNN-based ASR sys-
tems: randomly initialized, with a pre-training stage, with dropout and maxout
networks. The number of hidden nodes in all of the DNNs is 1024. To be fair,
we chose 400 hidden maxout units for the DMN since 400 × 3 = 1200 yields a
number of parameters in the same order as the DNNs. An exploration of the
learning rates for the networks without dropout the learning rate started at 0.08
for 30 epochs and was subsequently divided in half while the validation error de-
creased. For the dropout and DMNs networks we started with a higher learning
rate of 0.1. As can be seen in Figure 3 the DMNs outperform clearly the other
networks for all the number of layers considered. Best results are obtained in the
development set with DMNs of 5 layers.

(a) Development Set (b) Test Set

Fig. 3. Comparison of the performance of the different hybrid DNN-based ASR sys-
tems in terms of PER [%] as a function of the number of hidden layers for TIMIT
development and test sets

Second, we compared the baseline system (GMM-HMM) with the best con-
figuration of the different hybrid ASR systems under clean conditions: Mono-
phone, Triphone, Triphone with Lineal Discriminant Analysis (LDA), Maximum
Likelihood Lineal Transform (MLLT) and Speaker Adaptative Training (SAT).
Results for the development and test sets are shown in Table 1.

As can be observed, all of the hybrid systems outperform the different versions
of the baseline system, in both development and test sets. DNNs with random
initialization, pretraining and dropout achieve similar results whereas with DMN
the lowest PER is obtained.
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Table 1. Recognition results in terms of PER(%) for the TIMIT development and
core test sets in clean conditions

Method Dev PER % Eval PER %

Monophone 33.33 34.30
Triphone 28.64 30.42
Triphone + LDA + MLLT 26.44 27.62
Triphone + LDA + MLLT + SAT 23.56 25.79
DNN with random initialization (7 layers) 21.50 23.53
DNN with pretraining (8 layers) 21.05 23.05
DNN with dropout (4 layers) 21.98 23.84
DMN (5 layers) 19.15 21.01

Table 2. Average fine-tuning epoch execution time for a 5 hidden layers networks,
1024 nodes for DNN, 400 nodes and g = 3 for DMN

Method Time(min)

DNN 57.81
DNN with dropout 59.07
DMN 24.10

Third, we tested the different systems in noisy conditions. Results achieved
by the Monophone baseline, the best Triphone baseline (LDA+MLLT+SAT)
and the best configurations for the hybrid DNN with pre-training, DNN with
dropout, and DMN-based ASR systems in the noisy contaminated version of
the TIMIT core test set are shown in Figure 4 for the different types of noises
and four different SNRs. As can be seen, DMN performs better in almost every
situation for white, street and speaker noises in comparison to the other systems.
It is specially remarkable the performance of DMN in white and speaker noises.
For street noise, results obtained with DMN are very similar to those achieved
by the triphone GMM-HMM systems and both DNNs at high and medium SNRs
whereas it obtains the lowest PER at low SNRs. For music noise, the results of
all of the systems are very similar. As expected dropout performs better than
DNN with pre-training at low SNR in all the noises, given that dropout is very
robust to the variations of the input.

Fourth, we compared the fine-tunning stage time requirements for the DNNs,
DNNs with dropout and DMN. We computed the average epoch time over all
the iterations for 5 hidden layers networks with 1024 nodes per layer for the
DNNs and 400 maxout units per layer and group size g = 3 for the DMN. The
resulting times are shown in Table 2. As can be observed the DMN reduce the
average epoch time over a half compared with DNNs with and without dropout.
making them appealing for ASR tasks where the training set are normally very
large.
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(a) White noise (b) Street Noise

(c) Music noise (d) Speaker Noise

Fig. 4. Comparison of the performance of the different systems in terms of PER [%]
for TIMIT test set in different noisy conditions

6 Conclusions and Future Work

In this paper Deep Maxout Networks (DMNs) are employed for robust speech
recognition using hybrid architecture showing a better performance over stan-
dard DNNs. This is due to the DMNs flexibility of the activation functions
allowing a better modeling of speech variability. Further lines of research include
testing the DMN in a more complete datasets. Other novel machine learning
techniques like dropconnect [20] are also interesting candidates not yet been
tested in ASR tasks.
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Abstract. The inclusion of two or more microphones in smartphones
is becoming quite common. These were originally intended to perform
noise reduction and few benefit is still being taken from this feature
for noise-robust automatic speech recognition (ASR). In this paper we
propose a novel system to estimate missing-data masks for robust ASR
on dual-microphone smartphones. This novel system is based on deep
neural networks (DNNs), which have proven to be a powerful tool in the
field of ASR in different ways. To assess the performance of the proposed
technique, spectral reconstruction experiments are carried out on a dual-
channel database derived from Aurora-2. Our results demonstrate that
the DNN is better able to exploit the dual-channel information and yields
an improvement on word accuracy of more than 6% over state-of-the-art
single-channel mask estimation techniques.

Keywords: Dual-microphone, Robust speech recognition, Mask estima-
tion, Smartphone, Deep neural network, Missing data imputation.

1 Introduction

Robustness in automatic speech recognition (ASR) is still a key issue for enabling
ASR to operate in real world conditions. In fact, with the increasing availability
of ASR software running on mobile devices, this issue is now more important
than ever before. Thus, distortions such as acoustic noise, reverberation, channel
distortion, and so on, which are expected to occur during the normal use of ASR
in mobile platforms, can harm ASR performance to a level that makes it simply
useless.

One way to improve the robustness against noise consists of equipping the de-
vice with several microphones. Hardware price decreasing, along with its minia-
turization, has allowed latest smartphones to come with a dual-microphone to
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perform noise reduction. Recent works propose taking advantage of this new fea-
ture in robust speech recognition [1] and speech enhancement [2]. In [2], power
level difference (PLD) between the two microphones is used to estimate a spec-
tral gain mask. In a conversational position (i.e. phone loudspeaker placed at
the ear) speech power at the primary microphone of the device (related to the
first channel) tends to be greater than at the secondary one (related to the sec-
ond channel), while the noise power received at both microphones is almost the
same. Thus, a power level ratio measure (i.e. the ratio between the noisy speech
power at the first and second channels) can be used to determine if speech or
noise is dominant in each time-frequency (T-F) bin.

Another recent development in the field of ASR has been the application of
deep neural networks (DNNs) to improve ASR performance in different ways.
Besides their use for acoustic modeling [3, 4], other authors have successfully
applied DNNs to the problem of mask estimation in noise-robust ASR [5, 6].
This problem involves identifying the T-F bins in a noisy spectrogram that are
dominated by speech or noise. Once the mask is estimated, it can be used ei-
ther to perform imputation (i.e. spectral reconstruction) on the missing spectral
features (i.e. the T-F bins dominated by the noise) [7, 8] or to perform speech
recognition with incomplete data, the so-called marginalization approach [9]. In
both cases, the performance of these approaches depends heavily on the quality
of the estimated binary masks.

In this paper we focus on exploiting the dual-microphone equipped on mod-
ern smartphones in order to improve the robustness against acoustic noise of
ASR systems. In particular, we propose a novel technique for missing-data mask
estimation that takes advantage of the availability of two microphones and the
learning capabilities of DNNs. The proposed technique consists of a DNN that is
trained on the noisy speech log-Mel features extracted from the signals captured
by both microphones. Thus, the DNN is able to estimate a binary mask for a
signal acquired by the first channel. Then, the truncated-Gaussian based impu-
tation (TGI) algorithm proposed in [8] is used to compensate the features that
are dominated by noise. To assess the performance of the proposed technique, a
new database called AURORA2-2C (AURORA2 - 2 Channels - Conversational
Position) has been developed [1]. This noisy speech database is based on the
well-known Aurora-2 database [10] and tries to emulate speech signals that were
recorded with a dual-microphone smartphone in a conversational position. Un-
like other related work such as [5, 6] where a wide set of features (amplitude
modulation spectrogram, relative spectral transform and perceptual linear pre-
diction, pitch-based features, etc.) is extracted to feed the DNN, in our proposed
system the DNN directly provides an estimation of the binary mask by just us-
ing dual-channel log-Mel spectral features. Through this approach we can obtain
very good results with less computation.

This paper is organized as follows. In Section 2 the spectral imputation tech-
nique used here is briefly described. The proposed method for missing-data mask
estimation on smartphones with dual-microphone is explained in Section 3. The
experiments and results are presented in Section 4. Finally, conclusions and fu-
ture work are summarized in Section 5.
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2 Missing-Feature Compensation

Binary masks allow us to distinguish between spectro-temporal regions domi-
nated by speech or noise, classifying each T-F bin of a noisy speech spectrogram
as reliable (speech dominates) or unreliable (noise dominates). Binary masks
are very useful in robust speech recognition, since they are used for missing-
feature approaches such as marginalization and data imputation. In the case of
marginalization, output probabilities for decoding are calculated by only taking
into account the reliable features [9]. On the other hand, data imputation (also
known as spectral reconstruction) employs reliable spectro-temporal regions in
order to estimate values for the unreliable parts of the noisy spectrogram [7, 8].

One of these reconstruction algorithms is the TGI technique [8], which is
chosen in this work. This technique is based on the well-known log-max model
[11] which states that y ≈ max(x, n), where y, x and n represent the noisy speech,
clean speech and noise features, respectively, expressed in the log-Mel domain.
Thus, y is an upper bound for the masked clean speech energy, i.e. x ∈ (−∞, y].
This fact is exploited by the TGI method to achieve accurate estimates.

The algorithm operates on a frame-by-frame basis. At time frame t, the mask
segregates the noisy observation into reliable and unreliable components, i.e.

y(1)(t) =
{
y
(1)
r (t),y

(1)
u (t)

}
1. Clean speech estimates for reliable elements are

the observations themselves, x̂
(1)
r (t) = y

(1)
r (t), while unreliable elements are es-

timated using minimum mean square error (MMSE) estimation. Taking into
account that clean speech is modeled by means of a Gaussian mixture model
(GMM) with M components, it can be shown that, for those features labeled as
unreliable, the clean speech estimate is

x̂(1)
u (t) =

M∑

k=1

P
(
k
∣∣∣y(1)

r (t),y(1)
u (t)

)
x̂(1,k)
u (t), (1)

where x̂
(1,k)
u (t) corresponds to the mean of a right-truncated Gaussian distribu-

tion defined in the interval
(
−∞,y

(1)
u (t)

]
given the k-th Gaussian of the clean

speech model. The posterior P
(
k
∣∣∣y(1)

r (t),y
(1)
u (t)

)
can be understood as the

weight of the partial estimate x̂
(1,k)
u (t). Note that correlations between the dif-

ferent elements in the feature vector can be exploited in a precise way, since

y
(1)
r (t) conditions the value of x̂

(1)
u (t) according to the posterior probabilities.

3 DNN-Based Proposed System

A DNN, which is an MLP (multilayer perceptron) with many hidden layers, is
used here to estimate binary masks from dual-channel noisy speech. Particularly,
a feedforward neural network with two hidden layers is employed as in [5, 6]. In
order to apply such an approach, the speech features used as input data and

1 Superscript (1) indicates that TGI is applied on the signal from the first (main)
channel.
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the desired output (target) must be defined. These are described in detail in
Subsection 3.1. In addition, to overcome some difficulties in training a neural
network with many hidden layers from scratch, the parameters (e.g. weights) of
the DNN are initialized according to an unsupervised generative pre-training by
considering each pair of layers as restricted Boltzmann machines (RBMs) [12].
These are introduced in Subsection 3.2. The input layer and the first hidden
layer behave as a Gaussian-Bernoulli RBM (GRBM), while the rest of pairs of
layers (first and second hidden layers, and second and output layers) behave
as Bernoulli-Bernoulli RBMs. Features described in Subsection 3.1 are used to
train the GRBM, while the inferred states of its hidden units are used to train
the second RBM, and so on. The resulting deep belief net (i.e. the multilayer
generative model that consists of the stack of RBMs) is used to initialize the
feedforward neural network. Then, a fine-tuning second stage is performed in
which the DNN is trained in a supervised manner by using the backpropagation
algorithm. The cross-entropy criterion was chosen for backpropagation learning.

3.1 Features and Target

Binary mask estimation is performed in the log-Mel domain, where most of
the spectral reconstruction algorithms operate. The proposed DNN works on a
frame-by-frame basis, i.e. the DNN returns a binary mask for each frame in the
utterance. Let the dual-channel noisy speech log-Mel features at time frame t be

y(t) =

(
y(1)(t)
y(2)(t)

)
, (2)

where y(i)(t), i = 1, 2, is the noisy speech log-Mel feature vector obtained from
the signal acquired by the i-th microphone of the device (channel i). Then, the
input for the DNN at time t is the stacked vector

Y =

⎛

⎜⎝
y(t− L)

...
y(t+ L)

⎞

⎟⎠ , (3)

where L ≥ 0 determines the size of the temporal window around frame t, that is
2L+1. Thus, the dimensionality of the input vector is d = 2·M·(2L+1), where
M is the number of channels of the Mel filterbank.

On the other hand, the target is an oracle binary mask vector corresponding
to feature vector y(1)(t). Thus, the size of each output vector is M×1. Note that
oracle masks were obtained by direct comparison between the clean and noisy
utterances using a threshold of 7 dB signal-to-noise ratio (SNR).

3.2 Restricted Boltzmann Machines

A diagram of a restricted Boltzmann machine (that can be seen as a two-layer
neural network) is shown in Figure 1. RBMs are mainly used to initialize the set
of parameters of a DNN to avoid falling into local minima during backpropaga-
tion learning. This could happen because of the complex error surface derived
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Fig. 1. Example of a restricted Boltzmann machine

from the large number of hidden layers [12]. An RBM consists of a visible layer
with stochastic units (that represent input data) which are only connected to
the stochastic units in the hidden layer. Hidden units are usually modeled by
Bernoulli distributions. On the other hand, visible units can be modeled with
either Bernoulli or Gaussian distributions. In the first case the resulting model
is referred as Bernoulli-Bernoulli RBM (BRBM), while the second as Gaussian-
Bernoulli RBM (GRBM). GRBMs are very useful to model real-valued input
data (e.g. input features), so that they are often used as the first level of a
multilayer generative model built with stacked RBMs [3].

Let v, h and θ be the visible units, the hidden units and the set of parameters
(e.g. weights) of an RBM, respectively. The probability of a visible vector given
the set of parameters is obtained by summing over all hidden vectors as

P (v|θ) = 1

Z

∑

h

e−E(v,h|θ), (4)

where Z =
∑

v

∑
h e−E(v,h|θ) is known as the partition function and E(v,h|θ) is

an energy function that defines the joint configuration of the visible and hidden
units. For a BRBM, the energy function is

EB(v,h|θ) = −
V∑

i=1

H∑

j=1

wijvihj −
V∑

i=1

aivi −
H∑

j=1

bjhj , (5)

and in the case of a GRBM,

EG(v,h|θ) = −
V∑

i=1

H∑

j=1

wijvihj +
1

2

V∑

i=1

(vi − ai)
2 −

H∑

j=1

bjhj , (6)

where wij represents the symmetric weight between the visible, vi, and hidden,
hj , units, and ai and bj their respective bias terms. The total number of visible
and hidden units are V and H , respectively.

The set of parameters θ is estimated by maximizing logP (v|θ) from training
data. For instance, this approach yields the following simple updating equation
for the set of weights:

Δwij = ε·(Edata[vihj ]− Emodel[vihj ]), (7)

where ε is the learning rate and E[·] indicates expectation under the correspond-
ing distribution. To overcome the difficulties in getting samples of Emodel[vihj ],
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Hinton proposed in [13] a fast algorithm called contrastive divergence (CD).
Briefly, this algorithm performs alternating Gibbs sampling from visible units
initialized to a training data vector [3]. In order to perform the CD algorithm,
the following conditional probabilities are employed in the case of a BRBM:
PB(hj = 1|v, θ) = σ(

∑
i wijvi + bj) and PB(vi = 1|h, θ) = σ(

∑
j wijhj + ai),

where σ(x) = 1/(1+exp(−x)) is the sigmoid function. For the case of a GRBM,
conditional probabilities can be calculated as PG(hj = 1|v, θ) = σ(

∑
iwijvi+bj)

and PG(vi = 1|h, θ) = N (
∑

j wijhj + ai, 1), where vi is real-valued in this case
and N denotes the normal distribution.

4 Experimental Results

4.1 Experimental Framework

In this work, the European Telecommunication Standards Institute front-end
(ETSI FE, ES 201 108) [14] is used to extract acoustic features from the speech
signal. Twelve Mel-frequency cepstral coefficients (MFCCs) along with the 0th
order coefficient and their respective velocity and acceleration form the 39-
dimensional feature vector used by the recognizer. Cepstral mean normaliza-
tion (CMN) is applied to improve the robustness of the system against channel
mismatches. For spectral reconstruction, 23-component log-Mel feature vectors
are employed (i.e. M = 23). After reconstruction, the discrete cosine transform
(DCT) is applied to obtain the final cepstral parameters.

All the techniques are evaluated on the AURORA2-2C database reported
in [1]. AURORA2-2C is generated from Aurora-2 [10] data and emulates speech
acquisition using a dual-microphone mobile device in a conversational position.
In AURORA2-2C two test sets (A and B) are defined, each one with utterances
contaminated with different kind of noises at the same SNRs (referred to the
first channel) as in Aurora-2.

The acoustic models used by the recognizer are trained on clean speech. Left
to right continuous density hidden Markov models (HMMs) with 16 states and
3 Gaussians per state are used to model each digit. Silences and short pauses
are modeled by HMMs with 3 and 1 states, respectively, and 6 Gaussians per
state [10].

The binary masks estimated by the proposed DNN-based technique are com-
pared with those calculated by thresholding an estimation of the a priori SNR
of the first channel and used by the TGI algorithm (T-SNR) [8]. The a priori
SNR for each T-F bin, ξ(k, t), is approximated by using the following maximum
likelihood (ML) estimator [15]:

ξ̂(k, t) = max

(
|Y1(k, t)|2
|N̂1(k, t)|2

− 1, 0

)
, (8)

where |Y1(k, t)|2 is the filterbank output power spectrum of the noisy speech
in the first channel at frequency bin k and time frame t, being |N̂1(k, t)|2 the
corresponding noise power spectrum estimate. As in [8], noise estimates are
obtained by linear interpolation between the averages of the first and last 20
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frames in the log-Mel domain. Finally, each T-F bin of the mask, m̂(k, t), is
calculated as

m̂(k, t) =

{
1 if 10 log10 ξ̂(k, t) ≥ γ;
0 otherwise,

(9)

where γ = 0 dB is the SNR threshold. This value was experimentally chosen by
means of a validation dataset.

The DNN was trained using 19200 sample pairs of input-output vectors. Train-
ing input data consisted of a mixture of samples contaminated with the noises
of test set A (bus, babble, car and pedestrian street) at several SNRs (-5 dB,
0 dB, 5 dB, 10 dB, 15 dB and 20 dB). Noises of test set B are reserved to
evaluate the generalization ability of the DNN when exposed to unseen noises
during the training phase (cafe, street, bus station and train station). 100 epochs
per each RBM were used during the unsupervised pre-training phase while 1000
epochs were used for the backpropagation algorithm. A learning rate of 0.1 was
established and the training dataset was divided into mini-batches (small sub-
sets of training data) of 10 samples by following the recommendations in [16].
Preliminary experiments revealed that increasing L (the number of look-forward
and look-backward frames) from zero to a few units provides a better perfor-
mance. Finally, L = 2 was chosen (i.e. temporal window size of 5 frames). Thus,
the input layer has 230 units or nodes, both hidden layers have 460 nodes and
the output layer has 23 nodes. The DNN implementation was carried out by
employing the MatLab toolbox referenced in [17].

TGI is performed using a 256-component GMM with diagonal covariance
matrices. GMM training is performed by the expectation-maximization (EM)
algorithm on the same dataset used for acoustic model training. The ETSI
advanced front-end (AFE) [18], TGI with oracle masks and SPLICE (Stereo-
based Piecewise LInear Compensation for Environments) [19] were also evalu-
ated as a reference. SPLICE was included in order to compare with another
stereo data technique (as it is the case of our proposal). For this last method,
a 256-component GMM with diagonal covariance matrices was trained for each
acoustic ambient (noise type & SNR). For a fair comparison, these acoustic am-
bients were the same as those used for the DNN training phase. Notice that
a multi-environment soft-compensation scheme was followed, where every clean
speech vector is estimated as a weighted sum of partial clean speech estimates
obtained for every acoustic ambient seen during GMM training [20]. Finally, the
baseline corresponds to the results obtained when the noisy speech features are
employed. For all these cases, only the signals from the first channel were used.

4.2 Results

Figure 2 shows the results on word accuracy for both test sets as well as the
averaged results across them. In Table 1, the word accuracy results averaged from
-5 dB to 20 dB are shown for the different test sets and techniques evaluated.
Similarly, percentages of wrong estimated mask bins with respect to oracle masks
are included for our proposal and T-SNR. The DNN-based proposed system
outperforms, for all the SNR values, AFE, SPLICE and T-SNR. In addition,
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Fig. 2. WAcc results for the different techniques evaluated and for both test sets

Table 1. WAcc results and wrong estimated mask bin percentages for the different
techniques evaluated. Results are averaged for SNRs from -5 dB to 20 dB.

WAcc (%) Wrong mask bins (%)
Test A Test B Average Test A Test B Average

Baseline 67.96 59.78 63.87 - - -
AFE 82.71 76.37 79.54 - - -
Oracle 96.67 94.41 95.54 0 0 0
SPLICE 82.03 72.72 77.38 - - -
T-SNR 81.21 72.87 77.04 17.97 19.89 18.93
DNN 88.10 78.07 83.08 10.07 16.19 13.13

and according to the results for the test set B, we can observe that the DNN
exhibits some generalization ability. An example of the TGI reconstruction of
a dual-channel noisy utterance by using our DNN-based system can be seen in
Figure 3.

As mentioned in Subsection 4.1, the DNN could exploit temporal correla-
tions by increasing the frame context through the number of look-forward and
look-backward frames, L. The relative improvements in terms of word accuracy
(average) over L = 0 were 1.43%, 3.17% and 3.47% for L values of 1, 2 and 3,
respectively. As could be experimentally checked, the performance tends to sat-
urate for L = 2 and greater values. Because of this fact, one can guess that the
DNN is mainly exploiting the PLD between the first and second channels. Since
most of the information required to provide a PLD-based estimate at frame t
is close to that frame, the proposed DNN approach does not benefit of further
increasing the length of the analysis window.
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Fig. 3. Example of the TGI reconstruction of an utterance. All the spectrograms are
in the log-Mel domain. From top to bottom: clean utterance (1st ch.), corrupted by bus
noise at 0 dB (1st & 2nd chs.), mask estimated by the proposed DNN-based system
and the resulting reconstruction (over the 1st ch.).

5 Conclusions and Future Work

In this paper we have proposed a new DNN-based system to estimate binary
masks for robust speech recognition in the context of a smartphone with a dual-
microphone used in a conversational position. The DNN has been able to take ad-
vantage of the dual-channel information, providing significant improvements on
performance and again confirming the potential of this tool for speech recognition.
Furthermore, one of the benefits of the DNN approach, with respect to other mask
estimation techniques, is that no assumptions are made as well as it is able to learn
complex non-linear dependencies between the input features and the target, thus
overcoming the analyticalmodeling capabilities and allowingbetter performances.

As future work, an exhaustive search regarding the architecture and training
configuration of the DNN should be carried out in order to further improve
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the system performance. Also, the use of additional or different kind of features
(e.g. pitch-based features) could be an interesting research topic. Finally, our
objective is to extend this method in order to deal with a hands-free scenario.
This scenario is more challenging, as the PLD assumptions are not completely
valid since both speech and noise are in far field conditions.
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Abstract. With the spread of MOOCs and video lecture repositories it
is more important than ever to have accurate methods for automatically
transcribing video lectures. In this work, we propose a simple yet effec-
tive language model adaptation technique based on document retrieval
from the web. This technique is combined with slide adaptation, and
compared against a strong baseline language model and a stronger slide-
adapted baseline. These adaptation techniques are compared within two
different acoustic models: a standard HMM model and the CD-DNN-
HMM model. The proposed method obtains improvements on WER of
up to 14% relative with respect to a competitive baseline as well as out-
performing slide adaptation.

Keywords: language model adaptation, video lectures, document
retrieval.

1 Introduction

As part of the continuous development and advances in information technologies,
new channels and communication possibilities have been established. In the field
of education, universities have made a great effort in knowledge dissemination,
which has resulted in the creation of large multimedia repositories of lecture
recordings [7,2,3] or MOOCs (Massive Open Online Courses) [1,6]. The tran-
scription of these repositories is an increasing necessity so as to achieve their
massive dissemination for several reasons: for instance, transcriptions help to
improve searchability, classification and analysis within huge repositories; they
also help to reach wider audience of students by overcoming linguistic, as well
as acoustic, barriers.

Each of these repositories is made up of hundreds or even thousands of videos,
rendering manual transcription unfeasible in terms of both time and cost. De-
spite current state-of-the-art automatic speech recognition (ASR) systems are
achieving continuous improvements over time, these repositories can be greatly
improved through the use of specifically retrieved in-domain data. For instance,
in [15] the video-dependent in-domain data is extracted/retrieved from the slides
used in each video. Specifically, a general-purpose ASR system was adapted
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through language model interpolation from different resources (out-of-domain
and in-domain,) including the text of video-dependent slides. The conclusion is
that slide-dependent language models could significantly improve the transcrip-
tion quality.

Unfortunately, it is not always possible to obtain slides for a given video
lecture. For instance, it is usual that either the author does not give access to
the slide document, or the repository does not keep track of such files. When
slides are not available in electronic format, they can be extracted from the video
recording using OCR techniques [15]. However, due to the video quality, even
this is not possible in many cases.

In addition to slide adaptation, some works have explored language model
adaptation by building language models using documents retrieved from the
web. Document retrieval techniques are fundamental in gathering relevant in-
domain data, a large part of which are based on building search queries to
locate documents through common search engines. Previous works have focused
on document retrieval for broad and general ASR systems. Some authors have
tried to build these queries from a first pass recognition [9,14,18] or from keyword
detection [17]. Other works have tried to use the training set itself [23] or the
text of the slides [16] to build the query. In summary, previous works have a
strong focus on studying how to build the queries in order to have competitive
recall and precision trade-off. In contrast, we propose to use the title of each
video lecture as the search query, since they tend to be quite descriptive in video
lecture repositories.

In this work, we focus on language model adaptation by document retrieval for
the automatic transcription of video lectures. We compare our approach with a
strong baseline computed from a large collection of out-of-domain and in-domain
documents comprising 46 billion words. Furthermore, we compare our results
with those obtained by slide adaptation [15], using as slides the text extracted
from the video using OCR. We also combine both approaches to further im-
prove adaptation which yields significant improvements with respect to both the
baseline model and the slide-adapted model. In order to assess language model
adaptation with increasingly better acoustic models, this comparison is made
with two different acoustic models: the standard Hidden-Markov-Model (HMM)
and the Context-Dependent Deep-Neural-Network Hidden-Markov-Model (CD-
DNN-HMM) approach [19]. All these techniques fall within the scope of the
European transLectures [20,4] project whose objective is to develop innovative
and cost-effective solutions to produce accurate transcriptions and translations
in VideoLectures.NET and poli[Media] [2] through the free and open-source
platform Matterhorn [12].

2 Document Retrieval

In this work, we focus on document retrieval from the web by building queries
using the title of the video lecture. This is in contrast to other works where
more complex techniques are proposed, such as rendering the lines of each slide
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as queries [16], or extracting keywords from a first pass recognition to build
queries [14]. Our method is built on the hypothesis that the title is very in-
formative and tends to contain the most important keywords and they appear
in the proper order. The proposed method has several advantages among other
works, such as it can be used without the need of slides or a first pass recognition
on the video. Furthermore, it is a general and simple technique for this kind of
repositories. We should remark that sometimes the paper on which the lecture
is based is downloaded. This is very useful for the adaptation, although finding
this exact document is not the primary goal of the search.

To ensure that the documents retrieved are of a minimum-required quality,
we constrain the search to pdf documents only, and not webpages. Note that
typically pdf files are of a higher standard since they are usually papers, books or
notes related to the lecture topic. Unfortunately, some of the retrieved documents
might be in languages different from that of the video and must be filtered out.

We propose two search methods for retrieving N documents per video:

– Exact search: we download documents that exactly match the title of the
video lecture, i.e. the title is contained within the text of the document.
Sometimes the search produces less than N results. For instance, the lec-
ture “Especies de interés I. Aromáticas. Lamiaceae. Thymus” (“Species of
interest I. Aromatic. Lamiaceae. Thymus”) produced 0 results.

– Extended search: we perform an exact search and the search is extended
with documents that partially match the title if less than N documents are
found. The extended search will retrieve all the documents from the exact
search plus other documents that contain some of the words of the lecture
title, up to N documents.

3 Language Model Adaptation Technique

The language model adaptation technique for video lectures was introduced
in [15]. It combines out-of-domain language models, in-domain models and video-
specific models by means of a linear interpolation:

p(w|h) = ∑
i λipi(w|h)

where weights are optimised in a development set according to [11].
This technique is extended to consider language models built from documents

retrieved from the web as follows:

p(w|h, V ) =
∑

i λipi(w|h) + λDpD(w|h)

where V stands for the current video and pD(w|h) for the language model trained
on the documents retrieved for V .

In this work, we further consider the scenario where the lecture slides can
be extracted from the video using OCR and they are available to adapt the



132 A. Mart́ınez-Villaronga et al.

models [15], or a mixed scenario that combines both the text in the slides and
the retrieved documents as follows

p(w|h, V ) =
∑

i λipi(w|h) + λDpD(w|h) + λSpS(w|h)

Note that, in the case where no document is retrieved for a given video, the
corresponding λD is constrained to 0, as done in [15] for slides.

4 Experiments and Results

In this section we compare our approach with a strong baseline language model
computed with out-of-domain corpora (Table 1) and in-domain corpus (Table 2).
The baseline is tested against three systems: a system adapted with documents,
a system adapted with slides, and a mixture thereof. In all cases, two acoustic
models are used: a Deep Neural Networks model [19] with 4 hidden layer and a
classical HMM with fCMLLR.

4.1 Corpora

Several corpora were used to build the baseline. Regarding the out-of-domain
corpora, Table 1 summarises their main statistics. As for the in-domain corpus,
we used the poli[Media] corpus, created by manually transcribing a number of
video lectures from the Spanish poli[Media] repository for training, adaptation
and internal evaluation as part of the transLectures project. Details of this corpus
are given in Table 2.

Table 1. Main statistics of the out-of-domain corpora used by the baseline LM

Corpus # sentences # words Vocabulary

EPPS 132K 0.9M 27K
news-commentary 183K 4.6M 174K
TED 316K 2.3M 133K
UnitedNations 448K 10.8M 234K
Europarl-v7 2 123K 54.9M 439K
El Periódico 2 695K 45.4M 916K
news (07-11) 8 627K 217.2M 2852K
UnDoc 9 968K 318.0M 1854K

Google Ngram – 45 360M 292K

In order to conduct experiments with mixed models (slides and documents),
it is necessary to have the text from the slides. However, a correct transcription
of the slides (pdf) is not usually available and the text must be extracted auto-
matically using OCR. These OCR slides have been recognised using Tesseract
OCR tool [21] and applying various preprocessing and postprocessing steps. The
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Table 2. Main statistics of the poli[Media] corpus

Videos Time (h) # sentences # words Vocabulary

Train 655 96 41.5K 968K 28K
Dev 26 3.5 1.4K 34K 4.5K
Test 23 3 1.1K 28.7K 4K

Table 3. poli[Media] slides details

# slides # words Vocabulary

Dev 107 17.4K 3.9K
Test 363 16.4K 3.1K

final WER of the OCR slides is 40%. Table 3 contains some statistics about the
slides.

Regarding the downloaded documents, we performed experiments with models
trained with up to 5, 10 and 20 documents per video. As we will see in Section 4.4,
the extended search reports significantly better results than the exact search for 5
documents. So for 10 and 20 documents we only considered the extended search.
Details of the retrieved documents are depicted in Table 4. As we mentioned,
it is possible that the paper the lecture is based on is among the documents
downloaded. However, this is not likely to happen in the repository used in this
work.

Table 4. Statistics of downloaded documents for poli[Media] development and test sets

# documents # words Vocabulary

5 docs
Exact search

dev 96 1.3M 40K
test 102 1.2M 41K

Extended search
dev 130 2.0M 55K
test 115 1.4M 42K

10 docs Extended search
dev 260 5.2M 91K
test 230 2.7M 65K

20 docs Extended search
dev 515 9.0M 128K
test 459 6.4M 104K

4.2 Acoustic Models

The language model adaptation techniques are tested with different acoustic
models (AMs): standard HMM and deep neural network (DNN). In both cases,
the software used to train the systems is the transLectures -UPV toolkit [5,8],
and the data used to train the systems is the poli[Media] corpus training set
described in Table 2.

The HMMs are based on triphonemes, modelled with a 3-state left-to-right
topology. A decision tree based state-tying is applied, resulting in a total of 5039
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triphone states. Each triphoneme was trained for up to 128 mixture components
per Gaussian and 4 iterations per mixture. Moreover, in order to reduce the
speaker variability, fCMLLR was applied.

Regarding the DNN, we used the hybrid approach proposed by [19]; the so-
called CD-DNN-HMM. In this case, we need to train a classical HMM system in
order to provide an accurate forced alignment of the input features at triphone
state (senone) level. Subsequently, a Deep Neural Network is trained in two steps:
pre-training and fine-tuning. With respect to its topology, the output layer was
set as large as the number of phonetic targets derived during the previous forced
alignment, in this case 5039 classes. After trying several networks configurations,
4 hidden layers of 3000 units each was found to provide the best performance.
Finally, the Gaussian mixtures of the acoustic model are replaced with the neural
network state posterior probabilities.

4.3 Language Models

As regards the language model, we computed the baseline model as discussed
in Section 3, interpolating several individual language models trained on the
corpora described in Section 4.1. For each out-of-domain corpora we trained a 4-
gram language model with the SRILM [22] toolkit . The individual 4-gram
models were smoothed with the modified Kneser-Ney absolute interpolation
method [13,10]. Finally, the training set of poli[Media] was used as the in-domain
corpus. For the vocabulary, we obtained a base vocabulary using 200K words
over all the out-of-domain corpora plus the in-domain vocabulary, resulting in a
205K words vocabulary.

The vocabulary of the adapted models is built extending the base vocabulary
with the words in the slides and/or the documents. In the case of the documents,
the vocabulary extension will result in much larger vocabularies. From here on,
we consider the standard full version of the vocabulary, and a restricted version
in which only those words that occur more than three times in the documents
are added.

4.4 Experiments

First we run experiments to assess whether the exact or the extended search is
better for querying documents. For these experiments the number of documents
per video is set to 5. Table 5 depicts these results, in which it is observed that
document adaptation significantly improves the baseline results independently of
the AM used. The extended search obtains better results than the exact search
where the smaller amount of documents retrieved leads to slightly higher WER
values. Constraining the vocabulary also results in higher error rates.

After setting the retrieval technique to extended search, we assessed the im-
pact of the number of documents retrieved when using up to 10 and 20 docu-
ments, instead of 5. In Table 6 significant improvement is observed for all AMs
when using 20 documents. Note that the improvements of up to 10.8% relative
WER, depicted in Table 6, can be used to effectively adapt language models for
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Table 5. WER (%) on the poli[Media] corpus for the adapted models with 5 documents
retrieved per video

Language Model
Acoustic Model

HMM CD-DNN-HMM

Dev Test Dev Test

Baseline (BL) 20.4 21.8 14.3 15.7

BL + Exact search 20.3 20.7 14.2 14.6
+ Restricted voc 20.2 20.8 14.1 14.8

BL + Extended search 19.8 20.6 14.0 14.4
+ Restricted voc 19.7 20.6 13.9 14.4

Table 6. WER (%) on the poli[Media] corpus dev and test sets for the adapted models
with 10 and 20 documents retrieved by extended search

Language Model
Acoustic Model

HMM CD-DNN-HMM

Dev Test Dev Test

Baseline (BL) 20.4 21.8 14.3 15.7

BL + 10 Documents 19.6 20.6 13.8 14.4
+ Restricted voc 19.5 20.5 13.8 14.4

BL + 20 Documents 19.6 20.0 13.8 14.2
+ Restricted voc 19.5 19.9 13.8 14.0

video lectures in those scenarios where no other resources but the lecture title
is available.

In cases where slides are available, not only it is possible to perform adap-
tation by using either the documents or the slides [15], but also a combination
of these two resources. These combined results are summarised in Table 7. It is
observed that the inclusion of documents significantly improves the results of all
the previous systems (adapted or not) where documents were not used. It is also
interesting to note that the combination of slides and documents outperforms
both the system without slides and the system without documents.

Table 7. WER (%) for the adapted models with documents and slides

Language Model
Acoustic Model

HMM CD-DNN-HMM

Dev Test Dev Test

Baseline (BL) 20.4 21.8 14.3 15.7

BL + Slides 19.8 19.4 13.8 13.8
+ Documents 18.7 18.9 13.4 13.5
+ Restricted voc 18.7 19.0 13.4 13.5
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5 Conclusions

We have proposed a new simple yet effective method to retrieve documents
from the web and use them to build adapted language models for video lecture
transcription. These documents have proven to be a very valuable resource for
adapting language models, obtaining a WER improvement of up to 1.9 absolute
WER points (8.7 % relative) using HMM, and 1.7 points (10.8 % relative) when
using DNN, with respect to a strong baseline.

Furthermore, if we combine the document adaptation with slide adaptation
the system yields improvements of 2.9 and 2.2 absolute WER points (13.3 %
and 14.0 % relative) with respect to a strong baseline, depending on the acoustic
model used. If instead we compare these results with the models adapted with
slides only, it is observed that documents can still provide improvements of up
to 1 absolute WER points for HMMs, and 0.5 for DNNs.

It is worth noting that, in general, the improvements are consistent for all
proposed acoustic models, which makes us think that this kind of adaptation
will provide significant improvements as the acoustic models get even better.

The documents obtained have led to significant improvements, proving that
this method is a good way of retrieving documents for the purpose of adapting
language models. However, in the future, we plan to compare this document
retrieval method with the alternative methods proposed by ohter authors.
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Abstract. There is a great amount of information in the speech signal,
although current speech recognizers do not exploit it completely. In this
paper articulatory information is extracted from speech and fused to
standard acoustic models to obtain a better hybrid acoustic model which
provides improvements on speech recognition. The paper also studies the
best input signal for the system in terms of type of speech features and
time resolution to obtain a better articulatory information extractor.
Then this information is fused to a standard acoustic model obtained
with neural networks to perform the speech recognition achieving better
results.

Keywords: Articulatory features, Neural network, Hybrid models.

1 Introduction

Speech production is a complex process which has attracted a wide research
activity in the last decades to obtain articulatory information embedded in the
speech signal. The motivation of this work is to study how articulatory infor-
mation can improve phoneme classification accuracy. As shown in [1], [2] and
[3], is possible to take advantage of phoneme similarities to build articulatory
class specific classifiers, which we use to provide additional inputs for a phoneme
classifier.

To deal with that amount of information and to obtain a better articulatory
information representation, we propose to integrate neural networks in a hybrid
recognizer. The performance of these models is very sensitive to the input fea-
tures, therefore in this paper we study two different signal representations, Mel-
Frequency Cepstrum Coefficients MFCC and a less processed representation,
the Mel scaled Filter Bank. It is also important to study the impact of higher
temporal resolution in the feature extraction process, that we think it may help
convolutional networks to compensate time label misalignments, which usually
degrade the performance of regular networks.

Once a good representation of the articulatory process is obtained as articu-
latory features, they may be included to get a hybrid model which takes advan-
tage of them to reduce classification errors. We will show in the experimental
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section that the fusion of the articulatory information with more standard fea-
tures reduces significantly recognition errors, thus validating the assumption of
articulatory information being helpful to improve speech recognition.

This article is organized as follows. Section 2 describes articulatory features
used in this work. Section 3 explains our representation of neural networks.
Section 4 describes experimental procedure. In Section 5 the results are shown,
and in Section 6 are exposed the conclusions extracted from this study.

2 Articulatory Features

Speech production involves three processes; initiation, phonation, and articu-
lation. The first, initiation is the process in which air starts to flow through
vocal tract. During the second process, phonation, vocal chords start to vibrate
producing the sound. Finally, in the articulation process, some constrictions are
made in the oral cavity to modify the produced sound.

During the articulation process, the constrictions made on the vocal cavity
perturbate natural air flow. The location and type of constriction imprints spe-
cific information in the speech signal that we propose to extract and use to
improve speech recognizers.

Constrictions could be done in different places, or by different manners. In
order to study the speech production process, articulatory features have been
described by phonology, which also studies their relation to human vocal tract.
Those articulatory features explain all sounds related with speech and they are
pictured on International Phonetic alphabet (IPA). Regarding to the relation
between articulatory features, for example the place where the main constriction
is made or the shape of lips, they are clustered in independent groups, which
offers an opportunity to classify sounds from different points of view and give
us additional information to perform the phoneme classification. There are some
previous works on speech recognition using only articulatory features to classify
phonemes like [1] with good results, or combined with acoustic features [2].
Other works use them for speaker recognition [3]. Besides, there are works that
use neural networks for speech recognition with articulatory features like [4].

We consider five different articulatory properties. The first property is voic-
ing, which tells if a sound is voiced or unvoiced, and it is related to vibration
of vocal cords. The second property used in this work is place, which indicates
where is allocated the main constriction. Another property we deal with is the
manner, which is referred to how the sound is generated, if it is a nasal sound
or fricative and so on. More related to vowel sounds there are two properties,
rounding, that describes if lips are rounded or not during pronunciation. And
finally the vowel location, to express the position of the tongue, if it is on the
front of vocal cavity or on the back. Table 1 shows all properties used in this work
and the features which are classified in each property. It is important to point
that silence is included in each property. The class Silence does not describe a
phoneme but it is included to allow the classifier to deal with audio segments
without speech. The same concept is applied to not representative, for instance if
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the sound corresponds to a consonant, it does not make sense to speak in terms
of rounding, which is a property that only take place on vowel sounds.

Table 1. Articulatory properties and theirs features

Property Classes N Classes
Voicing Unvoiced, Voiced, Silence 3
Place High, Medium, Low, Labial, Dental, Alveolar, 10

Palatal, Velar, Glottal, Silence
Manner Vowel, Nasal, Fricative, Aproximant-Lateral, 6

Stop, Silence
Rounding Rounded, Not Rounded, Not Representative, Silence 4
Vowel Location Front, Middle, Back, Not Representative, Silence 5

With those features, now we have to label the database. This process should be
done by manual labeling the database, but we propose a simpler labeling process
based on the phonetic labels provided by a canonical pronunciation dictionary,
since we have word level transcriptions. Then, using the phonetic description
of those phonemes we set the attributes which correspond to the articulatory
features described on Table 1. In this study it is used the TIMIT Acoustic-
Phonetic Continuous Speech Corpus in which each phoneme was characterized
and pictured in a table with the Sampa and IPA nomenclatures. The description
of the phonemes is based on the work [5] and an extract from this table is shown
on Table 2.

Table 2. Extract of TIMIT phonemes and their description on Sampa, IPA and ar-
ticulatory features. (NR means Not Representative).

Mono-phonemes Sampa IPA Voicing Place Manner Rounding Vowel Location
aa A: A Voiced Low Vowel Not Rounded Back
ae { æ Voiced Low Vowel Not Rounded Front
ah V 2 Voiced Low Vowel Not Rounded Back
ay aI aI Voiced Low Vowel Not Rounded Front
b b b Voiced Labial Stop NR NR

3 Artificial Neural Networks

In recent years, there has been an increasing interest in neural networks. This
work is based on multi-layer perceptron, a classical architecture of neural net-
works [6]. Equation (1) describes the mathematical model for an artificial neu-
ron which is given a vector of M elements as input X = [x1, x2, . . . , xM ], where
W = [w1, w2, . . . , wM ] are the weights for that input, b is a bias, and θ(·) is
the activation function that applies a non linearity to obtain the output. The
training process is based on generalized gradient descent [6].

y = θ

(
M∑

m=1

(wm · xm) + b

)
(1)
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The network is composed of tree layers. The input layer, one hidden layer with
the internal parameters, and the output layer which transforms the internal
parameters to human comprehensive information. Since in this work we use
neural networks as classifiers, we choose the cross-entropy as cost function and
softmax, shown in (2), as activation function for the output layer, where X =
[x1, x2, . . . , xi, . . . , xN ] is a vector of N elements, where the output vector is
normalized and it gives us the probability of being part of each class.

θ(xi) =
expxi∑N

n=1 expxn

, (2)

Other activation functions used are the Sigmoid function for hidden layers,
and the Rectified Linear Unit (ReLU) on input layer because this type of neurons
can regularize the training process both in image [7] and on speech [8].

One of the problems which can be found while processing speech signal with
neural networks is that neural networks are prepared for recognizing static pat-
terns, but speech signal is a complex and non stationary signal. One phoneme
has a temporal evolution, so in order to recognize better that phoneme it is
useful to show to the network the temporal context of the speech signal during
the phoneme. That means that it is important to give to the neural network
the vector with the calculated features for this time, and a context which con-
sists on the previous and posterior vectors. We suppose that the reference is on
central vector, so the label of the overall network input is the label which is
referred to the central vector. Using neural networks to learn spectro-temporal
patterns makes them very sensitive to the exact label alignment, which can be
inaccurate since it is obtained from a reference Hidden Markov Model HMM.
This effect can be minimized with convolutional neural networks. This type of
neural networks can be interpreted as if one neuron is a filter of a windowed
input, then this filter is repeated for some displacements of that window. Fi-
nally, the maximum activation is selected as output of all those repeated filters.
Mathematically, suppose that there is an input composed by feature vectors
X = [x1, x2, . . . , xM ] that belongs to K temporal windows, so the input may be
written as Xk = [x1,k, x2,k, . . . , xM,k]. There are J filters that we want to com-
pute, therefore the filtering for each time index is hk = [hk,1, hk,2, . . . , hk,J ] where
each filter is represented as (3). To complete the convolutional layer, the output
corresponding to the maximum temporal output per each filter as summarized in
(4) is called max pool stage whose overall output is a vector P = [p1, p2, . . . , pJ ]
which is the input for the next stages on the neural network.

hk,j = θ

(
M∑

m=1

(wm,j · xm,k) + bj

)
(3)

pj =
K

max
k=1

(hk,j) (4)

This kind of layer has proved a good behavior on different type of inputs
and applications where there is some spatial or temporal variability, and the
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convolutional mechanism might regularize the input, like in image [9] or in speech
in different ways [10] [11].

4 Experiment Description

This work uses the TIMIT Acoustic-Phonetic Continuous Speech Corpus, as
mentioned on Section 2, and the phonetic classes are referred to that corpus.
This corpus consists on 508 speakers from eight United States’ regions, 462 on
training set and 50 on testing set. As in previous works, we use the 3696 phrases
marked as ’si’ and ’sx’, and in the testing set 192 core test phrases [12]. From the
training set a 10% has been separated for development and validation set. For all
experiments a bigram language model has been used, and the phone alignment
has been obtained from reference HMMs. The database has 61 phoneme classes,
which have been extended up to 183 classes by using the state index in the HMM
as label, then each of those classes are composed by the phoneme class and the
state, using three states per phoneme [11]. However, in the test process the labels
are contracted to the 39 to calculate errors, as described on [13], [11] or [10]. One
of the benefits of neural networks is that the forward evaluation at test time is
inexpensive in computational terms, even though training in this experiments
can take up to four days in a graphic processing unit (GPU) architecture.

As mentioned before, neural networks have to take care of the influence of tem-
poral displacements. For the time-frequency analysis, a 25ms window is taken to
get the frequency analysis, and then this window is displaced 10ms to calculate
the next frame [14]. It has been suggested that there exists a context of 100ms
with relevant information around each frame, as said in [15], who in [16] used
mutual information to check that hypothesis, and [17] with the same method
showed that information remains in cepstrum feature space. Therefore, all that
information should be shown to the neural network by stacking a time-frequency
matrix with 10 frames around the labeled frame, 5 each side to maintain symme-
try, for a total of 11 frames, equivalent to 110ms of context. The temporal context
used by the convolutional networks input is extended to 15 frames, 150ms, to
allow them to realign it while using a comparable effective context of 11 frames.

Another effect that has been taken into account is the time resolution. As
mentioned before, the time-frequency analysis is made by transforming a win-
dow of the signal of 25ms and then displacing it 10ms. In order to increase time
domain resolution the displacement of analysis window is 5ms, but to maintain
the number of labels, and to allow a comparative between this two types of tem-
poral resolution, the separation between two time-frequency matrices is 10ms.
In other words we can say that the time resolution of time-frequency input ma-
trices has been increased but the number of matrices has been maintained as
before. We show that effect in Figure 1, where it is pictured the same phoneme,
labeled at the same time instant, but each one with different time resolution.

For the experiments, the TIMIT audios are processed in eight different ways
taking into account the strategies mentioned before. We used the static and dy-
namicMFCC, and the Mel scaled filter bank with static and dynamic coefficients,
which are resumed in Table 3
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Fig. 1. Time-frequency analysis of a TIMIT phoneme. On the left a 10ms resolution
matrix and on the right the 5ms resolution matrix.

Table 3. Input features description

Name Coefficients description Analysis
displacement

Mfcc EZ 10 12 Mfcc coefficients, energy and cepstral mean subtraction 10ms
Mfcc EZ 05 12 Mfcc coefficients, energy and cepstral mean subtraction 5ms
Mfcc EACZ 10 12 Mfcc coef., energy, cepstral mean subtraction and dynamic coef. 10ms
Mfcc EACZ 05 12 Mfcc coef., energy, cepstral mean subtraction and dynamic coef. 05ms
Fb 26 E 10 26 Mel scaled filter bands with energy 10ms
Fb 26 E 05 26 Mel scaled filter bands with energy 05ms
Fb 26 EDA 10 26 Mel scaled filter bands, energy and dynamic coef. 10ms
Fb 26 EDA 05 26 Mel scaled filter bands, energy and dynamic coef. 05ms

The architecture of the system is composed of two different parts. The first
part is a classificator, which is a neural network of three layers, an input layer, a
hidden layer, and the output layer. For those classificators the first layer has 512
ReLu neurons, and it can be of two types: a regular mlp layer or a convolutional
layer described in Section 3. The hidden layer is formed by 256 logistic neurons.
And finally, the output layer has the same neurons than classes to classify, whose
output is the probability of membership of the example in the input to the class
which this output is referred to. The second part of this architecture is a fusion
neural network. Once the classificators of phonemes and articulatory properties
are obtained, the information that can be achieved from the articulatory prop-
erties is shown to the fusion network to improve the classification result. In this
work three fusion philosophies are explored. The first one, Output-Layer-Fusion,
consist on composing an input with the probabilities of the phoneme states and
the articulatory features, then a neural network uses this information to per-
form a phoneme classification. The second strategy is to use the output of the
hidden layer, instead of the output layer, to conform an input vector for the
fusion network, the Previous-Layer-Fusion. The last strategy used is give to the
neural network the context of the classified input by stacking the previous and



144 J. Llombart, A. Miguel, and E. Lleida

posterior classification outputs, the Context-Fusion. Moreover this fusion net-
work can have two architectures, the fist one is only an input layer followed by
an output layer, without hidden layer, and the second type has a hidden layer.
These layers follow the philosophy of previous networks and use the same neuron
types, with 1024 neurons on input and 512 in hidden layer.

5 Results

The first results obtained are the classification of phonemes as baseline, and the
experiment with the first layer as convolutional one. In this experiment we ana-
lyzed the accuracy of the neural network output, and of the speech recognition
system. The first is measured in terms of Frame by frame Error Rate, FER, which
counts substitutions, while the second is measured in terms of Phoneme Error
Rate, PER, which takes into account the substitutions, deletions and insertions.
As it is shown on Table 4 a better performance is obtained when convolutional
networks are used. Another important point is that when a better time resolu-
tion is used a better result is obtained in most of the cases, obtaining the best
result, a PER of 30.52% on the Fb 26 EDA 05 case in the convolutional case.

Table 4. FER and PER in phoneme classification. FER is calculated for 183 classes
and PER is calculated for 39 classes.

Features Baseline Convolutional
FER[%] PER[%] FER[%] PER[%]

Mfcc EZ 10 49.85 33.55 48.05 32.09
Mfcc EZ 05 50.18 34.02 48.07 32.27
Mfcc EDAZ 10 46.57 31.92 47.80 31.94
Mfcc EDAZ 05 46.25 32.57 47.28 30.72
Fb 26 E 10 49.03 32.57 50.01 32.12
Fb 26 E 05 49.27 32.82 47.90 31.88
Fb 26 EDA 10 45.40 30.90 49.87 32.96
Fb 26 EDA 05 46.12 30.67 46.92 30.52

In Table 5 we show the classification FER for each articulatory property, for
two configurations. In this case the better results are obtained on baseline archi-
tecture. This effect can be explained because in these features, the position of
events may not be as important as in phoneme classification, since the articula-
tory classes are less specific. Nevertheless in this case it can be observed as in
the phoneme case that using a higher temporal resolution may help classifica-
tion. As we can see, the best performance has been obtained for higher temporal
resolution in almost all cases.

For fusion experiments the Fb 26 EDA 05 convolutional network classificator
has been selected to use it as baseline, which provides an accuracy of PER of
30.52%, and whose output is fused with the articulatory classificators. For this
classificator we used the Fb 26 EDA 05 baseline classificator for each property in
order to obtain comparable results and to know which property helps more to the
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Table 5. FER[%] in articulatory classification. The properties are Voicing, Place,
Manner, Rounding and Vowel Location. #Classes means the number of classes of these
property.

Features Baseline Convolutional
Voice Place Manner Roundig Location Voice Place Manner Rounding Location

#Calsses 3 10 6 4 5 3 10 6 4 5
Mfcc EZ 10 9.91 27.59 20.84 14.79 19.93 10.13 25.36 19.64 14.03 16.23
Mfcc EZ 05 9.21 27.23 20.26 14.82 16.60 9.40 25.92 19.32 16.36 16.36
Mfcc EDAZ 10 8.91 24.59 18.54 13.37 15.66 9.48 25.23 19.11 14.06 15.92
Mfcc EDAZ 05 8.73 24.63 18.67 13.59 15.24 8.85 25.20 18.20 14.23 15.32
Fb 26 E 10 9.51 26.95 20.05 14.90 17.40 9.66 26.12 17.90 15.14 17.39
Fb 26 E 05 9.67 26.32 20.29 15.13 16.94 9.67 24.90 18.42 13.92 15.82
Fb 26 EDA 10 8.54 23.90 18.07 13.51 15.34 9.56 26.09 19.33 14.47 16.65
Fb 26 EDA 05 8.30 24.61 17.59 13.51 14.91 8.96 24.91 18.12 13.62 15.60

Table 6. Fusion experiments. FER is calculated for 183 classes and PER is calculated
for 39 classes.

Properties Output-Layer-Fusion Previous-Layer-Fusion Context-Fusion
2 Layers FER[%] PER[%] FER[%] PER[%] FER[%] PER[%]
Phoneme + Voicing 45.76 30.01 44.07 27.98 44.68 29.93
Phoneme + Position 45.35 29.92 43.49 27.26 44.39 29.63
Phoneme + Manner 45.31 29.93 43.57 27.79 44.27 29.48
Phoneme + Rounding 45.69 30.37 43.97 27.83 44.24 29.77
Phoneme + Location 45.57 30.12 44.02 28.11 44.10 29.74
Phoneme + All 44.61 29.67 43.21 27.03 43.82 29.66
3 Layers FER[%] PER[%] FER[%] PER[%] FER[%] PER[%]
Phoneme + Voicing 46.27 30.49 44.46 28.20 45.22 30.17
Phoneme + Position 45.67 29.85 43.71 27.64 44.84 29.92
Phoneme + Manner 45.57 29.67 43.61 27.52 44.53 29.77
Phoneme + Rounding 46.02 30.00 44.40 27.97 44.74 29.88
Phoneme + Location 45.92 29.93 44.23 28.09 44.58 29.89
Phoneme + All 45.20 30.06 43.04 26.96 44.05 29.86

classification for the same conditions. In Table 6 is shown that Previous-Layer-
Fusion provides better accuracy thanOutput-Layer-Fusion. Using Output-Layer-
Fusion might have as drawback that the classification has already been made,
and errors can be propagated to the fusion stage. Other interesting effect shown
in these results is that the addition of more context to the fusion network, like in
Context-Fusion, improves the result, even though in these conditions it can not
achieve as good results as Previous-Layer-Fusion. The motivation of the work is
to study how articulatory information can improve phoneme classification accu-
racy. Since it is harder for a general phoneme classificator to take advantage of
phoneme similarities. We propose different methods to train articulatory specific
classifiers and to fuse their outputs to improve the accuracy of the system. One
last impression of these results may be that manner or position provide more
information for the classification than the other articulatory features. This may
be because this two properties are present in all phonemes, so this property add
extra information for all phonemes. When we fuse the phoneme classificator, all
phonemes have extra information to improve classification. Although it can be
seen that the fusion with manner or position attain the best improvement in
accuracy individually. We show that fusion with all articulatory properties pro-
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vides an 26.96%PER confirming our previous hypothesis. In Table 6 the relative
improvement obtained using the different fusion methods ranges from 1% to 11%
which is comparable to previous results in similar conditions in the state of the
art [2].

6 Conclusions and Future Work

The main motivation of this work is study how articulatory information can
improve phoneme classification accuracy, for that we propose to process artic-
ulatory information to build specific classifiers which can be used as additional
information for the phoneme classifier. The first steps of the current study were
to determine the manner in which articulatory features can be extracted from
speech signal using neural networks as feature extractor, and use them to com-
plement the acoustic model for using speech recognition. The results of this
study indicate that using a less processed input in the frequency domain like
Mel scaled filter bank, instead of cepstrum domain input, like MFCC, increases
accuracy in acoustic neural network models. Moreover it seems that the higher
time resolution, the better results, not only in convolutional neural networks
which compensate misalignment, but also in simpler architectures, though this
may be studied deeper in future works. The other aspect studied in this paper
is how articulatory features may perform in an hybrid acoustic model, and the
evidence from this study suggests that this kind of models provide a better rep-
resentation which helps the speech recognition. It is shown that some properties
like position or manner produce a mayor impact on hybrid models, but the
relations among all of them in a unified hybrid model achieve the best results.

Further work needs to be done on both lines. It would be interesting to de-
terminate how much time resolution is needed for each type of input to perform
articulatory information extraction. The other aspect in which it is appropriated
a further research is on fusing this articulatory information. The new techniques
on deep neural networks may reach better representation of hybrid models by
extracting higher levels of abstraction in the relations between articulatory fea-
tures and phoneme acoustic models.
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Abstract. This paper addresses the problem of distant speech recogni-
tion in reverberant noisy conditions employing a star-shaped microphone
array and vector Taylor series (VTS) compensation. First, a beamformer
yields an enhanced single-channel signal by applying convex (CVX) op-
timization over three spatial dimensions given the spatio-temporal posi-
tion of the target speaker as prior knowledge. Then, VTS compensation
is applied over the speech features extracted from the temporal signal ob-
tained by the beamformer. Finally, the compensated features are used for
speech recognition. Due to a lack of existing resources in German to eval-
uate the proposed enhancement framework, this paper also introduces a
new speech database. In particular, we present a medium-vocabulary
German database for microphone array made of embedded clean sig-
nals contaminated with real room impulsive responses and mixed in a
‘natural’ way with real noises. We show that the proposed enhancement
framework performs better than other related systems on the presented
database.

Keywords: distant speech recognition, cvx-optimized beamforming, vec-
tor Taylor series compensation, star-shaped microphone array, reverber-
ant and noisy environment, natural mixing, German database.

1 Introduction

The distant interaction of a speaker with a dialogue system, which controls some
mechanisms of a house, is a difficult challenge because of many reasons: the wake-
up of the system (distinction between simple conversations and commands), the
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speech variations for the automatic speech recognition (ASR), and the degrada-
tion of the speech signal due to background noise, reverberation, or the speaker
position. Different projects such as CHIL, DICIT, and the currently finalized
CHiME [1] have been proposed to solve this challenge but the Distant-speech
Interaction for Robust Home Applications (DIRHA) European project [2] (for
people with disabilities) is different from the others in the use of the microphone
array technology.

To address the above problems, we propose the enhancement framework de-
picted in Fig. 1 which is an improved version of the one presented in [12]. Also this
framework is part of the distant speech recognition systems presented in [6,7].
This consists of a spatio-temporal localizer (ST-Localizer) which tries to find
when the user is speaking and where. Later, a novel convex (CVX)-optimization–
based beamformer (BF) attenuates the interference signals different from the
user’s direction. Finally, a vector Taylor series compensation method further in-
creases the robustness of the ASR on the still degraded signal provided by the
beamformer. In this paper, we avoid the problem of the spatio-temporal local-
ization and focuses on the beamformer and the compensation method justifying
their proposed configuration with experimental results.

This paper also introduces a new and more realistic German speech database
than presented in the previous work [12] to evaluate the proposed enhancement
framework. In particular, we present a medium-vocabulary German database for
microphone array configuration which contains embedded clean signals contam-
inated with real room impulsive responses and mixed in a ‘natural’ way [1] with
real noises.

The paper is structured as follows: sections 2 and 3 describe the CVX beam-
forming and VTS compensation methods respectively. Section 4 explains the
proposed BAS-embeded database and the ASR configuration. Section 5 presents
and analyses the experimental results, and in section 6 we summarize the most
important ideas presented along the paper together with some future works.

Fig. 1. Block diagram of the proposed system for distant speech recognition which
consists of a 6-element star-shaped microphone array, a spatio-temporal localizer (ST-
Localizer) of the speaker utterance, a beamformer (BF), a vector Taylor series com-
pensation, and an automatic speech recognition (ASR) system

2 Convex-Optimization–Based Beamformer

In our experiments, we employ a novel CVX-optimization–based beamformer.
The beamformer design, first reported in [12], exhibits an improved extension
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of the design mentioned in [5]. The remarkable improvements of our modified
beamformer are null-steering, the compatibility with different array geometries,
and an optimization to three spatial dimensions. The last one is a prerequisite to
enable beamforming in three spatial dimensions and to reduce the influence of
reflections from the ceiling and the floor discussed in [11]. The CVX constrains
the white noise gain to be larger than a lower limit γ. It considers the three-
dimensional undistorted capturing response with steering direction (ϕs, θs) and
nulls placed in different directions as constraints. The beamformer design is based
on least squares computations that approximate a desired three-dimensional
directivity pattern

b̂(ω, ϕ, θ) =

N∑

n=1

wn(f)e
iωc rn·η(ϕ,θ,ϕn,θn)

with

η(ϕ, θ, ϕn, θn) = sin(θ) sin(θn) cos(ϕ− ϕn) + cos(θ) cos(θn),

or, in vector notation,

B̂(ω) = G(ω) · [w(ω)⊗ I] ,

where f and ω represent the linear and angular frequency, ϕ and θ are steering-
direction–dependent azimuthal and elevation angles, ϕn and θn are the angles
of a microphone with index n, N is the number of microphones, c is the sound
velocity, rn is the distance between a microphone and the center of the coordinate
system, and w(ω) = (w1(ω), w2(ω), ..., wN (ω))T is the beamformer coefficient
vector. Moreover, I is the identity matrix, ⊗ denotes the Kronecker product, and
G(ω) is an (Nθ × [N ·Nϕ]) capturing response matrix according to Gl,m,n(ω) =
ei

ω
c rn·η(ϕm,θl,ϕn,θn), where Nϕ is the number of discretized azimuthal angles ϕm,

andNθ is the number of discretized elevation angles θl. The beamformer assumes
the same desired response for all frequencies, i.e. B̂(ω) = B̂, and

arg min
w(ω)

‖G(ω) · [w(ω)⊗ I]− B̂‖F

subjected to the white noise gain (WNG), the undistorted capturing response
with steering direction (ϕs, θs), and the optional null-placement constraints

|wT (ω)d(ω)|2
wH(ω)w(ω)

≥ γ, wH(ω)d(ω) = 1, wH(ω)V(ω) = 0,

where d(ω) = (d1(ω), d2(ω), ..., dN (ω))
T
represents the capturing response with

steering direction (ϕs, θs), and V = [v1,v2, ...,vS ] is a matrix which consists of

vectors v(ω) = (v1(ω), v2(ω), ..., vM−1(ω))
T that describe the capturing response

of, e.g., competing speakers or other noise sources, S is the number of nulls, (·)T
is the transpose, (·)H is the Hermitian-transpose, and ‖ · ‖F is the Frobenius
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norm. We set the lower limit γ and the desired response B̂ in a way that we
were able to distribute the narrow null-lobe marked in Fig. 2 over frequencies
below 1000 Hz. This yields a decreased main-lobe width at lower frequencies
without increasing the width at higher ones. Although null-steering is one of the
beamformer’s big improvements, we did not consider it due to the assumption
of unknown noise source positions in our experiments.

Fig. 2. The directivity patterns of the CVX without null-steering and the DS (delay-
and-sum, [14]) based on a 6-element star-shaped array with steering direction φs = 40◦

and θs = 114◦

3 Vector Taylor Series Compensation

After applying a beamformer, which yields a single-channel signal, a vector Tay-
lor series (VTS) compensation [10] is used to further enhance the signal and
the robustness of ASR. The reason of using VTS rather than other methods,
such as marginalization missing data is that it let the final representation of the
clean estimated signal be in the cepstral domain, which is a more appropriate
representation for a medium or large vocabulary task. In this paper, we apply
VTS in the log-Mel domain (i.e. the log-outputs of the Mel filters) and later we
apply the cepstrum transformation (Sec. 4.2).

Let yt, xt and nt be the feature vectors at time t for the noisy speech, clean
speech, and noise signals, respectively, expressed in this domain. Given the noisy
observation yt, VTS estimates the clean feature vector as follows,

x̂t = yt −
K∑

k=1

P (k|yt)g
(
μ

(k)
X , n̂t

)
, (1)

where n̂t is the noise estimate at time t and g(x,n) = log(1+exp(n−x)) is the
so-called mismatch function. To derive the above estimator, a Gaussian mixture
model (GMM) with K components is used as the prior speech model. Thus,
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p(x) =

K∑

k=1

π
(k)
X N

(
x;μ

(k)
X ,Σ

(k)
X

)
, (2)

with π
(k)
X , μ

(k)
X , and Σ

(k)
X being the parameters of the kth Gaussian component,

i.e., its prior probability, mean vector and covariance matrix.
Finally, the noisy speech model p(yt) is required for computing the posterior

probabilities P (k|yt) in (1). To obtain this model, the clean speech GMM is
adapted as follows,

μ
(k)
Y,t = μ

(k)
X + g

(
μ

(k)
X , n̂t

)
, (3)

Σ
(k)
Y,t = J

(k)
t Σ

(k)
X J

(k)
t + (I − J

(k)
t )ΣN,t(I − J

(k)
t ), (4)

where ΣN,t is the covariance matrix associated to the noise estimate n̂t and J
(k)
t

is a diagonal matrix whose elements are given by,

J
(k)
t = diag

⎛

⎝ 1

1 + exp
(
n̂t − μ

(k)
X

)

⎞

⎠ . (5)

4 Experimental Framework

4.1 Embedded-BAS Database

Due to a lack of existing resources in German to evaluate the proposed en-
hancement framework, this paper also introduces a new German database for
a star-shaped microphone array. More precisely, this array consists of 6 micro-
phones (1 at the center and 5 on the circle) placed on the ceiling of the living
room of the ITEA apartment used by Fondazione Bruno Kessler (FBK) for the
DIRHA project [2] (see Fig. 3).

Embedded Noisy Signals Each test multi-chanel signal of this database rep-
resents what the microphone array would record if a speaker, in the presence
of noise, repeated the action of pronouncing an isolated utterance at a specific
position in the room and later moved to another position to pronounce another
utterance. We call to this connection of utterances with continuous background
noise and with different reverberations, which depend on the speaker position,
embedded noisy signal .

For the controllability of the experiments, the next 12 speaker position/
directions, circled in Fig. 3, are only used: (LA/O8, LB/O8, etc.). To simulate
the different SNR noisy conditions in the most possible ‘natural’ way, we follow
the indications of SNR mixture of the CHiME corpus [1] by employing around
3-hours of real noise, recorded by the FBK group with this microphone array.
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Fig. 3. Living room of the ITEA apartment of Fondazione Bruno Kessler (FBK) with
the microphone array at the center and the 12 speaker position/directions employed in
this work [provided by FBK].

Table 1. Word accuracies obtained by different configurations of the proposed systems
tested over the presented Embedded-BAS database for different SNR values

Systems Clean 10 dB 0 dB Average

Baseline (central microphone) 93.24 79.34 43.69 72.09

DS Beamforming 94.73 83.61 51.73 76.69

CVX Beamforming 95.34 83.65 51.98 76.99

Baseline + VTS (FLF noise ) 91.60 84.00 53.61 76.40

DS Beamf. + VTS (FLF noise) 93.82 86.83 55.70 78.78

CVX Beamf. + VTS (FLF noise ) 93.60 87.29 60.20 80.36

Baseline + VTS (Oracle noise) 92.93 91.75 79.10 87.93

DS Beamf. + VTS (Oracle noise) 94.67 92.42 79.04 88.71

CVX Beamf. + VTS (Oracle noise) 95.19 93.54 80.32 89.68

The way to obtain an embedded noisy signal for a target SNR is summarized in
the following steps:

1. We randomly select 7 isolated monaural clean (without reverberation) utter-
ances of one speaker, convolve themwith the corresponding impulse responses
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(obtained by the FBK group) of 7 random speaker position/directions and ob-
tain a 6-channel embedded clean-reverberant signal by connecting them with
a time gap in the middle. These gaps are randomly selected between 0.5 and
5 seconds.

2. We randomly select a segment from all available segments, of the 3-hours of
noise, which yields the target SNR within an error of 1.5 dB. The following
formula is used for the SNR:

SNR = 10log10
Excentral

Encentral
(dB) (6)

where Excentral and Encentral are the whole energy of the central micro-
phone of the embedded clean-reverberant signal and of the noise segment
respectively. If no noise segment is found that yields the target SNR, all
channels of the embedded clean-reverberant signal are multiplied by a gain
(which depends on the closest found SNR to the target SNR) to find at least
an appropriate noise segment.

3. The final embedded noisy signal is the sum of this embedded clean-reverberant
signal with the selected noise segment. In addition, sometimes this sum can
produce a saturated signal in some of the channels. In order to avoid this prob-
lem we multiply all the channels of both, the embedded clean-reverberant sig-
nal and the noise, by a second factor which avoids this problem.

Database Description The proposed Embedded-BAS database exhibits a sam-
pling frequency of 16 kHz and employs the clean sentences of the Bavarian
Archive for Speech Signals (BAS) PHONDAT-1 database [13] as its isolated
monaural clean utterances (Sec. 4.1) due to their temporal similarity with house
control commands. The database consists of the training and test sets.

The training set contains 4999 clean-reverberant isolated utterances corre-
sponding to 50 different-gender speakers (around 100 sentences per speaker)
with a reverberation that corresponds to position LA/O8 of Fig. 3. The inclu-
sion of the reverberation in the training set is to reduce the mismatch with the
test set. The test set consists of 100 embedded clean-reverberant signals (700 iso-
lated utterances, Sec. 4.1) corresponding to 100 different speakers (half of them
are in the training set) contaminated at 10 and 0 dB. Both, the training and
test sets share the same medium-vocabulary lexicon and grammar and consist
of 1504 words which belong to around 500 different phrases.

4.2 ASR System

Both, the front-end and the back-end, have been derived from the standard
recognizer employed in Aurora-4 database [4].

The front-end takes the enhanced signal and obtains mel frequency cepstrum
coefficients (MFCCs) using 16 kHz sampling frequency, frame shift and length of
10 and 32 ms, 1024 frequency bins, 26 Mel channels and 13 cepstral coefficients.
Then we apply cepstral mean normalization to the MFCCs. Delta and delta-delta
features are also appended, obtaining a final feature vector with 39 components.
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The back-end employs a transcription of the training corpus based on 34
monophones to train triphone-HMMs. This transcription has been derived from
a more detailed transcription (based on 44 SAMPA-monophones) by means of a
careful clustering of the less common monophones. Each triphone is modeled by
a HMM of 6 states and 8 Gaussian-mixtures/state. By means of a monophone
classification (created with the help of a linguistic) a tree-based clustering of the
states is also applied to reduce the complexity and a lack of training data. Tree-
based clustering also allows to create triphones models for the test stage which
have not been observed in the training stage. We train a bigram using the train-
ing word transcription. By means of an expansion based on the grammar, the
triphone transcription of the test lexicon and the triphones, we obtain the final
macro HMMs for the test stage. It is important to point out that only the cen-
tral microphone of the clean-reverberant training set without any enhancement
(beamforming and VTS) is used to train our HMMs-models.

5 Experimental Results

Tab. 1 shows the different Word Accuracies (WAcc, %) achieved by different
configurations of the proposed systems tested over the presented Embedded-
BAS database for different SNR values.

The Baseline (central microphone) results are obtained when no enhancement
is performed over the speech signals, i.e., directly the performance of the signal
captured by the central microphone of the microphone-array. DS Beamform-
ing and CVX Beamforming are the results achieved by delay-and-sum [14] and
convex-optimization beamformers (Sec. 2). As mentioned in Sec. 1 , we assume
that the ST-Localizer of Fig. 1 provides the oracle spatial and temporal local-
ization of the speaker, i. e., we cut the embedded noisy signal in pieces which
correspond to the isolated utterances, then each of these pieces together with
its spatial position are sent directly to the beamformer. Following, we can see
the results of the three previous configurations but when the VTS compensa-
tion (Sec. 3) is applied with a First-Last-Frames (FLF) noise estimation. This
estimation assumes that the first and last 20 frames of the cut signal correspond
to noise and these frames are used to estimate the log-Mel noise (and its corre-
sponding covariance matrix) by means of a linear interpolation to the remaining
the frames as shown in [8].

The most significant conclusions which can be drawn from the table are the
follows:

1. Using beamformers, specially the CVX, always improves the recognition re-
sults (compare the 72.09 of the Baseline with the 76.99 % of the CVX Beamf.
).

2. Considering VTS after applying beamformers additionally improves the re-
sults (compare the 76.99 of the CVX Beamf. with the 80.36 % of the CVX
Beamf. + VTS (FLF noise)).
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The results with oracle noise are only displayed to show the upper performance of
this framework. We can see that we should further improve the noise estimation
at 0 dB.

Other compensation mechanisms (such as missing data (MD) imputation
based on binary mask) and types of noise estimations (such as pitch-based noise
estimations) have been employed in [9]. Due to the techniques’ sensitivities to the
MD mask and to the pitch estimation errors, the performance of these techniques
have been lower.

6 Conclusion and Future Work

This paper presented a system for distant speech recognition in reverberant and
noisy conditions, intended to control a room with commands. The proposed
system is an improved version of the system presented in [12]. The improve-
ment consists of a recently presented beamformer based on convex optimization,
the application of a single-channel enhancement algorithm based on VTS com-
pensation and the presentation of a more realistic database for evaluations. The
database consists of embedded noisy signals which represent, with ‘natural’ noise
mixing, what the microphone array would record if the speaker was emitting
German commands at different positions of the room. This database is a very
suitable challenge for the spatio-temporal localization algorithm of the utterance
which is our next future objective. To do it we plan to make use of the pitch
information provided by the M-PoPi algorithm [3] .

References

1. Christensen, H., Barker, J., Ma, N., Green, P.: The chime corpus: A resource and a
challenge for computational hearing in multisource environments. In: Interspeech
(2010)

2. European project FP7. Distant-speech interaction for robust home applications
(dirha) (March 2012-2015), http://dirha.fbk.eu

3. Habib, T., Romsdorfer, H.: Concurrent speaker localization using multi-band
position-pitch (m-popi) algorithm with spectro-temporal pre-processing. In: In-
terspeech (2010)

4. Hirsch, H.G.: Experimental framework for the performance evaluation of speech
recognition front-ends of large vocabulary task. Technical report, STQ AURORA
DSR, Working Group (2002)

5. Mabande, E., Schad, A., Kellermann, W.: Design of robust superdirective beam-
formers as a convex optimization problem. In: ICASSP (2009)

6. Morales-Cordovilla, J.A., Hagmüller, M., Pessentheiner, H., Kubin, G.: Distant
speech recognition in reverberant noisy conditions employing a microphone array.
In: EUSIPCO (2014)

7. Morales-Cordovilla, J.A., Pessentheiner, H., Hagmüller, M.M., Kubin, G.: Room
localization for distant speech recognition. In: Interspeech (2014)

8. Morales-Cordovilla, J.A., Ma, N., Sánchez, V., Carmona, J.L., Peinado, A.M.,
Barker, J.: A pitch based noise estimation technique for robust speech recogni-
tion with missing data. In: ICASSP, May 22-27, pp. 4808–4811 (2011)

http://dirha.fbk.eu


CVX-Optimized Beamforming and VTS Compensation 157

9. Morales-Cordovilla, J.A., Pessentheiner, H., Hagmller, M., Mowlaee, P., Pernkopf,
F., Kubin, G.: A german distant speech recognizer based on 3d beamforming and
harmonic missing data mask. In: AIA-DAGA (2013)

10. Moreno, P.: Speech Recognition in Noisy Environments. PhD thesis, Carnegie Mel-
lon University (1996)

11. Pessentheiner, H., Kubin, G., Romsdorfer, H.: Improving beamforming for distant
speech recognition in reverberant environments using a genetic algorithm for planar
array synthesis. In: 10th ITG Symposium on Speech Communication (2012)

12. Pessentheiner, H., Petrik, S., Romsdorfer, H.: Beamforming using uniform circular
arrays for distant speech recognition in reverberant environments and double-talk
scenarios. In: Interspeech (2012)

13. Schiel, F., Baumann, A.: Phondat 1, corpus version 3.4. Technical report, Bavarian
Archive for Speech Signals (BAS) (2006),
http://www.bas.uni-muenchen.de/Bas/BasFormatseng.html

14. Tashev, I.: Sound Capture and Processing: Practical Approaches. John Wiley and
Sons (2009)

http://www.bas.uni-muenchen.de/Bas/BasFormatseng.html


Flexible Stand-Alone Keyword Recognition

Application Using Dynamic Time Warping

Miquel Ferrarons1,2,�, Xavier Anguera1, and Jordi Luque1

1 Telefonica Research, Edificio Telefonica-Diagonal 00, 08019, Barcelona, Spain
2 Universitat Autonoma de Barcelona, Barcelona, Spain

{xanguera,jls}@tid.es

Abstract. We introduce a Query-by-Example (QbE) application for
smart-phone devices that implements a recently proposed
memory-efficient dynamic programming algorithm [1] for the task of key-
word search. The application compares acoustic keywords with the audio
input from the microphone and reacts to detected keywords with actions
in the phone. These keywords are recorded by the user, who also defines
what actions will be performed by each one. One of these keywords is
defined to be a trigger keyword, which is used to wake up the system and
thus reduce false detections. All keywords can be freely chosen by the
user. In Monitor mode, the application stays listening to audio acquired
through the microphone and reacts when the trigger + some keyword
are matched. All processing is done locally on the phone, which is able
to react in real-time to incoming keywords. In this paper we describe
the application, review the matching algorithm we used and show exper-
imentally that it successfully reacts to voice commands in a variety of
acoustic conditions.

Keywords: Mobile search, dynamic time warping, query-by-example,
keyword recognition.

1 Introduction

Currently smartphones are found everywhere. The usage of smartphones is not
only driven by the need to make phone calls, as more and more people use
them for activities like gaming, browsing the internet, reading, etc. Voice recog-
nition is quickly gaining popularity and acceptance among smartphone users,
probably due to the small keyboard footprint of these devices which makes it
more complicated to type on it than to speak to it. Companies like Google [2]
of Microsoft [3] have recently proposed powerful speech-enabled applications in
the cellphone that are changing the general public miss-conception that speech
recognition does not work. Driven by this trend, we decided to experiment with
small-footprint but flexible voice-enabled command-and-control applications for
the cellphone. In this paper we present one of these experiments. It corresponds
to a keyword recognition application we developed for Android devices which
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implements a flexible Query-by-Example (QbE) algorithm to enable many func-
tionalities in the phone by just giving spoken orders to it. QbE algorithms [4]
are used to search for matches of a given spoken query within a set of spoken ut-
terances. In this case we use it to match pre-recorded acoustic keywords against
online audio captured from the smartphone’s microphone. The proposed appli-
cation is a proof of concept of a totally offline (no server connectivity required)
speech enabled tool to control the telephone’s functionalities by voice. In addi-
tion, recorded keywords can be chosen by the user to be whatever word/sound
he/she wants, and each one can be recorded multiple times to improve matching
accuracy. There are two kinds of keywords, “trigger“ and “action” keywords. A
“trigger” keyword is recorded by the user to “wake up” the application (i.e. in-
dicate that an “action” keyword will be spoken next). Then, “action” keywords
are detected and associated to actions in the phone. In this proof of concept
some actions have been implemented, like taking a picture, recording a voice
note or picking up a call.

The rest of the paper is organized as follows: Section 2 describes the appli-
cation implementation details, including the user interface (Subsection 2.1) and
each of the two modes of operation (Subsections 2.2 and 2.3). Then, Section 3 de-
scribes and performs an evaluation of usage of the application among real users,
to show that it does perform as expected. Finally, in Section 4 we draw some
conclusions from the presented work, and draw some lines of future research.

2 System Description

The proposed application has two main modes of operation: Monitor mode, and
Recording mode. In Recording mode the user records new acoustic keywords, as-
signs actions to them, and can set some parameters to each of these keywords. In
Monitor mode the application constantly records the ambient sound and reacts
accordingly when the user says any of the keywords recorded in the Recording
mode. Next we describe the application user interface and how each of these
modes works in more detail.

2.1 Application User Interface

We implemented the keyword recognition application in Android. Our devel-
opment was tested using a Samsung GalaxyS phone, although any smartphone
with similar (or superior) capabilities should be able to successfully run the ap-
plication. Figure 1 shows three screenshots of the application as it is being used.
Subfigure 1a shows the main screen for the Recording mode and Subfigure 1c
shows the Monitor mode. The user can switch between the two modes by clicking
the tab present on top of either of these screens.

Within the Recording mode the user sees the list of keywords that he has
already recorded, and has the option (by clicking in “New Recording”) to record
a new keyword. There is no limit to the number of different keywords that a user
can record, although at some point the application might not be able to monitor
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all of them in parallel (we have experimented with more than 10 concurrent
keywords with no felt slowdown on the phone). Clicking an already recorded
keyword or in “New Recording” launches a screen similar to Subfigure 1b. This
user interface allows the user to record up to two instances of the keyword, define
a name with which this keyword will be later identified (or change a current
name), select an action to be taken by the phone when this keyword is selected
and modify the detection threshold. Although by default every keyword has a
precomputed detection threshold, it can be modified by the user whenever it is
not producing successful results. Similarly, after the Speech Activity Detection
(SAD) module has automatically identified the start-end points of the speech
part in the keyword, these boundaries can be played back and modified through
this user interface.

Within the Monitor mode the user initially sees a ON/OFF button to toggle
the monitoring status. Once ON, the system continuously scans the audio en-
tering the microphone to detect the “trigger” keyword and then, once detected,
either of the “action” keywords. All detections are shown on screen as they
appear, and actions are then taken on the phone.

(a) Recording mode (b) Keywords editor (c) Monitor mode

Fig. 1. Application user interface

2.2 The Recording Mode

In “Recording mode” the user is able to record up to two speech instances per
keyword. These are processed and stored in the system to later compare them
with the input audio. The full processing pipeline is shown in Fig. 3 and is
described next.
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Fig. 2. Online keyword matching in Monitor mode

Fig. 3. Keyword acquisition in Recording mode

Speech Activity Detection. A speech activity detector (SAD) is applied to
detect start and end points of the spoken keywords. We implemented a simple
SAD algorithm described in [5] which focuses on energy and zero crossing rate
to determine the endpoints of the speech utterance. The algorithm first auto-
matically determines some parameters using the information provided by the
first 100ms of the signal (considering it as noise). Then it uses these values to
filter the whole signal and determine correct start (N1) and end (N2) points.
However, in some cases N1 and N2 might not be found correctly. To solve this,
the user interface depicted in Fig. 1b adds the possibility to manually modify
these endpoints.

Feature Extraction. Once we have the SAD endpoints, we extract the features
of each keyword. We used standard 39-dimensional MFCCs: 13 statics (12+en-
ergy), deltas and acceleration. Input signal is first filtered with a 25ms long
Hamming window and features are extracted every 10ms. Global cepstral mean
and variance normalization (CMVN) is applied to all features in each keyword.
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DTW Alignment. Whenever the user records the keyword twice we apply a
DTW alignment to transform both keyword instances into one (stronger) key-
word. The purpose of doing so is to improve the system by using a mean keyword,
instead of just one instance of that keyword. This can be useful when keywords
are recorded in a noisy environment, where the SNR needs to be improved by
emphasizing those features in the keyword that are common and averaging out
those that belong to noise. In this case, the second keyword instance is aligned
to the first at MFCC feature level and then each frame of the second recording
is averaged with its corresponding MFCC frames of the first recording. If more
than one frame of recording 2 corresponds to one frame of recording 1, then the
average between all those is computed. Finally we obtain a mean feature vector
that has as many frames as recording 1.

The same procedure can be potentially applied to more than two recorded
keywords. In our system we limited it to two to keep the UI and the user in-
teraction pleasant. In this respect, if only one keyword is recorded, this step is
skipped.

Keyword Storage. The newly created keyword is saved into the system to-
gether with all the extra information provided (keyword features, name, SAD
boundaries, action and detection threshold). Automatic values of SAD and de-
tection threshold are initially stored, although these can be manually changed
using the interface in Figure 1b. Once stored, the keyword is immediately avail-
able for matching.

2.3 The Monitor Mode

The “Monitor Mode” listens to audio captured from the cellphone’s microphone
and reacts when one of the prerecorded keywords is matched. In order to reduce
false alarms and to allow a free selection of keywords leading to actions in the
phone, the system first expects to match a “trigger” keyword and then listens for
2 seconds to match either of the “action” keywords. If after 2 seconds no action
keyword is detected, the trigger keyword is forgotten and the system goes back
to searching for a trigger. Both keyword matching steps are technically identical,
as shown in Fig. 2 and described next.

Audio Buffering and Online Feature Extraction. Incoming audio is con-
stantly stored in a circular buffer. Once the buffer contains enough audio, an
acoustic feature vector is computed. Note that unlike in the Recording mode,
in here, the feature extraction module works online. This affects the way that
features are normalized, as we do not have access to the whole signal at once.
We use a running mean and variance estimation as follows.

The running mean μ′ of a feature vector x is estimated as μ′ = αμ+(1−α)x
where we set α = 0.995 and μ is the running mean value at the previous frame.
To compute the running variance, we use a similar approach. Given that σ2 =
E(x2)′ − E(x)2, we compute E(x)2 = μ2 and E(x2)′ = αE(x2) + (1− α)(x2).
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Keyword Matching Algorithm. The core of the application is the keyword
matching algorithm. As mentioned above, the system constantly monitors the
audio input and only reacts when the “trigger” keyword is detected. Then a span
of 2 seconds is allowed to detect any of the “action” keywords, or the system
resets and starts again looking for a “trigger” keyword. The use of a “trigger”
keyword is used in many modern systems such as [6] , Kinect voice recognition or
Google Now. In this application we first run a single keyword matching instance
to match the input audio to the “trigger” keyword. Once it is detected, several
(one for every “action” keyword) DTW instances are run in parallel to detect
whether any of the prerecorded keywords is spoken.

In our application we implement keyword matching by using a modification
of the dynamic time warping (DTW) algorithm as proposed in [1]. Standard
DTW algorithms cannot be used here as the input audio is not bounded, thus
we cannot build standard global alignment matrices to compare both patterns.
Instead, we use the MES-DTW algorithm [1] in online mode.

As acoustic frames become available, these are first compared to the “trig-
ger” keyword. The MES-DTW algorithm allows us to perform the comparison
by using only 3 support vectors, which is sufficient to find matches when no
alignment path (i.e. matrix trackback) is required. The main difference of the
current implementation with the MES-DTW algorithm in [1] is that in the later
the system tries to align small queries with big references, but in here, we need
to align an infinite(online) query with small references.

The matching algorithm works as follows. For every new input feature vector
we first compute its distance to all features in the keyword(s) we want to match
with. In this work the normalized cosine distance has been used. The distance
vector is then used to update the global distance matrix, which in this case is
limited to a 2xN matrix, where N is the number of frames of a keyword, stored
for the previous frames t − 2 and t − 1. To update the matrix we use standard
DTW local constraints of insertion, deletion and assignment. In addition, a single
N -dimensional vector is kept to count how many matching frames each optimum
path in position t contains. This is used to perform a local normalization of
all values before local constraints are applied. For more details on the MES-
DTW algorithm please refer to [1]. In order to impose a local version of the
global Sakoe-Chiba band [7], we disallow more than 3 continuous insertions or
deletions by keeping a count of previous decisions. After processing every frame
we compare the normalized score at position N of time t. If the value is lower
than the predefined threshold for that keyword a match is hypothesized. If more
than one keyword instance finds a match, the one with the best score is selected.
Once a match is granted, all vectors are reset so that a transitory time (of N
frames) passes before more matches are allowed.

Showing Matches and Performing Actions. Once a keyword has been
detected (i.e. the normalized similarity is better than the selection threshold) if
the keyword is one of the “action” keywords and less than 2 seconds passed after
the “trigger” keyword was detected, then the action associated to that keyword
is launched on the phone. We implemented the following 8 actions through calls
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to the cellphone core API: Open music player, turn volume ON/OFF, pick up a
call, start/end voice note, Open camera and take a photo.

3 Evaluation

In this section we first describe a database we recorded in order to evaluate
the system, the evaluation protocol we used and the experimental results we
obtained.

3.1 Database Description

In order to obtain experimental results of the accuracy of our system, a database
was recorded and labelled. We recruited two users to record a set of keywords in
isolation and embedded inside longer utterances, in different acoustic conditions.
Every user recorded five keywords and 120 utterances. The keywords were short
(less than one second), and the utterances were of around 15 seconds long.
Overall we recorded about 30 minutes of audio (15s/utterance * 120 utterances)
for each user. The 120 queries were recorded in 4 different backgrounds:

1. Quiet background.
2. Quiet background in a small room (lots of reverberation).
3. Background with music.
4. Street with lots of noise.

In every background condition we recorded the 5 keywords contained in 6
utterances each (totaling 30 utterances recorded per background). The first three
recordings contained the keyword alone, with the rest of the utterance containing
just background noise. The other three utterances consisted on long sentences
that contained the keyword within. In total the database contains around 1h
of data. All recordings were done using a smartphone decide, using a standard
voice recording application.

For every recording, we manually labelled the time when the user starts and
stops saying the keyword. We used that information to evaluate the system, and
to determine if a match found was correct or not, or if a miss occurred.

3.2 Evaluation Setup

In this section we’re going to explain how the accuracy of the system was eval-
uated.

All of the 120 recordings available per user were run through the MES-DTW
algorithm and compared with the 5 keywords, thus simulating a real use-case
scenario (we simulated the process of extracting the live features and computing
the live DTW). We did this process for a variety of detection thresholds, trying
to find the optimum threshold values and obtaining some curves depending on
each threshold. Instead of using a different threshold for each keyword, we used
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the same threshold for all keywords of each user. Better results would be achieved
by using an appropriate threshold for each keyword, but as threshold setting is
not a user-friendly activity, and while we do not find a way to automatically set
the optimum threshold, we set a unique threshold for all backgrounds.

Then, for a given threshold t and an utterance q1 we detect how many matches
or false alarms appear. To do this, if a match does not appear when it was
expected to appear (between its endpoints previously labelled, plus a margin
of 0.2 seconds), we count that as a false negative. If a match appears when it
doesn’t have to appear, we count that as a false positive. And if a match appears
when it has to appear, then we have a true positive. Finally, if a match appears
twice within its endpoints, we count one true positive and one false positive.

In order to compute meaningful statistics we also consider the following values:

– The max number of true positives is 120 (the total number of queries)
– The max number of false positives depends on the total length of all the

queries. If the total length is 1800s, and we can have an alarm every 1.2s for
each reference, we can find up to 1800*5/1.2 alarms, so 7500 alarms, where
120 of them are true positives. So, the difference is the maximum number of
false positives. Actually, the total length wasn’t 1800s, it depended on every
user. The total number of possible alarms was computed for every user.

– The max number of false negatives is 120 (the total number of queries)

We measure performance using standard information retrieval metrics:

Precision = tp
tp+fp Recall = tp

tp+fn Fscore = 2 Precision·Recall
Precision+Recall

Misses = max tp−tp
max tp FalseAlarms = fp

max fp

Where tp denotes “true positives”, fp denotes “false positives”, fn denotes
“false negatives”, max tp denotes the possible number of true positives, and
max fp denotes the possible number of false positives, as defined above.

3.3 Experimental Results

We performed experiments individually for each of the two speakers that recorded
the database. Table 1 shows results for user 1, and Table 2 shows them for user
2. We show results using just the first recording the user made for each key-
word, the second one, or the mix (mean features between the two aligned sets of
features). All thresholds were set per speaker and task, using a held-out devel-
opment set, and are reported in the last column of each table. We can see that
results are very different between the two users. While user 1 obtains very satis-
factory results (very high Fscore and a low number of misses and false alarms)
user 2 obtains much worse Fscore, mostly due to the very high rate of misses
(e.g. the application did not detect the right keyword when he spoke it). The
reason for this behavior is probably because user 1 knows how to clearly speak
to the application and how to use it better (he was involved with the application
much more before recording the database) than user 2.
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We can also see that the fact of using the mean features is not helping the
system to get better results. That probably happened because the keywords in
the tests were recorded in clear environments or due to the method we used
to align the features from both keywords. More research is due to find out the
reasons and to correct them.

Table 1. Results for user 1

Type of test F score misses false alarms Thres.

Mean Features 0.8559 0.067 0.009 0.43

First Recording 0.8219 0.25 0.001 0.44

Second Recording 0.8642 0.083 0.004 0.45

Table 2. Results for user 2

Type of test F score misses false alarms Thres.

Mean Features 0.4976 0.5667 0.004259 0.36

First Reference 0.5225 0.5167 0.006033 0.39

Second Reference 0.5804 0.4583 0.0045 0.38

4 Conclusions and Future Work

The use of smartphones is becoming ubiquitous. As the keyboards in these de-
vices are quite small and uncomfortable to use, there is a very good opportunity
for speech technology to help users be most efficient when using these devices. In
this paper we present a prototype application we developed as a proof of concept
of a small-footprint flexible voice-enabled command-and-control application for
the cellphone. With the use of the application the user can record acoustic key-
words and associate them to actions in the phone. Then the phone can be set
to listen to the environment and react whenever one of the keyword is detected.
We have implemented the application to work on an Android device totally of-
fline (no connectivity required) and in real-time. In this paper we evaluate the
application in terms of matching accuracy in different acoustic environments to
see whether it would be useful in a real-live setting. We observe that results are
positive but vary a lot depending on the user. Future work will include further
quantitative tests with a bigger database as well as a qualitative test to gather
insights on how/when users would use this application.
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Abstract. This paper presents the performance achieved using Confi-
dence Measures (CM) in Automatic Speech Recognition (ASR) for the
transcription of weather reports from the Spanish public broadcast chan-
nel (RTVE). In the CM computation, first Acoustic-Phonetic Decoding
(APD) is carried out, then we align reference and hypothesis word se-
quences through a phone-graph, and finally in this decoding mesh given
a time interval, the maximum posterior probability of the hypothesized
word is selected as the CM value. The final goal is to use the CM module
as an extension of the ASR system to automatically evaluate the reliabil-
ity of recognition results, discarding low confidence words at the output.
These CM can be used as a tool for Unsupervised Learning Techniques,
and also for helping human supervision of recognition results. If accurate
enough, these CM would increase the usability as well as the robustness
of speech applications.

Keywords: Automatic Speech Recognition, Unsupervised Learning Tech-
niques, Confidence Measures, Acoustic-Phonetic Decoding, Error Detec-
tion, Restricted Domains.

1 Introduction

In Automatic Speech Recognition (ASR) systems the performance level generally
relates to the quality and quantity of training data. If enough, robust models can
be trained to achieve better results. Nevertheless, representative databases (DB)
are not always available and human interaction for transcribing and labeling is
needed, increasing cost and development time.

A possible alternative is to use Unsupervised Learning Techniques to benefit
from available audio resources without the need of manual transcriptions, allow-
ing faster and cheaper recognition applications. However, several factors such as
the noisy channel or the speaker itself, among others, contribute to get erroneous
hypotheses. Therefore, it is often necessary to provide a mechanism for verifying
the reliability of recognition results.
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Confidence Measures (CM) may be used by the ASR system to automatically
assess the probability of correctness for each decision increasing its usefulness
and intelligence. In the actual state-of-the-art there are several proposals related
to the usage of CM, in order to apply unsupervised training of Deep Neural
Networks (DNN, [1] and [2]) to manage the wide amount of un-transcribed data
available. As it is also shown in the literature, CM can be grouped into three
major categories [3]: predictor features, refers to a post-classifier implementation
to estimate if a transcribed word is correct or not based on some single features
collected within the recognition process [4]; estimation by using the posterior
probability [5]; and utterance verification, where a statistical hypothesis test is
formulated in a post-processing stage [6].

In this paper we present the performance achieved with CM based on utter-
ance verification, which are computed using Acoustic-Phonetic Decoding (APD),
to detect word errors (substitutions and insertions) at the hypothesis given by
the recognizer, included in a weather report transcription application. This CM
can be used to apply unsupervised training of acoustic models on automatically
generated transcriptions discarding low confidence regions, and also to support
human supervision of the recognition results.

This work is organized as follows: section 2 describes the task domain, data-
bases used and the methodology steps. In section 3 we explain how CM are
computed, and in section 4 the performance achieved using CM to detect errors
is presented. Finally, in section 5 we sum up the whole work and discuss future
research lines.

2 Task Description

The main goal of the task is to get the transcription of weather reports from
the Spanish public broadcast channel (Radio Televisión Española, RTVE). The
semantic domain of the task is very restricted most of the time, and the vocab-
ulary is around 5K words. The quality of the audio is good, but one of the main
difficulties is the high speech rate of the broadcasters, what makes impossible
to use speaker independent models. Our purpose is to develop tools in order to
allow us to obtain speaker dependent models for new broadcasters in a fast and
easy way, by using the minimum amount of manually transcribed data. These
tools can also be used to help human supervision in subtitling applications.

2.1 Speaker Dependent Database

The speaker dependent database used in these experiments corresponds to wea-
ther reports of the Spanish public broadcast channel (RTVE) recorded from
January 2011 to December 2013, for a given broadcaster. It is an ensemble of
244 TV programs with a total of 43.70 hours of audio (only speech), that have
been divided into three different subsets (A, B and C). All subsets must con-
tain a representative sample of files from each month of the year in order to
work with a balanced vocabulary. Note that, due to the specificities of the task,
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Table 1. Speaker dependent DB subsets

DB subset methodology stage #files #audio hours %DB audio hours

A development 32 5.88 13.46

B test 32 5.93 13.57

C train 180 31.89 72.97

the vocabulary of each show changes depending on the season (snow in winter,
warm weather in summer, rain in spring, wind during autumn). Tab. 1 shows
the quantity of files and the amount of audio for each database subset.

2.2 Methodology

In this section we are going to describe the main steps that are followed in order
to obtain the transcriptions with CM. A graphical representation of this process
can be seen in Fig. 1. First in the train stage, a speaker independent acoustic
model λ (AM) is trained using a mixture of three different phonetically balanced
DBs (Albayzin [7], SpeechDat-car [8] and Domolab [9]). This AM is built with
the HTK Speech Recognition Toolkit [10] and consists of a cross-word tree-based
tied-state triphone, with three states in each unit, and sixteen component Gaus-

Fig. 1. Methodology block diagram
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sian Mixture Models (GMMs) for modeling the observation probability in each
state. The acoustic features extracted from the speech input signal are 39 Mel-
Cepstrum Frequency Coefficients (MFCCs, 12 coefficients plus the energy term
and first and second order derivatives), using a Hamming Window of 25ms. with
a frame rate of 10ms. Moreover, a task adapted language model (LM) is trained
too, using subset C of the speaker dependent DB. This LM consists of a trigram
model trained using the Stanford Research Institute Language Modeling Toolkit
(SRILM) [11], with a vocabulary of 5570 words from the restricted domain.

Second in the development stage, a Maximum A Posteriori (MAP) [12] adap-
tation is performed using the HTK Toolkit [10], and considering subset A of the
speaker dependent DB, in order to obtain a speaker adapted model λ2 from the
previous speaker independent AM λ.

Finally in the test step, the transcription along with the proposed CM are
obtained. Note that the main goal is to convert the last stage into an extended
module of the ASR system, in which its free of errors output could be used to
enhance previously existing AM or become helpful in subtitling applications.

3 Confidence Measures Computing

3.1 Acoustic-Phonetic Decoding

Acoustic-Phonetic Decoding (APD) has been considered to compute the CM
at the recognizer output. This technique consists in obtaining the best list of
phonemes fitting the acoustic input signal, aligning the reference and the hy-
pothesis sequences through a phone-graph like the one represented in Fig. 2. In
here, each arc refers to the hypothesis phoneme alternative phi and its posterior
probability P (phi) associated, obtained using the (lattice-tool) of the SRILM
Toolkit [11]. Given a time interval (tini, tend), the confidence, which is a nor-
malized value between zero and one, is calculated from the posterior probability

Fig. 2. Decoding mesh



172 J. Olcoz et al.

of the decoding lattices. Note that usually, the decoding graph finally used is
an equivalent search-mesh to the original one, which has been created using the
Finite State Machines (FSM) Toolkit [13] and finally optimized applying its de-
terminization and minimization algorithms to reduce its dimensions, decreasing
computation time and complexity. The word-level CM is obtained by averag-
ing the CM values of each phoneme considered in the best sequence alignment
(dashed line in Fig. 2).

Each TV program of the speaker dependent DB is about ten minutes duration
and it is necessary to split it into shorter segments in order to allow the HTK
tools to perform the APD task. As the number of characters in subtitles is
restricted, the processing is performed in chunks of ten words, according to the
number of words that normally appears in a subtitled line.

4 Experimental Results

4.1 Performance Evaluation

To evaluate the CM performance two sets of experiments have been deployed: er-
ror detection in chunks, and burst error detection (consecutive erroneous words)
in chunks. The performance measures of the CM will be the probability of false
alarm (FA) and the probability of miss (MISS). Note that a FA in this context
refers to an erroneous word considered as correct, and a MISS refers to a correct
word considered as erroneous. If these CM are used for unsupervised learning, a
low FA operating point would be appropriate in order to avoid erroneous tran-
scriptions to modify the AM in an incorrect way.

4.2 Performance of the CM in Non-contiguous Errors

Along this section we present the performance of the CM when the errors in
a chunk of words are not required to be contiguous. For this experiment, the
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Fig. 3. Histogram of the number of errors in chunks of ten words
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transcriptions of subset B obtained using the speaker adapted model λ2 are
considered. In these transcriptions, the Word Error Rate (WER) is 19.97%, and
the most of the errors are isolated as it can be seen in Fig. 3, where the histogram
of the number of errors in chunks of ten words is presented.
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Fig. 4. Distribution of the CM values for correct and erroneous chunks considering
different number of errors

Although the most frequent number of errors in a ten words chunk is one, de-
tecting these isolated errors is very difficult since most of the time, one word is
replaced by another which is acoustically very similar and grammatically correct
in the considered context. What can be more feasible is to detect chunks of words
containing several errors. This increase in feasibility can be seen by looking at
the distributions of the CM values for correct and erroneous chunks presented
in Fig. 4. Distributions are very overlapped when isolated errors are considered
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(only one erroneous word in a ten words chunk), but they progressively separate
when the number of errors in the chunk increases. This separation in the dis-
tributions helps the error detection task as it can be seen in Fig. 5, where the
Detection Error Trade-off (DET) curve is plotted. According to this curve, most
of the chunks containing several errors can be detected.

4.3 Performance of the CM in Burst of Errors Detection

In this section we detail the performance of the CM when trying to detect a
burst of errors (consecutive errors) in a chunk of words. As in the non-continuous
error detection we employ the transcriptions of the subset B obtained using the
speaker adapted model λ2. In Fig. 6, the histogram of the number of burst of
errors in chunks of ten words is plotted.
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Note that the number of chunks with bursts of one error is bigger than the
number of chunks with one error shown in Fig. 3. The reason for this is that in
Fig. 6 we group together the chunks with isolated errors whether there is one
or more errors in the chunks. The same would apply to the chunks with a burst
of two or more errors. Fig. 7 provides a graphical example of grouping chunks
depending on isolated errors and bursts of errors.

As it also happened in the non-contiguous detection, the higher the number
of errors considered in the burst the easier to detect, but now the distributions
of the CM values for correct and erroneous chunks are even more separated, as
it can be seen in Fig. 8.
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Fig. 8. Distribution of the CM values for correct and erroneous chunks considering
different number of errors in a burst
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Therefore, the capability of detection improves, as it shows the DET curve in
Fig. 9. Considering bursts of five errors, we obtain a probability of FA less than
ten percent and a MISS probability of less than thirty percent.

5 Conclusions

This paper presents the use of Confidence Measures (CM) in Automatic Speech
Recognition (ASR) for a task of transcribing weather reports from the Span-
ish public broadcast channel (RTVE). CM values are obtained using Acoustic-
Phonetic Decoding (APD), and selecting the maximum posterior probability of
the hypothesized word in a phone-mesh, where reference and hypothesis word
sequences are aligned. The main objective is using these CM module to auto-
matically evaluate the ASR system recognition results. This could be used as
a tool for unsupervised learning, as well as for supporting human supervision
in subtitling applications. Although the performance of these CM for detecting
isolated errors is low, they are able to detect groups of words containing several
errors. If CM accurate enough, the usability and the robustness of applications
developed by speech technologies would increase.

Future work will be focused on getting new CM values using different Acoustic
Models (AMs) than the ones used to obtain the transcriptions using the speaker
adapted AM λ2, and discriminatively trained.

Acknowledgments. This work has been supported by the Spanish Government
and the European Union (FEDER) through projects TIN2011-28169-C05-02 and
INNPACTO IPT-2011-1696-390000.

References

1. Imseng, D., Potard, B., Motticek, P., Nanchen, A., Bourlard, H.: Exploiting un-
transcribed foreign data for speech recognition in well-resourced languages. In:
Proceedings of the International Conference on Acoustics, Speech and Signal Pro-
cessing (2014)

2. Vesely, K., Burget, L.: Semi-supervised training of deep neural networks. In: 2013
IEEE Workshop on Automatic Speech Recognition and Understanding (ASRU),
pp. 267–272 (2013)

3. Jiang, H.: Confidence Measures for speech recognition: A survey. Speech Commu-
nication 45, 455–470 (2005)

4. Cox, S., Rose, R.: Confidence Measures for the switchboard database. In: Proceed-
ings of the International Conference on Acoustics, Speech and Signal Processing,
pp. 511–514 (1996)

5. Wessel, F., Schluter, R., Macharey, K., Ney, H.: Confidence Measures for large
vocabulary continuous speech recognition. IEEE Transactions on Speech and Audio
Processing 9(3), 288–298 (2001)

6. Lleida, E., Rose, R.: Likelihood ratio decoding and confidence measures for con-
tinuous speech recognition. In: Proceeding of the Fourth International Conference
on Spoken Language Processing, pp. 478–481 (1996)



CM in ASR for Error Detection in Restricted Domains 177

7. Moreno, A., Poch, D., Bonafonte, A., Lleida, E., Llisterri, J., Mario, J., Nadeu,
C.: Albayzin speech database: design of the phonetic corpus. In: EUROSPEECH
(1993)

8. Moreno, A., Borge, L., Christoph, D., Khalid, C., Stephan, A., Jeffrey, A.: Speech-
Dat Car: a large vocabulary speech database for automotive environments. In:
Proceedings II LREC (2000)

9. Justo, R., Saz, O., Guijarrubia, V., Miguel, A., Torres, M., Lleida, E.: Improving
dialogue systems in a home automation environment. In: Proceedings of the First
International Conference on Ambient Media and Systems (Ambi-Sys), Quebec City
(2008)

10. Young, S., Kershaw, D., Odell, J., Ollason, D., Valtchev, V., Woodland, P.: The
HTK Book, version 3.4. Microsoft Corporation (1995)

11. Stolcke, A.: An Extensible Language Modeling Toolkit. In: International Confer-
ence on Spoken Language Processing (ICSLP 2002), Denver (2002)

12. Gauvain, J., Chin-Hui, L.: Maximum a posteriori estimation for multivariate gaus-
sian mixture observations of markov chains. IEEE Transactions on Speech and
Audio Processing 2(2), 291–299 (1994)

13. Mohri, M., Riley, M.: Weighted Finite-State Transducers in Speech Recognition. In:
International Conference on Spoken Language Processing (ICSLP 2002), Denver
(2002)



Recognition of Distant Voice Commands

for Home Applications in Portuguese

Miguel Matos1,2, Alberto Abad1,2, Ramón Astudillo1, and Isabel Trancoso1,2,�

1 L2F - Spoken Language Systems Lab, INESC-ID Lisboa
2 IST - Instituto Superior Técnico, University of Lisbon
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Abstract. This paper presents a set of exploratory experiments ad-
dressed to analyse and evaluate the performance of baseline speech pro-
cessing components in European Portuguese for distant voice command
recognition applications in domestic environments. The analysis, con-
ducted in a multi-channel multi-room scenario, showed the importance
of adequate room detection and channel selection strategies to obtain ac-
ceptable performances. Two different computationally inexpensive
channel selection measures for room detection, channel selection and clus-
ter selection have been investigated. Experimental results show that the
strategies based on envelope-variance measure consistently outperformed
the remaining methods investigated, and particularly, that channel se-
lection strategies can be more convenient than baseline beamforming
methods, such as delay-and-sum, for this type of multi-room scenarios.

Keywords: distant speech recognition, multi-microphone processing,
beamforming, microphone selection, home control applications.

1 Introduction

The DIRHA project1 addresses the challenge of distant-speech recognition in a
home environment, with a very realistic and complex application scenario, using
a microphone network distributed over the different rooms of an apartment. The
system is “always-listening”, and an important challenge is to develop a solution
that reduces false alarms due to misinterpretation of normal conversations and
other generic sounds. Speech enhancement and recognition methods for this
type of application have been widely described in the literature, but they do not
address the realistic scenario of sound sources occurring in different rooms. The
focus of the paper is on multi-room, multi-microphone solutions adequate for
the home scenario. The paper starts by describing the data collection process,
explaining how simulated corpora were obtained for different languages. The
bulk of the paper is devoted to the description of the different experiments on
the task of recognizing read commands.
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2 The DIRHA SimCorpus for European Portuguese

The DIRHA SimCorpus is a multi-microphone and multi-language database
containing simulated acoustic sequences derived from the microphone-equipped
apartment located in Trento (Italy), named ITEA, depicted in Figure 1. The
simulated corpora for the different languages -including European Portuguese
(EP) - were produced thanks to a technique that reconstructs, in a realistic
manner, multi-microphone front-end observations of typical scenes occurring in
a domestic environment. For each language, the corpus contains a set of acous-
tic sequences of duration 60 seconds, at 48kHz sampling frequency and 16-bit
accuracy, observed by 40 microphone channels distributed over five rooms. Each
sequence consists of real background noise with superimposed localized acoustic
events, occurring randomly (and rather uniformly) in time and in space (within
predefined positions) with various dynamics. The acoustic wave propagation
from the sound source to each single microphone is simulated by convoluting
the clean signals with the respective measured impulse response (IR). Acoustic
events are divided into two main categories, i.e., speech and non-speech. Speech
events include different types of utterances (i.e., phonetically-rich sentences, read
and spontaneous commands, conversational speech). Non-speech events have
been selected from a collection of high-quality sounds typically occurring within
a home environment (e.g., radio, TV, appliances, knocking, ringing, etc.).

For the DIRHA SimCorpus in EP, hereinafter referred to as DIRHA-EP Sim-
Corpus, a clean-speech data set of very high quality close-talking speech signals
was collected to derive the simulated corpus. The data set contains 20 speakers
with an equal gender distribution, ageing between 25 and 50. The EP simulated
corpus is divided into two chunks (dev and test) containing 75 acoustic sequences
each, with 10 different speakers in each data set [10].

3 Baseline for Distant Speech Recognition in Portuguese

The baseline ASR system for EP in DIRHA has been developed and assessed
with the HTK toolkit [1], using the BD-PUBLICO corpus [2]. The recordings
of the newspaper sentences that form this corpus were done in a sound proof
room using a high quality microphone at 16kHz sampling frequency. The bi-gram
language model contains about 11M words. The selected closed-set vocabulary
includes 6,618 unique words. The features used to represent acoustic information
are the traditional 13-dimensional MFCCs, augmented by their first and second
derivatives, and mean normalized, thus reaching a dimensionality of 39. Follow-
ing acoustic feature extraction, HMM training was carried out using the typical
HTK pipeline toolkit [1]. First, a set of monophone models was trained using
“flat-start” initialization (39 phone classes). Then, training of monophones, tri-
phones, state tying, and Gaussian mixture splitting was performed until final
cross-word tied-state context-dependent triphones of 3 states and 16 Gaussians
per state were built. In the state tying process, a decision tree clustering strategy
was applied, using a set of phonetic questions adequate for EP.
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Fig. 1. Outline of the microphone set-up. Black dots represent microphones, while
boxes and arrows represent available positions and orientations.

A data-simulation based approach was adopted to evaluate ASR in the DIRHA
far-field environment, by artificially convolving the “clean” recordings with IRs
measured at a number of locations in the apartment, and contaminating themwith
noise at various SNR values. This resulted in two sets of simulated far-field data,
one using a more controlled contamination approach (“reverb1”), and
another using a wider contamination parameter variability applied in a random
fashion (“reverbR”) [4]. The dev set was used for adjusting the decoding pa-
rameters which henceforth were kept constant for all experiments. Unfortunately,
there is no warranty that the large acoustic variability of the DIRHA multi-room
and multi-channel scenario is well-represented by only one of these single envi-
ronmental conditions. In order to partially mitigate this problem, we followed a
quite straightforward approach that consists of using all the training data of the
three conditions together to train a single multi-condition acoustic model. This
approach yielded a better performance than the single condition models (see [11]
for details), yielding WER of 30.04% and 32.67% for the dev and test “reverb1”
sets, and 33.07% and 34.53% for the dev and test “reverbR” sets, respectively.
The multi-condition models were therefore used in all remaining experiments.

4 Recognition of Voice Commands in Multi-Room
Scenarios

This section presents the first exploratory studies conducted on the DIRHA-EP
multi-room and multi-channel corpus. The experiments are focused on the task
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of recognizing read spoken commands. For this purpose, the spoken commands
are extracted from the two sets (dev and test) of the 1 minute DIRHA-EP
SimCorpus simulations using the voice activity ground truth information. There
are a total of 75 simulations per dataset and each simulation contains one read
command, which results in a total of 150 extracted speech segments that are
used for evaluation. For the command recognition task, an equally-likely finite
state grammar formed by all the unique possible command sentences is used.

4.1 Analysis of Performance in Multi-Room Environments

In contrast to other existing corpora commonly used in the field of robust and far-
field speech recognition research, the acoustic events of interest in DIRHA do not
always happen in the same room where all the microphones are placed. Instead,
acoustic events (speech or any other) may happen anywhere inside the ITEA
apartment and they are simultaneously collected by a network of 40 different
microphones that are also distributed in the different rooms of the household.
Consequently, the challenges faced at the DIRHA project go far beyond the
classical problem of far-field speech recognition. Thus, it became first necessary
to understand how critical is the selection of a specific microphone or group of
microphones in multi-room speech recognition tasks.

Fig. 2. Pictorial summary of average WER (%) performance obtained for the dev set

Figure 2 shows a pictorial summary of the recognition performance for each
one of the microphone channels on the dev set. The results are the error rates
obtained by each channel when recognizing only the speech events taking place
in a specific room. The results for all the 75 events are also provided in the
first row. The darker (red) each cell is, the larger the corresponding WER is.
Notice that the microphone channels have been sorted per room (the first char-
acter in the name of each microphone identifies the room). Thus, the pseudo-
diagonals of the coloured matrices represent matched conditions in which the
speech events occur in the room where the microphone is located. Notice also
that the number of spoken commands is not the same in all rooms. This number
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Table 1. Average WER (%) performance using different microphone channel selection
strategies exploiting knowledge about the room where an event occurs

Microphone selection
testing conditions
dev test

overall best-mic (LA5) 35.28 26.62
room-aware random-mic 11.99 9.64

room-aware best-mic 6.74 8.94 (4.47)
oracle mic per-event 4.94 0.0

is provided in the y-axis together with the name of the room. Consequently,
the microphones located in rooms where spoken commands are more frequent
obtain better overall performances as it could be expected. One can easily iden-
tify the room matched conditions, since they are considerably lighter than the
regions outside the pseudo-diagonal. Although there are differences among chan-
nels inside the same room, these differences are considerably smaller than the
ones observed when compared with the performance of a microphone outside
the room. Hence, as it could be expected, the room information is fundamental.

The first row of Table 1 shows the WER results computed in the dev and
test datasets using the microphone that obtained the best overall performance
in the dev set, that was LA5. This living-room microphone was in practice also
the best overall performing channel in test data. A particularity of the data sets
is that the test set seems considerably easier than dev. The second row of Table
1 shows the performance of a system that knows the room where an event hap-
pens and that randomly selects a microphone of the given room to recognize that
speech event. This score has been obtained computing the mean performance of
500 different random selections (the standard deviation was ∼ 2 − 3%). The
performance of this “room-aware” approach is considerably better than the one
obtained by the best overall microphone. In other words, if the room in which
an event occurs is a given information, a simple straightforward approach for
improved recognition in the DIRHA scenario consists of selecting one of the
microphones of that room to process the command. The third row of Table 1
reports the performance of a system that knows the room where an event occurs
and that recognizes this event using the microphone that obtained the lowest
average error for the events of that room in the dev dataset. While the random
microphone selection is clearly outperformed by this oracle approach in dev, the
difference in test is not so meaningful. In other words, the best microphone is
largely dependent on the specific event and the best average configuration in
dev does not necessarily provide better results in test than a simple random
selection approach. For comparison purposes, we report in brackets the perfor-
mance that is obtained in the test if the selected microphone per-room is based
on the best average performance on the test set. The considerable improve-
ment reinforces the importance of a microphone selection strategy that depends
on the specific event rather than a general per room configuration. Finally, the
upper-bound performance that could be attained with a perfect microphone
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selection algorithm is reported in the last row of Table 1. This perfect oracle
was computed by simply selecting the channel that provides the lowest error for
any specific speech event. This ideal figure represents the potential of channel
selection algorithms, even in the case of extremely challenging multi-microphone
and multi-room acoustic environments.

4.2 Beamforming with Multiple Microphone Clusters

The delay and sum beamformer [6] is one of the simplest and most efficient
microphone array approaches. It consists of the alignment of the microphone
signals to compensate for the different acoustic path lengths from the source
to the microphones, followed by the addition of the time-aligned signals. For a
multi-channel system with M microphones, this can be expressed as

y(t) =
M∑

m=1

αmxm(t− τm) (1)

where xm(t) are the different microphone channels, αm are the channel gains and
τm are the time delays of arrival. Typically, one of the microphones is used as the
reference channel, and the remaining microphones are compensated with respect
to the reference. Simplicity is the most important strength of this approach,
making it a practical choice for many microphone array applications. But such
a simple spatial filter can only partially suppress directional interference. Given
that there is a large amount of microphones in our scenario, our hypothesis is
that applying multi-channel processing to specific sub-sets of microphones can
be of more benefit than for instance applying beamforming to all the available
microphones in a room. In these experiments, we assume that we know the
position of the speech source, so the propagation delays can be compensated for
all the microphones. Moreover, we consider an equal gain αm = 1

M for all the
channels involved in a delay and sum cluster.

Figure 3 shows a pictorial summary of the recognition performance obtained
with delay and sum beamformers considering different microphone cluster con-
figurations for the dev set. We have considered 18 delay and sum beamformer
configurations: 14 formed by the different microphone clusters of the apartment;
3 beamformers processing all the microphones of the Living-room, Bedroom and
Kitchen, respectively; and 1 beamformer that processes the 40 channels. Like in
the previous single channel pictures, the cells outside the pseudo-diagonal rep-
resent the mismatched scenario in which a beamformer of a different room is
selected to process the events of a particular room. Notice that, in contrast to
the single channel analysis, this is an awkward scenario, since we are assuming
that we have perfect knowledge about the source position to correctly steer the
beamformers. Comparing with the previous picture, the colours are “lighter”,
that is, the overall performance is better when using beamforming signals.

Although in the case of beamforming experiments, the valuable comparisons
are between different cluster configurations inside the same room, results ob-
tained with the best overall beamformer when processing all the events are also
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Fig. 3. Pictorial summary of average WER (%) performance obtained with different
delay and sum beamformer configurations for the dev set.

Table 2. Average WER (%) performance using different cluster selection strategies
for beamforming exploiting knowledge about the room where an event occurs.

Cluster selection
testing conditions
dev test

overall best-beamf (beamf all) 17.98 14.95
room-aware allmics room-beamf 8.54 2.46

room-aware random-beamf 10.08 5.40
room-aware best-beamf 6.74 7.83 (2.46)
oracle beamf per-event 5.17 0.67

reported in the first row of the summary Table 2. Notice the significant improve-
ment with respect to LA5 results of Table 1. Table 2 also summarizes some of the
multi-channel “room-aware” speech recognition configurations performance. The
second row shows the performance obtained when a delay and sum beamformer
of all the microphones of a room is used to spatially filter and later recognize the
events occurring in that specific room. From rows 3 to 5, similarly to the previ-
ous section 4.1, we report respectively the performance obtained when a random
beamformer of the correct room and the best average beamformer of the correct
room are selected to process and recognize the speech commands. Notice that the
simple delay and sum approach with all microphones achieves excellent results,
close to the best cluster selection in dev, and equalling its performance in the
test set. Comparing the “room-aware” delay and sum approaches against the
corresponding single channel performances, it is worth noting that there is not
a very significant difference if the best cluster or channel is selected. The largest
difference is observed mainly in the case of “random” selection. In other words,
although the use of delay and sum beamformers in combination with cluster se-
lection provides reduced performance improvements in ideal cluster/microphone
selection conditions, they are definitely more robust to erroneous channel selec-
tions. Finally, the last row of Table 2 reports again the oracle results in which
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the appropriate delay and sum cluster is selected per-event. Notice that these re-
sults are slightly worse than the ones obtained without beamforming. This may
happen because an event that was correctly detected using the channel selection
approach is no longer correctly recognized using the beamformed signals.

4.3 Automatic Channel Selection and Room Detection

The two previous sections showed the importance of room knowledge and also
the potential of adequate microphone(s) selection strategies. In this section, we
explore two simple low-cost methods for automatically selecting either the room,
the beamforming cluster or the microphone channel. To the best of our knowl-
edge, this is the first reported work concerning channel selection strategies for
multi-room environments.

Channel Selection (CS) Approaches. An overview of some of the most
remarkable methods proposed for the microphone selection problem for speech
recognition in multi-channel single-room environments can be found in [9]. In
practice, the most common approaches are either related to some direct mea-
surement of the signals (SNRs, distortion, correlation, etc.), some indirect rela-
tion (knowledge of the position and orientation, knowledge of the room impulse
response, etc.) or obtained based on the multi-channel recognition results (like-
lihood hypothesis, hypothesis combination, etc.). The latter, which are usually
named back-end approaches, are able to obtain very competitive performances
but they present some limitations: they are computationally inefficient, since
they usually need to perform recognition in all channels, and they may suf-
fer from normalization problems due to different acoustic realizations[8]. These
problems are in fact exacerbated when many microphones from different rooms
are available, like in the case of DIRHA. Consequently, back-end methods are
not a convenient solution for our particular task. On the other hand, methods
based on indirect relations like position or room impulse responses may be im-
practical in real world applications due to the difficulty to estimate this type
of information. Thus, the focus of this set of exploratory experiments is mainly
concentrated in direct measurement based approaches for microphone selection.
Particularly, we have considered two alternative signal-based methods based on
envelope variance (EV) and universal background model likelihood (UL).

Envelope-variance measure for CS The distortion measure proposed in [7] is
extracted directly from the speech signal and it is based on the idea that re-
verberation smooths the time sequence of speech energy values, so the effect of
reverberation may be observed as a reduction in the dynamic range of that en-
velope. In practice, a vector consisting of the estimated variances of compressed
filter-bank energies (FBE) is obtained for each channel in each sub-band. The
weighted average variance over all sub-bands is computed as an indicator of
the amount of reverberation in each channel: the larger the envelope-variance
measure is, the less reverberated is the respective channel.
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UBM likelihood measure for CS A new measure for CS that can be partially
considered signal- and model- based has been explored. The proposed selection
method is based on acoustic likelihoods, but rather than obtaining them from the
ASR decoder for the particular recognized hypothesis, a general speech model
is used to compute these likelihoods. The concept is similar to the universal
background model (UBM) that is common practice in speaker verification [12].
In short, a Gaussian Mixture Model (GMM) is trained with all the data used
for training the acoustic models, which is expected to model the general charac-
teristics of the training corpora. Then, in the test phase, the likelihood obtained
by each channel with this UBM model is computed. The working hypothesis
is that the channels that obtain higher UBM likelihoods will match better the
acoustic models and they will likely obtain better recognition performance. In
this work, a GMM of 16 mixtures was considered, given that experiences with
more mixtures showed no significant improvements.

Channel and Room Selection Strategy. Based on the two above described
measures, we propose simple methods for channel, cluster and room selection. In
the case of CS, the channel to be recognized is simply the one that obtains the
maximum EV or UL measure. In the case of cluster selection for beamforming,
since the source position (and consequently, the room) are assumed to be known,
we select the cluster of the given room that obtains a maximum EV or UL score.
Finally, the room is decided by a simple majority voting approach: the most
frequent room out of the 5-most likely channels is the selected room.

Experimental Results. Table 3 shows results exploiting the automatic chan-
nel, cluster and room selection strategies previously described. In the first and
fourth rows, the results correspond to a random selection of the microphone
inside the room that has been automatically identified following the majority
voting strategy. Comparing to the results in the second row of Table 1, we ob-
serve a constant performance drop due to misidentification of the room. Anyway,
the results are still much better than using a single reference microphone for all
the events in the house. The second and fifth rows in Table 3 show the ASR per-
formance when the microphone is automatically selected for recognition based
on the highest EV or UL score, respectively. The analysis of these results leads
us into believing that these methods are not only able to provide meaningful
room identification, but also to select individual well-performing microphones.
Particularly, the results obtained with the EV measure are remarkably good.
None of these approaches makes use of prior knowledge about the position of
the sources or about the microphones location. Finally, the third and sixth rows
show the performance achieved by the CS methods when they are used to select
for each command a specific delay and sum beamformer, knowing the room and
position of the speaker. While significant performance gains are obtained with
respect to random cluster selection, the method does not outperform the simple
delay and sum beamformer that processes all the microphones of each room.
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Table 3. Average WER (%) performance exploiting envelope-variance (EV) and novel
UBM likelihood-based (UL) microphone selection techniques

CS measure CS strategy
testing conditions
dev test

EV-based room-auto random-mic 15.33 12.80
auto-mic 7.87 5.59
room-aware auto-beamf 5.62 1.79

UL-based room-auto random-mic 16.49 14.28
auto-mic 15.05 9.62
room-aware auto-beamf 8.99 3.36

5 Conclusions

In this work, we have presented a set of exploratory experiences addressed to
analyse and to evaluate the performance of baseline speech processing compo-
nents in European Portuguese for distant voice command recognition applica-
tions in domestic environments. For that purpose, a very realistic multi-channel
and multi-room database named DIRHA-EP SimCorpus has been used. The
analysis shows the importance of adequate room detection and channel selec-
tion strategies to obtain acceptable performances. In practice, according to our
results, it seems that channel selection strategies can be more convenient than
classical baseline beamforming methods –like the delay-and-sum– for this type
of multi-room scenarios. Finally, we have explored two different computation-
ally inexpensive channel selection measures for room detection, channel selec-
tion and cluster selection. Experimental results show that the strategies based
on envelope-variance measure consistently outperformed the remaining methods
investigated.
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Abstract. The most promising approaches for surface Electromyography 
(EMG) based speech interfaces commonly focus on the tongue muscles. De-
spite the interesting results in small vocabularies tasks, it is yet unclear which 
articulation gestures these sensors are actually detecting. To address these com-
plex aspects, in this study we propose a novel method, based on synchronous 
acquisition of surface EMG and Ultrasound Imaging (US) of the tongue, to as-
sess the applicability of EMG to tongue gesture detection. In this context, the 
US image sequences allow us to gather data concerning tongue movement over 
time, providing the grounds for the EMG analysis. Using this multimodal setup, 
we have recorded a corpus that covers several tongue transitions (e.g. back to 
front) in different contexts. Considering the annotated tongue movement data, 
the results from the EMG analysis show that tongue transitions can be detected 
using the EMG sensors, with some variability in terms of sensor positioning, 
across speakers, and the possibility of high false-positive rates. 

Keywords: tongue gestures, surface electromyography, ultrasound imaging, 
synchronization, silent speech interfaces. 

1 Introduction 

Automatic Speech Recognition (ASR) based on the acoustic signal alone has several 
disadvantages, such as performance degradation in the presence of environmental 
noise. Also, if an ASR interface relies only on the acoustic signal, it becomes inap-
propriate for privacy and non-disturbance scenarios and, importantly, it becomes in-
adequate for users with speech impairments. These limitations of conventional ASR 
motivated the Silent Speech Interface (SSI) concept, which is a system that allows for 
speech communication in the absence of an acoustic signal [1]. One of the most prom-
ising technologies used for implementing an SSI is surface ElectroMyoGraphy 
(EMG), which, according to previous studies, has achieved good performance rates 
[2]. These studies use EMG electrodes positioned in the facial muscles responsible for 
moving the articulators during speech, including electrodes in the upper neck area to 
capture possible tongue movements. Using these approaches, features extracted from 



190 J. Freitas et al. 

 

the EMG signals are directly applied to the classification problem, in order to distin-
guish between different speech units (i.e. words or phonemes). However, it is yet 
unclear what tongue movements are actually being detected, and there is not infor-
mation about different tongue movements during speech. Finally, we don’t know 
whether these movements can be correctly identified using surface EMG. 

To better understand the capabilities of surface EMG, we need reliable data about 
the articulators’ movements, particularly the tongue, which is one of the main articu-
lators in the human speech production process and, for some, the most important of 
the articulators in speech [3]. There are several technologies that allow obtaining in-
formation about the tongue movement during speech (e.g. Real-Time Magnetic Reso-
nance Imaging (RT-MRI) [4], Ultrasound (US) [5], among others [6]). Therefore, one 
could potentially use this information to provide the grounds for EMG analysis. After 
analyzing the pros and cons of several modalities, we decided to use US imaging to 
understand if, by using surface EMG sensors positioned in the neck regions, we are 
able to detect tongue movements. Thus, by synchronously combining US and the 
myoelectric signal of the tongue, we would be able to accurately identify tongue 
movements and develop more informed EMG classifiers that could be easily used to 
complement a multimodal SSI with an articulatory basis. This way, information about 
an articulator which is normally hidden by the lips, in the case of a visual approach, or 
is very difficult to extract, as in the case of Ultrasonic Doppler sensing [7], would be 
provided. Ideally, one could consider a neckband that detects tongue gestures inte-
grated with other modalities such as video, all of which contribute to a less invasive 
approach to the characterization of speech production. 

The rest of this paper is organized as follows: Section 2 presents a brief back-
ground about tongue muscles and a summary of the related work on EMG-based SSI 
and tongue related studies. Section 3 describes the methodology of this study, namely 
the corpus, the acquisition system, the applied synchronization solution and the US 
annotation process. Section 4 reports the first results about tongue movement detec-
tion. Finally, section 5 ends the paper with some concluding remarks and future work. 

2 Background and Related Work 

2.1 Tongue Muscles 

The tongue muscles are either classified as intrinsic muscles, which are responsible 
for changing the shape of the tongue, or extrinsic muscles, which change the position 
of the tongue in the mouth, as well as the shape the tongue to some extent [8]. The 
intrinsic muscles are the superior and inferior longitudinal, transverse and vertical. 
The extrinsic muscles are the Genioglossus, Hyoglossus, Palatoglossus and 
Styloglossus. By working together, these muscles create several type of tongue 
movements such as: tongue tip elevation, depression and deviation to the left and 
right, lateral margins relaxation, central tongue grooving, tongue narrowing, protru-
sion, retraction, posterior elevation and body depression.  More details about the 
function and exact location of these muscles can be found in [3, 8]. 
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2.2 Related Work 

As mentioned above, surface EMG is a common approach in SSI. In order to capture 
tongue information, one of the most important positions for placing the EMG electrodes 
is in the areas of neck and beneath the chin [2, 9]. Also, in the area of SSI, there are 
several approaches that use US, combined with video, to get a more complete represen-
tation of the human speech production process [10]. Other approaches, able to estimate 
tongue movements, also used in SSI, include Electromagnetic Articulography (EMA), 
where magnets glued to the tongue are tracked by magnetic sensors [11]. 

In the field of phonetics, other studies using intra-oral EMG electrodes attached to 
the tongue have provided valuable information about the temporal and spatial organi-
zation of speech gestures. These studies have analyzed different cases such as vowel 
articulation [12] or defective speech gestures. An example is the case of aphasia [13]. 
However, although an electrode directly placed in the articulator would generate more 
accurate information, avoiding some of the muscle cross-talk and superposition, it 
would be inadequate and unusable for a natural and non-invasive SSI. 

There are also studies of the tongue which use other technologies such as, RT-MRI 
[14], cinefluorography [15], US using a headset to permit natural head movement [5] 
and Electropalatography (EPG) [6], which allows us to get a very good understanding 
of the tongue shapes and movements during speech. 

3 Methods 

For this study, we started by synchronously acquiring EMG data along with Ultra-
sound imaging, a modality that is able to provide essential information about tongue 
movement. For that purpose, we created a corpus where we cover several tongue tran-
sitions in the anterior-posterior axis (e.g. front-back and vice-versa) and also elevation 
and depression of several tongue parts. For future studies, as depicted in Fig. 1, we 
have also captured three additional modalities: Video, Depth information, and Ultra-
sonic Doppler sensing. After acquiring the data and synchronizing all data streams, 
we have determined and characterized the segments that contain tongue movement, 
based on the US data. 

 

Fig. 1. Recording session and the respective acquisition setup 
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3.1 Corpus 

To define the corpus for our experiment we considered the following goals: (1) record 
tongue position transitions; and (2) record sequences where the movement of articula-
tors other than the tongue is minimized (lips, mandible and velum). Considering these 
goals, we selected several /vCv/ contexts, varying the backness and the closeness of 
the vowels, and tongue transitions between vowels using /V1V2V1/ vowel sequences, 
as presented in Table 1. 

Table 1. List of prompts and its respective context 

Context Prompts (using SAMPA phonetic alphabet) 
/vCv/ [aka, iki, uku, eko, EkO, iku, aLa, eLe, uLu, ata, iti, utu, eto, EtO, itu, eso, isu, EsO] 

/V1V2V1/ [iui, ouo, EOE, eoe, iei] 

 
These combinations include the tongue transitions in terms of vowel closeness and 

backness as well. The selected sequences are composed by the transition /V1V2/ and 
its opposite movement /V2V1/. For example, the prompt [iui] is composed of the 
tongue transition from [i] to [u] and the transition from [u] to [i]). In order to mini-
mize movement of other articulators than the tongue we have not included bilabial 
and labio-dental consonants. Some exceptions can be found in the corpus for rounded 
vowels (i.e. vowels that require lip rounding such as [u]) in order to include in corpus 
the tongue position associated with these sounds.  

Based on pilot recordings, we noticed that the speaker would get uncomfortable af-
ter a long time using the US headset. As such, we focused on the most relevant transi-
tions in order to minimize the length of the recordings. For each prompt in the corpus 
three repetitions have been recorded and, for each recording, the speaker was asked to 
say the prompt twice, e.g. “iiitiii…iiitiii”, with around 3 seconds of interval, yielding 
a total of 6 repetitions per prompt. To facilitate movement annotation we asked the 
speakers to sustain each phoneme for at least one second. The prompts were recorded 
in a random order. The prompts were presented on a computer display, and the partic-
ipant was instructed to read them when signaled (prompt background turned green). 
For each recorded sequence, EMG recording was started before US recording and 
stopped after the US was acquired. 

The 3 speakers used in this study, were all male native speakers of European Por-
tuguese, with the following ages: 28, 31, and 33 years. No history of hearing or 
speech disorders is known for any of them. Each speaker recorded a total of 81 utter-
ances containing 2 repetitions each, giving a total of 486 observations (81 utterances x 
3 speakers x 2 repetitions of each utterance). 

3.2 Ultrasound Acquisition 

The ultrasound setup comprises a Mindray DP6900 ultrasound system with a 
65EC10EA transducer, an Expresscard/54 Video capture card, to capture the US vid-
eo, a microphone, connected to a Roland UA-25 external soundcard and a 
SyncBrightUp unit, which allows synchronization between the audio and ultrasound 
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video, recorded at 30 frames per second. To ensure that the relative position of the 
ultrasound probe and the head is kept during the acquisition session, a stabilization 
headset is used [5], securing the ultrasound probe below the participant's chin. 

Acquisition is managed by Articulate Assistant Advanced (AAA) [16], which is re-
sponsible for recording the audio and ultrasound video and triggering the 
SynchBrightUp unit. The SyncBrightUp unit, when triggered, introduces synchroniza-
tion pulses in the audio signal and, for each of those, a white square on the corre-
sponding ultrasound video frames of the sequence.  

The synchronization between audio and the US video is tuned after the recording 
session, in AAA, by checking the pulses in the audio signal and aligning them with 
the frames containing bright squares. 

3.3 Acquisition of Surface EMG and other Modalities  

The EMG sensor acquisition system (from Plux [17]), uses 5 pairs of EMG surface 
electrodes connected to a device that communicates with a computer via Bluetooth. 
The sensors were attached to the skin considering an approximate 2.0cm spacing be-
tween the center of the electrodes for bipolar configurations. Before placing the sur-
face EMG sensors, the sensor location was cleaned with alcohol. While uttering the 
prompts no other movement besides the one associated with speech production was 
made. The EMG channels 1 and 4 used a monopolar configuration (i.e. we placed one 
of the electrodes from the respective pair in a location with low or negligible muscle 
activity), being the reference electrodes placed on the mastoid portion of the temporal 
bone. The positioning of the EMG electrodes was based on previous work (e.g. [2, 9]) 
and was somewhat limited because of the Ultrasound probe placed beneath the chin, 
as depicted in Fig. 2. 

In terms of pre-processing, the EMG signal was normalized, 50 Hz removed with a 
notch filter and filtered using Single Spectrum Analysis (SSA). 

 

Fig. 2. Frontal (left image) and lateral (right image) view of the positioning of the surface EMG 
sensors (channels 1 to 5) 

For collecting Video and Depth data we used a Microsoft Kinect device. For the 
ultrasonic Doppler signal we used a custom built device [18], which also contains a 
microphone besides the ultrasonic emitter and receiver.  
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The audio from the main microphone (provided by the SyncBrightUp unit), the Ul-
trasonic Doppler signal, and a synchronization signal programmed to be automatically 
emitted by the EMG device at the beginning of each prompt were recorded by an 
external sound card (TASCAM US-1641). The activation of the output bit flag of the 
EMG recording device generates a small voltage peak on the recorded synchroniza-
tion signal. To enhance and detect that peak, a second degree derivative is applied to 
the signal, followed by an amplitude threshold. To be able to detect this peak, the 
external sound board channel is configured with maximum input sensitivity. Then, 
after automatically detecting the peak, we remove the extra samples (before the peak) 
in all channels. More details regarding the setup can be found in [19]. 

3.4 EMG Synchronization with US 

For synchronizing the EMG signals with the US video, we use the audio signal pro-
vided by the SyncBrightUp unit, which, as described in section 3.2, contains the syn-
chronization pulses and is captured by both the EMG and US setups. Since, inside 
each setup, this signal is synchronized with the remaining data, it was used to syn-
chronize data across both. To measure the delay between the two setups, we perform 
a cross-correlation between the audio tracks, obtaining the time lag between the two, 
and removing samples from the EMG signals (which always starts first). 

3.5 US Data Annotation 

The ultrasound was annotated to identify the segments where tongue movement was 
present. The goal is to examine the video sequence and tag those segments where the 
tongue is in motion. Given the large amount of US data, we used an automatic annota-
tion method [4]. This method consists in computing the pixel-wise inter-frame differ-
ence between each pair of video frames in the sequence. When the tongue moves, the 
inter-frame difference rises resulting in local maxima (refer to Fig. 3 for an illustrative 
example). Starting from these maxima, the second derivative is considered, left and 
right, to expand the annotation. Then, to segment the repetition in each utterance the 
envelope of the speech signal is used.  

Considering, for example, one repetition of the sequence “iiiuuuiii”, at least four 
tongue movements are expected: one at the start for the transition from resting to [i], 
one for the transition from [i] to [u] (tongue moves backwards), one for the transition 
from [u] to [i] (tongue moves forward) and one at the end, when the tongue goes from 
[u] into the resting position. Therefore, the two annotated regions on the middle of 
each repetition correspond to the transitions between sounds, as depicted in Fig. 3. 
For the movements outside the utterances no movement direction was annotated. To 
validate the proposed method, 72 tongue movement segments were manually annotat-
ed in several sequences belonging to the three speakers. For additional details, regard-
ing the US sequences automatic annotation, the reader is forwarded to [20]. 
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Fig. 3. Inter-frame difference curve (in blue) for a speaker uttering “iiiuuuiii”. The automatic 
annotation identifies all segments with tongue movement, and movement direction for those 
inside the utterance. 

4 Results 

To assess detection of tongue movements, the synchronized data was explored for 
differences on density functions. Additionally, a detection experiment based on the 
probability of movement was also performed. 

4.1 Densities 

Using random utterances of each speaker and the annotations from US, the probability 
mass functions for 3 classes were calculated and compared. Two of these classes rep-
resent the tongue movements found in each utterance and the third class denotes no 
tongue movement. Based on preliminary experiments, we noticed that the statistics 
for each speaker stabilize after 9 utterances. A Gamma distribution was adopted based 
on the shape of the histograms. The 2 distribution parameters of this distribution were 
estimated using Matlab.  

As depicted in Fig. 4, differences in distributions were found for all speakers with 
some variations within EMG channels.  

 

Fig. 4. Density functions for the 5 EMG channels of speaker 1 and 2, including curves for one 
of the movements (front) and non-movement 
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4.2 Detection Exploratory Experiment 

Based on the probability distribution functions described in the previous section, we 
estimated the probability of each movement. Hence, considering the probability of the 
measured EMG (meas) given a movement (mov), p(meas|mov), we can apply Bayes 
rules as follows:  (ݏܽ݁݉|ݒ݉) = (௦|௩) (௩)(ଵି(௩)) (௦|௩)ା(௩) (௦|௩)            (1) 

The detection threshold was set to 0.5 and p(mov) to 0.3, which, based on an empiri-
cal analysis, presented a good balance between detections and false positives. Fig. 5 
presents the results in a (well behaved) utterance. 

To assess the applied technique, we compared the detection results with the US an-
notation in order to obtain information on correct detections, failures in detection and 
false detections. As this processing was done for each sample, the outputs were man-
ually analyzed to determine the number of correct detections and number of failures. 
For false positive (FP) detections, a qualitative assessment was done, quantifying it 
into 3 classes (0=a few or none; 1= some; 2= many). The best results are attained for 
Speaker 1 in channel 3 with a detection of 80.0% and an average of 67.1% for the 5 
channels. Other 2 speakers attained the best detection result of 68.6% and 66.8% in 
EMG channels 4 and 5, respectively. There is also a strong variation of results across 
prompts, as depicted in Fig. 6. 

 
Fig. 5. Example of movement detection. Detected movements are shown at the top, the proba-
bility of movement in the middle and the US annotation at bottom, where forward movement is 
represented by the segments represented above the middle line. 

 
Fig. 6. Detection accuracy results with 95% confidence interval for some of the prompts 
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In terms of false positives, we noticed that, although speaker 1 presents the best re-
sults, it also has a high rate of FP with 38.8% of the utterances having many FP. In 
that sense, speaker 2 presents the best relation between correct detections and FP with 
47.1% of the utterances presenting none or few FP. In terms of sensors the best rela-
tion between correct detections and FP was found for channels 2 and 5. 

5 Conclusions 

This paper describes a novel approach to assess the capability of surface EMG in 
detecting tongue movements for SSI.  The approach uses synchronized US imaging 
and surface EMG signals to analyze signals of the tongue. For this purpose, a specific 
corpus, designed with this goal in mind, was collected. After synchronous acquisition 
modalities and automatically annotating the US data, this new dataset provides the 
necessary grounds to interpret the EMG data.  Results show that tongue movement 
can be detected using Surface EMG with some accuracy but with variation across 
speakers and possibility of high FP rates, suggesting the need for an adaptive solution. 
The work here presented can be used to explore combinations of several sensors and 
complement existing SSI with articulatory information, about the tongue, using a non-
invasive solution. Future work includes detailed analysis of the characteristics of in-
dividual movements and to developing an EMG-based tongue movement classifier. 
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Abstract. In this paper we introduce the idea of cross-lingual emotion
transplantation. The aim is to lean the nuances of emotional speech in
a source language for which we have enough data to adapt an accept-
able quality emotional model by means of CSMAPLR adaptation, and
then convert the adaptation function so it can be applied to a target lan-
guage in a different target speaker while maintaining the speaker identity
but adding emotional information. The conversion between languages is
done at state level by measuring the KLD distance between the Gaus-
sian distributions of all the states and linking the closest ones. Finally, as
the cross-lingual transplantation of spectral emotions (mainly anger) was
found out to introduce significant amounts of spectral noise, we show the
results of applying three different techniques related to adaptation pa-
rameters that can be used to reduce the noise. The results are measured
in an objective fashion by means of a bi-dimensional PCA projection of
the KLD distances between the considered models (neutral models of
both languages, reference emotion for both languages and transplanted
emotional model for the target language).

Keywords: Statistical Parametric Speech Synthesis, Expressive Speech
Synthesis, Emotion Transplantation, Cross-lingual.

1 Introduction

In nowadays society we can see that computers are increasingly present: internet,
smart phones, tablets or virtual agents are just a few examples of machines we
have included in our daily life. In consequence, numerous fields of study around
these machines have appeared. Among them, the study of human-machine in-
teractions and interfaces pose a challenge, as providing simple and efficient com-
munication interfaces could significantly reduce the gap in technology usability.

Speech synthesis is one of the most natural ways of providing such human-
machines interfaces. The objective of speech synthesis systems is to produce
artificial human speech by means of either hardware or software technologies.
Nowadays speech synthesis can provide very good quality when producing neu-
tral speech regardless of the technology [2] which is ideal for speech interfaces
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that do not need to engage in a conversation with the user. On the other hand,
applications where simulating a more natural behavior is necessary, imbuing
the synthetic speech with expressive features (e.g. emotions, speaking styles...)
becomes very interesting. This is the role of expressive speech synthesis.

Expressive speech synthesis presents significant challenges: maintaining a good
speech quality with traditional systems can be problematic because of how vari-
able some expressiveness are, recording good quality stable expressive data is also
difficult because it is difficult for non professionals to maintain stable speaking
patterns even while speaking normally, and also as there are so many possible
expressiveness that can be produced when talking in real life, it is nearly im-
possible to cover all of them. In the end, one of the biggest problems is data
acquisition. The work proposed in this paper aims to fix one of the main short-
comings of expressive speech synthesis: scalability. We want to obtain a method
capable of learning the expressive nuances of emotional speech, and transplant it
to different speakers for whom we do not have any expressive information across
languages.

One approach to emotion transplantation is the use of projective adapta-
tion techniques such as Cluster Adaptive Training (CAT) [3], Eigenvoices [9] or
Multiple-Regression Hidden Semi-Markov Models (MR-HSMM) [6]. These tech-
niques are capable of imbuing emotions into the target adaptation speaker as long
as the emotional data was included in the original training process because the
output is always a combination of the training models, which at the same time
makes them extremely robust and capable of providing very high speech qual-
ity transplanted models. As a shortcoming, the output can only take a limited
amount of values, so speaker similarity cannot be guaranteed as the transplan-
tation reach is constrained. Another approach is the use of rules to modify the
features of the speaker models. This approach should theoretically be capable
of modifying any neutral speaker model so that it conveys the desired emotion
as long as the correct rules are applied. The truth is that these approaches are
tipically capable of correctly imbuing the desired emotion and even provide rea-
sonably good recognition rates [10], but speech quality degradation is a problem
because the rules that are applyed are too coarse.

The paper is organized as follows: section 2 provides a brief state of the art
of transplantation techniques and introduces the technique used by us in the
cross-lingual transplantation, cross-lingual transplantation is introduced in sec-
tion 3, and section 4 introduces the experimental framework applied to measure
the problems of the proposed method. Finally in section 5 we give some brief
conclusions and in section 6 we talk about the future work that we expect to
carry out regarding the topic at hand.

2 Emotion Transplantation

Emotion transplantation methodologies can be defined as the procedures that
allow the modification of a synthetic speech model to incorporate emotional
information learned from other speaker models while maintaining the identity
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of the original speaker as much as possible. By this definition it follows that
transplantation is a field of study that aims to solve one of the biggest problems
in expressive speech synthesis: scalability.

A successful transplantation system should be capable of learning the par-
alinguistic nuances of the desired expressive speech model and then convert the
target speaker model into a target speaker expressive model. But, as we would
want the speaker identity to be maintained as much as possible, there are limita-
tions on how much the features of the target speaker model should be modified
[11]. In the end, systems have to reach a compromise between transplanted ex-
pressive strength and identifiability, synthetic speech quality and target speaker
similarity. The considered transplantation technique attempts to combine the
best features of both mainstream approaches to transplantation: adaptation to
learn the function that converts a neutral model to substitute the rules while
also being stable enough to provide good speech quality and complex enough to
maintain the speaker identity.

2.1 Emotion Transplantation through Adaptation

The emotion transplantation process that we will apply in the proposed cross-
lingual emotion transplantation system has been proven capable of correctly
imbuing emotions into neutral speakers [5]. The system, whose flowchart can be
seen in figure 1, relies on adaptation techniques for learning the transformation
functions that characterize both speaker identity and emotional information.
Then, the system applies both of them, and obtains the desired emotional tar-
get speaker model. All of this is done without requiring any kind of emotional
information from the target speaker, which greatly helps reduce the scalability
problems present in expressive speech synthesis.

Fig. 1. Step by step block diagram of the emotion transplantation method. The spheres
represent the speaker models and the arrows the adaptation transforms.

3 Cross-Lingual Emotion Transplantation

Cross-lingual processing is always difficult because of inter-language differences.
Traditional approaches rely on phonetic mapping between the source and target
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Fig. 2. Step by step block diagram of the emotion transplantation method. The spheres
represent the speaker models and the thin arrows the adaptation transforms. The state
mapping process is represented by the rectangle and the result of the mapping as the
thick arrow. The two colors also represent the different languages.

languages at different levels in order to do a correspondence between what is
done in the source language in hopes that if the same is done for the destination
language, the results will be acceptable.

The first attempts at phonetic mapping relied on monophones or triphones
without contextual information in order to establish direct relationships between
languages [4,8], and evolved to using contextual information by exploiting the
decision tree structures by measuring distances between tree nodes of both lan-
guages [14]. Different approaches tend to rely on having bilingual data for a
single speaker and relying on state mapping and factor analysis techniques to
extrapolate the knowledge that can be learned from the one speaker [16,17].

Typical applications of cross-lingual technologies include adapting speaker
models between different dialects, accents, or variants of languages [12,13]. We
believe that we can consider different expressiveness or speaking styles in the
same fashion, and use our proposed transplantation technique combined with
cross-language technologies with the purpose of transplanting paralinguistic fea-
tures between languages.

3.1 Proposed Cross-Lingual Emotion Transplantation Method

The proposed cross-lingual emotion transplantation method is based on the state
mapping principle [7]. The method begins by obtaining the mapping of the clos-
est states amongst all states by means of the Karhunen-Loeve Divergence (KLD).
Then, the emotional adaptation function obtained by means of the transplan-
tation method is converted from the source model and source language to the
target model and target language. Finally we apply the emotional transforma-
tion to the target language. A flowchart overviewing the complete process can
be seen in figure 2.
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4 Experimental Evaluation

Informal evaluations of the initial implementation of the cross-lingual emotion
transplantation system showed that it is already capable of successfully trans-
planting the prosodic features between languages thanks to the state mapping
technique, but a feature stream by feature stream transplantation showed that
there is a significant amount of spectral noise introduced when transplanting
the Cepstral information, specially in fundamentally prosodic emotions such as
anger, which we will be using for the rest of the experimental evaluation section.

Fig. 3. Illustrations of the three different considered experimental variations. Black
filled surfaces represent nonzero values.

In an attempt to quantify and lessen the effects of the introduced spectral
noise we tried a number different experiments: increase the minimum number
of frames per adaptation node, reduce the adaptation covariance transformation
matrix block size and reduce the covariance adaptation bandwidth. We also
developed an objective method to compare the results of the different approaches
based on a combination of KLD and Principal Component Analysis (PCA). KLD
is used to obtain the distances between all the speaker models used in the cross-
lingual emotion transplantation process. PCA is used to project the KLD values
into a bi-dimensional space that allows us to easily measure the distances in an
objective way. This process is only done to the spectral features stream of the
models as we want to measure the spectral distortion introduced to the process.
In the ideal environment, the distance between the transplanted model (Korin-
anger-S in the figures) and the target language model (Korin-neutral) should be
the same as the distance between the source model (joa-anger-S) and the source
language model (joa-neutral), which means obtaining a ratio of 1 in equation
1. The Spanish source data is a subsection of the SEV database [1], while the
English target data was recorded in CSTR, University of Edinburgh.

4.1 Adaptation Function Occupancy Threshold

The first approach increased the adaptation function occupancy threshold. The
purpose of this is to reduce the size of the decision tree used for the adaptation
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process in the source language by increasing the number of frames that must be
present for each node (represented graphically in the first graph of figure 3). This
produces more global transformation functions that convert the target language
in a less complex fashion, potentially reducing the spectral noise introduced
in the transplantation process. On the other hand, making use of more global
adaptation functions means that there is less specificity in the transplantation,
which could have an effect in the perceived emotion after transplanting.

Fig. 4. PCA projection of the different adaptation threshold experiments in the anger
cross-lingual extrapolation between joa (Spanish speaker) and Korin (English speaker).
The prefix S stands for Spanish and E for English source data. The black dot is the
reference system constant across experiments.

The results of this first experiments can be seen in figure 4, where it can
be seen that while for lower threshold values there is no variation, for a very
high value the distances between models clearly shrink, particularly between the
emotional and neutral models of both languages. This means that using a higher
threshold reduces the differences between the emotional and the neutral models.

4.2 Adaptation Variance Block Size

The second analysis aims to reduce the nonzero values in the adaptation func-
tion variance matrix by reducing the amount of intra-feature coefficients that
influence each other (second illustration in figure 3). This means that, if in the
standard block size every coefficient of a feature stream is able to influence each
other, a smaller block size prevents the higher order coefficients from affecting
lower ones.

The projection of the models obtained by manipulating the size of the blocks
in the adaptation matrix can be seen in figure 5, and they show that both a
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Fig. 5. PCA projection of the different adaptation block size experiments in the anger
cross-lingual extrapolation between joa (Spanish speaker) and Korin (English speaker).
The prefix S stands for Spanish and E for English source data. The black dot is the
reference system constant across experiments.

big block size and a very small block size do not provide the optimal results,
while an intermediate value provides less distant models. This is because a too
small block size removes too many coefficients in the adaptation variance matrix,
which results in a very coarse adaptation unable to deal correctly with emotional
data [15].

4.3 Adaptation Variance Bandwidth

The final variant controls the values in the adaptation function variance matrix
by only allowing a certain bandwidth of them around the diagonal to be nonzero
as seen in the third illustration in figure 3. This approach also aims to reduce the
interaction between higher and lower order coefficients in the adaptation of the
feature streams, and it is supposedly smoother because there are no abrupt cuts
in which coefficients affect each other. This approach makes special sense when
using Linear Spectral Pairs (LSP) as the spectral features instead of Cepstral
features, as the order of the coefficient correlates with the central frequency of
the LSP. Thus, this approach directly limits the bandwidth that is considered
in the adaptation process.

In the case of controlling the bandwidth of the adaptation variance matrix
(figure 6) we can see that the lower the adaptation bandwidth the closest all the
models become between each other. This translates into less noisy transplanted
models but at the same time less expressive and identifiable models. This is also
expected to give less expressive models as in the block size case.
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Fig. 6. PCA projection of the different adaptation bandwidth experiments in the anger
cross-lingual extrapolation between joa (Spanish speaker) and Korin (English speaker).
The prefix S stands for Spanish and E for English source data. The black dot is the
reference system constant across experiments.

4.4 Perceptual Evaluation and Covariance Analysis

In an attempt to verify the validity of the objective measures, we carried out
a small perceptual evaluation which aimed to obtain subjective speech quality
results for all the considered systems. In this evaluation we presented the listeners
with 14 different audio samples (one per system and only one at a time), and
asked them to rate the perceived speech quality from 1 (very bad) to 5 (very
high). A total of 14 utterances were synthesized according to the Latin square
evaluation strategy in order to remove any bias in the evaluation process. Finally,
we measured the correlation between a ratio of the model distances and the
speech quality as follows:

corr(
dist(TransplantedEnglishi −NeutralEnglish)

dist(EmotionalSpanishi −NeutralSpanish)
, SpeechQualityi) (1)

In the results of measuring said correlation (table 1) we can see that there is a
very strong relationship between the ratio of the distances between transplanted
and source models and the perceived speech quality. This means that the pro-
posed objective measure is a good tool of measuring how much we can improve
speech quality compared to the initial cross-lingual transplantation system.

Table 1. Covariance analysis results for the three experimental environments

Evaluation System Threshold Block Size Bandwidth

Measured Correlation -0.948 -0.952 -0.893
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5 Conclusions

We have set the foundations for a cross-lingual emotion transplantation system,
where we are able to successfully convert the adaptation functions that convey
emotional information from a source language (Spanish) to the desired target
language (English) by means of a state mapping technique based on minimizing
the KLD between neutral language models. This has enabled us to correctly
modify the prosody and spectral components of the target speaker in the target
language in the same fashion that we would have done in the source language,
conveying then the desired emotion.

Preliminary evaluations show that there is a significant amount of spectral
distortion introduced in the transplantation process. By measuring the KLD
distance and projecting it into a bi-dimensional space with PCA we plotted the
distances between the source and the transplanted models, providing us with an
easy way of measuring the effects of our experiments. The experiments aimed to
reduce the spectral noise by means of controlling different adaptation parameters
such as the adaptation threshold or limiting the non-zero values of the adaptation
variance matrix. The experiments showed that we should minimize the distances
across neutral speaker models in both languages in order to obtain a really
successful emotion transplantation across languages. We have also carried out a
perceptual evaluation of the speech quality of the transplanted models that, by
means of a correlation analisis, helped prove that the proposed objective measure
is a good way of visualizing the transplantation results.

6 Future Work

Future work can be separated into two sections: first of all we want to record a
bilingual neutral corpus in a controlled environment that we can use to evaluate
the successfulness of the proposed technique when there are no environmental
differences present. Secondly we also want to try different ways of minimizing
the model variability such as applying Cepstral variance and mean normalization
to the neutral speakers, or implementing environmental factoring in the average
voice model training process.
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Abstract. The classification of acoustic events is useful to describe the
scene and can contribute to improve the robustness of different speech
technologies. However, the events are usually overlapped with speech or
other sounds. This work proposes an approach based on Factor Analy-
sis to compensate the variability of the acoustic events due to overlap
with speech. The system is evaluated in the CLEAR evaluation database
composed of recordings in meeting rooms where the acoustic events have
been spontaneously generated in five different locations. The experiments
are divided in two sets. Firstly, isolated acoustic events are used as de-
velopment to analyze and evaluate parameters of the Factor Analysis
system. Secondly, the system is compared to a baseline based on Gaus-
sians Mixture Models with Hidden Markov Models. The Factor Analysis
approach improves the total error rate due to the variability compensa-
tion of overlapped segments.

Keywords: Acoustic Events, Factor Analysis, Meeting Rooms, CLEAR
Evaluation.

1 Introduction

Speech can be considered the most informative part of the audio. However, non-
speech sounds can be useful to characterize situations of people, places or objects.
These sounds are known in the literature as acoustic events (AEs) and can be
critical to understand human activities or to describe the scene. Acoustic Event
Detection (AED) aims at processing a continuous audio stream and determine
what event has been produced and when. Therefore, the system must be able
to produce labels to understand the concept behind the event. The symbolic
description provided by the AED systems has been used in a wide variety of
applications. For example, in [1] the authors detect events for surveillance. AED
has been also widely used for monitoring people with disabilities. An example of
this is given in [2] where people with dementia can be monitored in the bathroom
to generate an automatic hygiene behavioral report.
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AED is very useful in the task of audio indexing and retrieval of multimedia
documents or related tasks like multimedia event detection (MED) since it is
an important resource of semantic description. For example, in [3], the authors
combine the AEs with speech to detect five different multimedia events. There-
fore, some approaches in this field try to compensate the variability with factor
analysis (FA) techniques [4] or model the temporal relationship between events
[5] to provide robustness to the AED system.

Another challenging field is the AED in meeting rooms because the AEs have
low SNR and are overlapped with speech or other AEs. The 2007 AED CLEAR
Evaluation [6] was performed on a database recorded in real seminars (five dif-
ferent locations) where the AEs were spontaneously generated, most of them are
not highlighted and overlapped with speech. In this evaluation, the submitted
systems showed low accuracies and high error rates (the winning system [7] got
around 30% of accuracy and 99% of error rate) where the overlapping segments
represent more than 70% of the errors. Subsequent investigations have dealt with
the overlap problem in different ways. Since the meeting rooms in the evaluation
are equipped with multiple cameras and multiple microphone arrays, in [8] the
authors propose a multi-modal system because some of the AEs have a visual
correlate and, therefore, the video modality can be exploited to enhance the
detection rate. Also the authors use multiple microphones to know the position
of the AE since some events can only occur at particular locations like “door
slam”. Another popular solution is the separation of overlapped signals with sig-
nal processing techniques. In [9], an approach based on partial signal separation
using multiple array beamformers was proposed previously to an HMM-GMM
classification system.

Since the CLEAR evaluation database was recorded in five different rooms
with different furniture, the AEs present some variability that can be compen-
sated. This work studies variability compensation techniques based on factor
analysis with one microphone in this meeting room environment. The main goal
is to increase the robustness in the classification of the AEs for each microphone
so it does not interfere with multimodal or multichannel techniques that could
be applied later. Due to the extremely high error rate shown in the CLEAR
evaluation, this paper proposes a preliminary study where the segmentation is
given by the labels to evaluate the classification of the proposed system and
leaving the detection as a future work.

The remainder of the paper is organized as follows: section 2 describes the
database and the metric for this task. The FA framework is described in section
3. Section 4 shows a comparative of the proposed system with a baseline and,
finally, the conclusions are presented in section 5.

2 Database and Metric

2.1 Database

The database used in the CLEAR evaluation is composed of 25 meetings of
approximately 30 minute long recorded in five different meeting rooms (AIT,
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ITC, IBM, UKA and UPC). One meeting from each location have been used as
training set and the rest of the meetings represents the test set. Also, a database
with isolated AEs recorded at UPC [10] has been used to get some preliminary
results, but these isolated events have not been used to train the final system.

The set of AEs composed of 12 semantic classes is summarized in Table 1.
The classes of “speech”, “unknown” and “silence” are not evaluated. 11% of the
database is silence, 53% are “speech” and “unknown” classes and 36% of the
time are AEs where most of them are overlapped with “speech” (64%) or other
AEs (3%).

Table 1. Acoustic event classes with the corresponding annotation label and the num-
ber of the events in the train and test set

Event name Label Train Test

Knoch in door or table [kn] 82 152
Door slam [ds] 73 75
Step [st] 72 496
Chair moving [cm] 238 226
Cup jingle [cl] 28 27
Paper wrapping [pw] 130 88
Key jingle [kn] 22 32
Keybord typing [kt] 72 105
Phone ringing or music [pr] 21 25
Applause [ap] 8 13
Cough [co] 54 36
Laugh [la] 37 154

Unknown (Unidentified sounds) [un] - -
Speech [sp] - -
Silence [ ] - -

2.2 Classification Metric

In these experiments, the system has to classify correctly the segment which
boundaries are given by the reference labels. The segments where two AEs are
overlapped count twice (one for each event). The error rate for the acoustic event
classification (AEC-ER) can be written as:

AEC − ER =
number of segments incorrectly classified

number of total segments
(1)

3 Factor Analysis Framework

We propose a framework for AED system that deals with the problem of assign-
ing a class label to each fixed-length window using Factor Analysis (FA) models.
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The FA approach has been successfully used in speaker recognition/verification,
speaker diarization and in language recognition. In these tasks, the systems have
to face several sources of variability such as speaker, channel and environment.
The variability of the same class segments is known as within-class variability.
The goal of these systems is to model or compensate the within-class variability
to reduce the mismatch between training and test. In our task, the variability
comes from the overlap of the AEs with speech and the different locations where
the database has been recorded. The functionality of this system is described in
the next subsections step by step.

3.1 Acoustic Feature Extraction

In this work we extract 16 MFCCs (including the zeroth order cepstrum) com-
puted in 25 ms frames with a 10 ms frame step, their first and second derivatives.
The feature vectors are normalized in mean for each file.

3.2 Channel Compensation

A particular class is modeled by a GMM defined by a set of mean vectors
m1,m2, ...,mC , weights w1, w2, ..., wC and covariance matrices Σ1,Σ2, ...,ΣC

where C is the number of Gaussians. We can concatenate all GMM mean-vectors
to one mean supervector m of dimension CF × 1 where F is the feature vector
length:

m = [mT
1 ,m

T
2 , ...,m

T
C ]

T . (2)

The Factor Analysis model is the adaptation of a general GMM model (known
as Universal Background Model or UBM in the literature) where the supervector
of means is not fixed and it can vary from segment to segment due to several
sources that increase the within-class variability. We assume that these GMMs
have segment and class dependent means but fixed weights and covariances cho-
sen to be equal to the UBM weights and covariances. Specifically, we use a
Factor Analysis model for the mean vector of the kth component of the GMM
for segment s:

ms = tc(s) +Uxs, (3)

where c(s) denotes the class of segment s. The class-location vector tc(s) is ob-
tained by using a single iteration of relevance-MAP adaptation from the UBM.
U is known as the within-class variability matrix and xs is a vector of L segment-
dependent-within-class-variability factors assumed to follow a normal distribu-
tion (N(0, IL)). The columns of the U matrix are the basis spanning the sub-
space of the within-class variability and the within-class variability factors are
the coordinates defining the position of the supervector in the subspace. The
within-class variability factor dimension (L) is smaller than CF so U has low
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rank (CF ×L dimensions). This paper does not aim to deepen in the FA theory
and more details with an exhaustive description can be found in [11].

3.3 Class/Non-Class Models

Most of the approaches based on FA are implemented with a single U matrix
because the segments are well-delimited (typically in separate files) and the
nature of the within-class variability is similar for all the classes. However, in [12],
an approach based on FA was proposed with class/non-class vectors (one class
vector and one non-class vector for each class) and specific matrices modeling
the within-class variability of each pair class/non-class as follows:

T = [tclass, tclass] (4)

U = Uclass−class (5)

The main advantage of these models is that the final scoring can be more
discriminative. For example, in the speaker ID tasks, the score to detect a speaker
is the log-likelihood ratio test (LLRT):

LLRTclass = log
P (χ/class)

P (χ/UBM)
, (6)

where the numerator is the likelihood for the class model and the denominator
the likelihood for the UBM. Note that the UBM is used as a general model to
describe the alternative hypothesis which is appropriate for speaker identification
where the hypothesized speaker is not in the UBM. However, in a problem with
a small number of classes, a non-class model can be trained to be used as the
alternative hypothesis as:

CLLRTclass = log
P (χ/class)

P (χ/class)
, (7)

where the alternative hypothesis is the likelihood for the non-class model which
is compensated also with the with-in class variability matrix.

4 Experimental Results

Two different set of experiments have been carried out with a clear increase in
the difficulty of the task. The first set is composed of isolated AEs with oracle
boundaries and the second set verifies the quality of the models to classify the
overlapped AEs when the boundaries are given. Only one microphone located in
the center of the room (on the table) was used for both experiments to be able
to capture all the activity of the meeting.
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4.1 Classification of Isolated Acoustic Events

The AEs used in this experiments were recorded in the UPC smart-room for
development. Although the AEs are the same than the CLEAR AEs shown in
Table 1, these isolated AEs are not used in the posterior experiments because the
AEs are not generated in an spontaneous way and they are not overlapped with
speech or other AEs. However, this experiment is useful to study the behavior
of the proposed system, to set some parameters and it shows how the errors are
distributed among different AEs. The database is divided into three groups: two
of them are used to train the model and the third one is used to test.

A GMM with 128 components has been used as a baseline system. Table 2
shows the error rate given by the metric of eq.(1). The same experiment has
been done with FA where the UBM was also trained with 128 Gaussians over all
the train set to be able to compare the results with the baseline. Table 2 shows
the results of this experiment with the baseline and with FA for different values
of τ . This parameter is known as relevance factor (τ) and it controls the MAP
adaptation of the means of the model. If we increase the τ to infinite, the MAP
will remain in the original UBM. On the other hand, if we decrease τ , the means
will be more affected by the new frames. The results show that it is better to be
more restrictive in movements of the means and, therefore, a τ = 250 is chosen
for the next experiments.

Table 2. Classification error rate for CHIL acoustic events with oracle segmentation

System Error Rate %

GMM-128G 3.26

FA τ = 10 5.22
FA τ = 30 4.47
FA τ = 50 4.24
FA τ = 100 4.24
FA τ = 250 3.26
FA τ = 500 3.26

The error rate is equal with GMM and FA and no relevant conclusions can
be drawn. However, this experiment allows to chose the τ parameter for next
experiments with overlapped AEs. Also, Figure 1 shows the error of the classes
with GMM and FA for different values of τ and, as it can be seen, only half of the
AEs are not correctly classified once or more. Also, increasing τ , the classification
accuracy improves. Finally, some AEs are better classified with GMM ([pw] and
[pr]) and others are better classified with FA ([co] and [st]). We can conclude that
both systems classify the isolated events easily because these AEs are artificially
generated and there is not overlap with speech or other events. Therefore, the
variability of each AE is very reduced and both systems classify with the same
accuracy.
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Fig. 1. Number of errors for each acoustic event

4.2 Classification of Spontaneous Acoustic Events

Following the procedure presented in the last subsection, this experiment is car-
ried out with oracle segmentation over the CHIL database where the events can
be overlapped with speech or other events increasing the difficulty dramatically.
In addition, the audio has been recorded in five different locations which increase
the variability of each event.

Table 3. Classification error rate for CHIL acoustic events with oracle segmentation

System Error Rate %

GMM-128G 70.95
GMM-128G / one state HMM 70.88

FA-CLNoCL-10Chnf 75.71
FA-CLNoCL-10Chnf / one state HMM 75.57
FA-CL-10Chnf 71.09
FA-CL-10Chnf / one state HMM 70.11

Table 3 compares a baseline based on GMM, with FA system. The parameters
for this experiment are the values fixed in the last subsection: 128 Gaussian for
GMMs and UBM and τ = 250 for the MAP adaptation. The first two rows show
the error rate for a GMM-128G and the same GMM inside a one-state HMM
where the transition probabilities have been estimated with the training labels
improving slightly the results compared to the GMM system. The remaining rows
show the error rate for the FA systems with two different scores: the FA-CLNoCL
approaches employ eq.7 while the FA-CL approaches employ eq. 6. The results
clearly show that the FA-CL approaches are more discriminative than the FA-
CLNoCL since the model and the anti-model share common information due to
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Fig. 2. Confusion matrices for (a) GMM-128G / HMM-1st and (b) FA-CL-10Chnf /
HMM-1st

events overlapped with speech. Therefore, the best result is given for the system
FA-CL which slightly improves the final result with the transition probabilities
compared to the HMM-GMM.

Finally, Figure 2 shows the confusion matrices with the classification percent-
age in each event combination for the best two systems: GMM-128G with one
state HMM approach and the FA-CL with one state HMM approach. Some con-
clusion can be drawn from these figures. First, the GMM system tends to classify
the AEs as “speech” [sp] or “silence” [si] more easily than the FA which shows
that the FA system compensates the variability due to the speech in the over-
lapped AEs. Also, the FA system classifies better the events “Door Knock” [kn],
“Door Slam”[ds], “Steps” [st], “Cup Jingle” [cl] and “Keyboard Typing” [kt].
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On the other hand, the events “Chair Moving” [cm], “Key Jingle” [kj], “Cough”
[co] and “Laugh” [la] have been better classified with GMM. The rest of the
AEs have been classified with identically accuracy. A final count shows that the
GMM and the FA have correctly classified 416 and 421 AEs respectively from a
total of 1429 AEs.

5 Conclusions

The presented work focuses on the classification of AEs that may happen in
a meeting room when the segmentation is given using the CLEAR evaluation
database. Since the database is composed of tracks recorded in five different
locations and the events can be overlapped with speech, the AEs present a
variability that can be compensated with FA techniques. Two sets of experiments
have been carried out in this work. The first one evaluates the FA system over
isolated AEs. This isolated AEs database has been used as a development to
choose the relevance factor (τ) of the MAP adaptation for the FA systems. The
second set of experiments evaluates the FA system with spontaneous generated
AEs that can be overlapped with speech or other AEs. The proposed system
improves the results of a baseline system based on GMM/HMM slightly. The
confusion matrices of both systems suggest that the FA system compensates the
variability due to the speech in the overlapped AEs. However, there is still a
big room from improvement since the classification error is very high. Therefore,
further work needs to be done to improve the classification of overlapping sounds
and the application of FA techniques to the detection problem.
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Abstract. This paper addresses the use of spoken language technologies to 
identify cognitive impairment through the degree of speech deficits. We present 
the design of a spoken language database where patients’ voices are collected 
during regular clinical screening tests for cognitive impairment. Three different 
speaking styles are recorded: dialogues during structured interviews, readings 
of a short-passage and verbal picture descriptions. We hope these different spo-
ken materials will help promoting the research on a wide range of spoken lan-
guage technologies in assessing Moderate Cognitive Impairment (MCI). To il-
lustrate this, a preliminary analysis on the speech recorded from a small group 
of MCI patients and healthy elder controls is also presented. A Random Forest 
classifier working on seven prosodic measures extracted from the reading task 
achieved 78.9% accuracy for MCI detection when compared with a control 
group, suggesting that these measures can offer a sensitive method of assessing 
speech output in MCI. This experimental framework shows the potential of the 
presented spoken language database for the research on automatic and objective 
identification of early symptoms of MCI in elderly adults. 

Keywords: moderate cognitive impairment, spoken language database, prosod-
ic analysis. 

1 Introduction  

Cognitive impairment is a syndrome with largest impact among elderly people, lead-
ing to dependency of the patient from their families or caregivers. Beyond all reason-
able doubt cognitive impairment affects in an enormous way the quality of life of 
patients and their families due to the impossibility of patients to carry out their daily 
tasks. A general agreement of the experts in the field revealed that not only 36 million 
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people live with mild or moderate cognitive impairment worldwide but 4.6 million 
new cases appear annually [1]. 

Moderate Cognitive Impairment (MCI) is one of the earliest, and generally 
underdiagnosed, stages of cognitive decline where sustained decrease of cognitive 
functions is insufficiently severe to warrant a diagnosis of MCI [2]. Since MCI often 
progress to Alzheimer’s disease (AD), its detection in early or prodromal phase is a 
current challenge. Also an early detection of the MCI becomes an important goal, 
allowing either the use of alternative non-pharmacological therapies or short  
periods of pharmacological treatments, to slow down the development of cognitive 
deterioration. 

Although several neurophysiological tests exists (e.g. using MRI [3] or CSF bi-
omarkers [4]), patients generally attend consultations with memory complaints, and 
the first step usually involves a screening test based on structured interviews. A ques-
tionnaire test such as the Mini-Mental State Examination (MMSE) [5], Clinical De-
mentia Rating (CDR) [6] or Memory Impairment Screen (MIS) [7] are commonly 
used. 

It is at these early screening stages where we think that spoken language technolo-
gies can contribute to explore new automated methods for screening and characteriz-
ing MCI. Due to the fact that one of the most significant areas affected by MCI  
disease is language, many researches have been settled in this direction, showing that 
language impairment is strongly related to cognitive impairment some years before 
patient is clinically diagnosed [8] [9]. 

In [10] authors propose assessing MCI through automatic analysis of patients’ spo-
ken productions while retelling of a brief narrative previously read by a clinician. This 
is done according the Wechsler Logical Memory (WLM) subtest of the Wechsler 
Memory Scale; a test used for memory and language functioning assessment. Speech 
recordings from both a story-recall test and a picture description test were used in a 
speech-based automated method for cognitive status assessment presented in [11]. In 
this work, manual and automatic transcriptions of the speech from these two types of 
tests were compared for detecting how many semantic content units the speaker has 
uttered. Speech analysis techniques for early detection of cognitive impairment have 
also been tested on segments of dialogue collected during structured interviews, as, 
for example, in [12], where authors analyze speech corresponding to the HDS-R ques-
tionnaire test about time orientation and number counting. However, as stated in [12], 
the language used in structured interviews cannot capture the richer information that 
spontaneous conversations provides, so spontaneous speech has also been researched 
for automatic detection and rating of dementia of Alzheimer type (see for example 
[13] [14]). In some other studies, as [15] and [16], prosodic analysis of speech sam-
ples recorded from short-text passage readings, including the analysis of pause and 
utterance duration distributions, has been proposed for differentiating between cogni-
tively healthy and impaired older adults. 

It is in line with these previous studies on spoken language technologies to assess 
MCI, that we present (Section 2) the design of a spoken language database directed to 
collect different speaking styles from populations with different stages of cognitive 
decline. We believe this database will foster the research on the potential for different 
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spoken language technologies in this field. After presenting our database we also 
illustrate, in Section 3, some preliminary results of MCI detection using a Random 
Forest classifier working on prosodic measures extracted from speech corresponding 
to the reading task. Conclusions and future research lines are given in the last section 
of the paper. 

2 Spoken Language Database to Study MCI 

2.1 Protocol and Speaking Styles 

Two major conflicting criteria were considered for the design of the recording proto-
col in our database. On the one side, it should represent the minimum possible burden 
on the busy schedules of daily clinical practices, while on the other side it should 
collect the richest variety of speaking styles which can result in a notable increase in 
testing time. 

Consequently we decided to design a protocol consisting on three sequential parts. 
During the first part we recorded the speech productions from both clinician and pa-
tient during structured interviews commonly used in clinical assessment procedures. 
More specifically we considered the Mini Examen Cognoscitivo (MEC) which is the 
Spanish version of the Mini-Mental State Examination (MMSE) [2]. 

As pointed out in the Introduction, other speaking styles beyond dialogues in struc-
tured interviews can provide more valuable information. Therefore a second part was 
included to collect speech while patients read a short-passage. In particular we select-
ed a Spanish version of the paragraph “The Grandfather Passage” [17] (see Figure 2). 
This text is a short reading that has evolved into a ubiquitous metric of reading ability 
and speech intelligibility. Finally, in the third part of our database protocol, the pic-
ture in Figure 2 is shown to patients asking them to describe it in detail. This picture 
is included in standard aphasia evaluation instruments, such as the WAB test [4]. In 
this way during a single clinical session not only conversational speech from struc-
tured interviews but also read and spontaneous speech is recorded. 

2.2 Recording Tools and Procedures 

Also trying to make the process of speech recording the less annoying as possible for 
a daily clinical practice, two different tools were developed. The first one consisted on 
the use of a standard laptop equipped with two headworn condenser C520L AKG 
microphones for capturing both clinician and patient voices. Each microphone was 
connected to a different channel (left or right) of an M-audio ADC device connected 
to the laptop through an USB port. This configuration provides some acoustic separa-
tion, although no complete isolation, of patient and clinician voices thus making it 
easier their further processing. A specific software DCGrab v3.0, shown in Figure 1, 
was created by the authors to allow an easy recording of the audio signals during each  
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one of the three parts in the recording protocol. The speech sound was recorded in 
stereo format with 16 bits of resolution and 44.1 KHz of sampling rate. The DCGrab 
v3.0 software also allows storing clinical data and demographic information for each 
patient. 

 

Fig. 1. DCGrab v3.0 software 

A second tool, DCTest App (see Figure 2), was developed for Android tablets try-
ing to have a more portable device suitable for some specific clinical practice envi-
ronments. In this case audio from both patient and clinician is recorded using a single 
AKG CBL 410 Conference microphone. The Android App also allows the clinician to 
annotate her results from the MEC test. 

  

 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 2. DCTest App for Android Tablets 

3 Preliminary Analysis 

3.1 Experimental Setup 

To have a first insight on the possibilities of the speech material collected using the 
protocol previously described, we present a preliminary experiment for a sample of 
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nineteen subjects with more than sixty years of age, including MCI patients and healthy 
subjects (Non-MCI). Other inclusion criteria were basic reading skills and no significant 
visual impairments. Demography data are shown in Table 1 and no significant differ-
ences between groups were found in terms of gender, age or years of education. 

Table 1. Subject demographic data 

Item Group 
 MCI Non-MCI 

Number of patients 8 11 

Male 6 5 

Female 2 6 

Average Age (Years) 80.3 78.9 

Average Education (Years) 5 8 

 
For this experimental study only the speech recorded while reading the Spanish 

version of the paragraph “The Grandfather Passage” was used. 

3.2 Prosodic Analysis 

Following an approach similar to [16], we explored the capabilities of using some 
prosodic features to detect patients with cognitive impairment and healthy controls. 
For each subject seven prosodic features were obtained from the speech recorded 
during the reading test by using the prosogram program [19]: 

1. speech time (SPT): total time from first syllable to last syllable produced. 
2. number of pauses (NPU): total number of silences over 0.3s. 
3. proportion of pause (PPU): total number of pauses over 0.3s divided by the to-

tal amount of time spent speaking expressed in seconds. 
4. phonation time (PHT): total time of all syllables produced plus silences lower 

than 0.3s. 
5. proportion of phonation (PPH): total time of all syllables produced plus si-

lences lower than 0.3s divided by the amount of time. 
6. speech rate (SPR): total number of syllables produced in a given speech sam-

ple divided by the amount of total time (including pause time). 
7. articulation rate (ARR): total number of syllables produced in a given speech 

sample divided by the amount of time taken to produce them in seconds. 

Table 2 shows the mean, standard deviation, and range for every prosodic measure 
on both groups (MCI and non-MCI). Visual inspection reflects that differences be-
tween subjects with MCI and healthy subjects could be found on some measures like 
NPU and ARR. Other measures like PPU and PPH show small differences suggesting 
further discriminant analysis to corroborate whether the measures have power to dis-
criminate between classes. 



224 F. Espinoza-Cuadros et al. 

 

Table 2. Prosodic features for MCI and heathy controls (Non-MCI) 

Features 
MCI Non-MCI 

Mean(SD) Range Mean(SD) Range 

SPT 177.3(47.8) 119.1-235.8 128.3(63.7) 59.2-249.7 

NPU 107.2(21.7) 78.0-130.0 61.9(33.3) 27.0-124.0 

PPU 58.8(14.2) 45.3-75.0 47.4(10.9) 30.7-64.8 

PHT 69.3(20.4) 57.2-99.9 62.1(20.6) 33.5-107.2 

PPH 41.1(14.2) 24.9-54.6 52.5(10.9) 35.1-69.2 

SPR 2.1(0.6) 1.4-2.7 2.5(0.6) 1.6-3.6 

ARR 5.3(0.4)  4.9-5.9 4.7(0.5) 4.3-6.3 

 
In order to determine if both groups of prosodic measures differ significantly the 

Kolmogorov-Smirnov test (KS-test) was employed [20]. The KS-test has the ad-
vantage of making no assumption about the distribution of data. The decision to reject 
the null hypothesis occurs when the significance level (0.05) equals or exceeds the p-
value. Summary of results for Kolmogorov-Smirnov test are shown in Table 3 using 
the p-values to sort measure’s relevance to differentiate between both groups. 

Table 3. Statistic analysis results for Kolmogorov-Smirnov test 

Features 
Kolmogorov-Smirnov 

h p-values 

NPU 1 0.016 

ARR 1 0.044 

SPT  0 0.235 

PPU 0 0.235 

PPH 0 0.235 

SPR 0 0.584 

PHT 0 0.728 

3.3 Cognitive Impairment Detection 

In order to explore the capabilities of the extracted prosodic features for cognitive 
impairment detection, they were used as inputs to a Random Forest (RF) trained to 
predict the group (MCI or healthy patients) of the subject under analysis. A Random 
Forest is an ensemble of classifiers {h(x,Фk), k =1,…} where { Фk } are independent 
identically distributed random vectors and each tree cast a vote for the most popular 
class at input x [21].  

In experimental contexts with small data sets, as is our case, a Random Forest 
would be able to keep the probability of over-fitting low by using different subsets of 
the training data and different subsets of features for each tree of the forest. The Ran-
dom Forest performance depends on a fixed set of parameters but doesn't require 
much tuning. 
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Figure 3 shows that the features NPU (variable 2: number of pauses) and ARR 
(variable 7: articulation rate) are the most significant attributes. In order to go in depth 
about the influence of the most significant attributes on the random forest classifier, 
the prediction experiments were repeated running the random forest in 100 repeti-
tions, with 20 trees, 4 variables randomly sampled and using the most significant 
attributes random permuted (NPU, AAR). 

Table 5. RF classification results for sigfinicant features 

Trial 
Correctly Classified 

Instances (%) 

All attributes 78.9 

NPU 66.5 

NPU, ARR 57.4 

All others 74.0 

 
Table 5 shows a strong influence between the classification performance and the 

attribute selected. Randomly permuting only NPU the incorrect classification rate 
increases to 33.4 %, compared to 21.1 % when using all attributes. But when attribute 
ARR is also permuted the error raises to 42.5 %. In contrast, just permuting the values 
of all others attributes the incorrect classification rate is almost close to the one ob-
tained when all variables are used. This results show that the variables NPU and ARR 
carry significant predictive information at the moment of classify a subject. These 
results confirm the previous analysis made by means Kolmogorov-Smirnov test (KS-
test) (Table 3). 

Finally the results of this study are compared against the findings of previous 
works where prosodic speech features are used to identify cognitive impairment. Ta-
ble 6 summarizes the classification accuracies for the Random Forest and other pub-
lished methods notwithstanding the data and features selection were different in each 
case. 

Table 6. Comparison of the performance of different databases and classifiers 

Classifier Correct Classification (%) 

Random Forest  MCI 78.9 

SVM [10]  80.9 

CNG [13] 69.6 

CCV [12] 87.5 

4 Conclusions 

We have presented a spoken language database designed to promote the research on 
spoken language technologies for assessing Moderate Cognitive Impairment (MCI). 
Patients’ voices were recorded during a structured interview, a short-passage reading 
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and the verbal description of a picture. A preliminary analysis using prosodic parame-
ters extracted from the reading task and a Random Forest classifier achieved a 78.9 % 
of correct classification between healthy controls and MCI patients. Future efforts 
will be focused on expanding the sample of subjects under study and to explore the 
possibilities of applying different spoken language technologies to this field. 

Acknowledgements. This research was supported in part by ‘‘CMC-V2: Caracteriza-
ción, Modelado y Compensación de Variabilidad en la Señal de Voz’’ TEC2012-
37585-C02-02 and ‘‘Herramienta de Apoyo al Diagnóstico Médico del Deterioro 
Cognitivo mediante el Procesamiento Digital de Voz’’ award. Furthermore the au-
thors thank the Center for Elderly Adults #2 from Santa Clara, Cuba, for their meticu-
lous care and effort in collecting the data. Finally authors acknowledge Carmen Pardo 
Noguera for the development of DCTest App for Android Tablets. 

References 

1. Llibre, J.J.: Aging and dementia: implications for the scientist community, public health 
and Cuban society. Rev. Academia de Ciencias de Cuba 2(2), 36–54 (2012) 

2. Montenegro Peña, M., Montejo Carrascoa, P., LlaneroLuquea, M., Reinoso García, A.I.: 
Evaluación y diagnóstico del deterioro cognitivo leve. Revista de Logopedia, Foniatría y 
Audiología 32, 47–56 (2012) 

3. De Leon, M.J., De Santi, S., Zinkowski, R., Mehta, P.D., Pratico, D., Segal, S., Clark, C., 
Kerkman, D., De Bernardis, J., Li, J., Lair, L., Reisberg, B., Tsui, W., Rusinek, H.: MRI 
and CSF studies in the early diagnosis of Alzheimer’s disease. Journal of Internal Medi-
cine 256, 205–223 (2004) 

4. De Leon, M.J., Mosconi, L., Blennow, K., DeSanti, S., Zinkowski, R., Mehta, P.D., 
Rusinek, H.: Imaging and CSF studies in the preclinical diagnosis of Alzheimer’s disease. 
Annals of the New York Academy of Sciences 1097(1), 114–145 (2007) 

5. Folstein, M.F., Folstein, S.E., McHugh, P.R.: Mini-mental state. A practical method for 
grading the cognitive state of patients for the clinician. J. Psychiatr. Res. 12(3), 189–198 
(1975) 

6. Morris, J.C.: The Clinical Dementia Rating (CDR): current version and scoring rules. J. 
Neurology 43, 2412–2414 (1993) 

7. Buschke, H., Kuslansky, G., Katz, M., Stewart, W.F., Sliwinski, M.J., Eckholdt, H.M., 
Lipton, R.B.: Screening for dementia with the Memory Impairment Screen. Neurolo-
gy 52(2), 231–238 (1999) 

8. Deramecourt, D., Lebert, F., Debachy, B., Mackowiak-Cordoliani, M.A., Bombois, S., 
Kerdraon, O., et al.: Prediction of pathology in primary progressive language and speech 
disorders. Neurology 74, 42–49 (2010) 

9. Mesulam, M., Wicklund, A., Johnson, N., Rogalski, E., Léger, G.C., Ra-demaker, A., et 
al.: Alzheimer and frontotemporal pathology in subsets of primary progressive aphasia. 
Annual Neurology 63, 709–719 (2008) 

10. Lehr, M., Prud’hommeaux, E., Shafran, I., Roark, B.: Fully automated neuropsychological 
assessment for detecting mild cognitive impairment. In: Interspeech 2012 (2012) 

11. Hakkani-Tür, D., Vergyri, D., Tür, G.: Speech-based automated cognitive status assess-
ment. In: INTERSPEECH, pp. 258–261 (2010) 



228 F. Espinoza-Cuadros et al. 

 

12. Kato, S., Endo, H., Homma, A., Sakuma, T., Watanabe, K.: Early detection of cognitive 
impairment in the elderly based on Bayesian mining using speech prosody and cerebral 
blood flow activation. In: 2013 35th Annual International Conference of the IEEE Engi-
neering in Medicine and Biology Society (EMBC), pp. 5813–5816 (2013) 

13. Thomas, C., Keselj, V., Cercone, N., Rockwood, K., Asp, E.: Automatic detection and rating 
of dementia of Alzheimer type through lexical analysis of spontaneous speech. In: 2005 IEEE 
International Conference on Mechatronics and Automation, vol. 3, pp. 1569–1574 (2005) 

14. Bucks, R.S., Singh, S., Cuerden, J.M., Wilcock, G.K.: Analysis of spontaneous, conversa-
tional speech in dementia of Alzheimer type: Evaluation of an objective technique for ana-
lysing lexical performance. Aphasiology 14, 71–91 (2000) 

15. Rochford, I., Rapcan, V., D’Arcy, S., Reilly, R.B.: Dynamic minimum pause threshold es-
timation for speech analysis in studies of cognitive function in ageing. In: 2012 Annual In-
ternational Conference of the IEEE Engineering in Medicine and Biology Society 
(EMBC), pp. 3700–3703 (2012) 

16. Martínez-Sánchez, F., Meilán, J.J.G., García-Sevilla, J., Carro, J., Arana, J.M.: Análisis de 
la fluencialectora en pacientes con la enfermedad de Alzheimer y controles asintomáticos. 
Neurología 28(6), 325–331 (2013) 

17. Darley, F.L., Aronson, A.E., Brown, J.R.: Motor speech disorders, 3rd edn. W.B. Saunders 
Company, Philadelphia (1975) 

18. Risser, A.H., Spreen, O.: The western aphasia battery. Journal of Clinical and Experi-
mental Neuropsychology 7(4), 463–470 (1985) 

19. Mertens, P.: Automatic segmentation of speech into syllables. In: Laver, J., Jack, M. (eds.) 
Proceedings of the European Conference on Speech Technology, Edinburgh, vol. 2, pp. 9–12 
(1987) 

20. Massey Jr., F.J.: The Kolmogorov-Smirnov test for goodness of fit. Journal of the Ameri-
can Statistical Association 46(253), 68–78 (1951) 

21. Breiman, L.: Random Forest. Machine Learning 45, 5–32 (2001) 



Towards Customized Automatic Segmentation

of Subtitles
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Abstract. Automatic subtitling through speech recognition technology
has become an important topic in recent years, where the effort has
mostly centered on improving core speech technology to obtain better
recognition results. However, subtitling quality also depends on other
parameters aimed at favoring the readability and quick understanding of
subtitles, like correct subtitle line segmentation. In this work, we present
an approach to automate the segmentation of subtitles through machine
learning techniques, allowing the creation of customized models adapted
to the specific segmentation rules of subtitling companies. Support Vector
Machines and Logistic Regression classifiers were trained over a reference
corpus of subtitles manually created by professionals and used to segment
the output of speech recognition engines. We describe the performance of
both classifiers and discuss the merits of the approach for the automatic
segmentation of subtitles.

Keywords: automatic subtitling, subtitle segmentation, machine
learning.

1 Introduction

Automatic subtitling has recently attracted the interest of the speech and nat-
ural language processing research communities, notably after the adoption of
new audiovisual legislation by the European Parliament in 2007. This legislation
regulates the rights of people with disabilities to be integrated in the social and
cultural life of the Community, through accessible audiovisual contents by means
of sign-language, audio-description and subtitling. As a result, the demand for
automatic subtitling has grown rapidly, with public and private TV channels
moving to produce subtitles for larger volumes of their content. The effort has
focused on quantity in a first step, in order to match legislative requirements, but
there is an increasing demand for an improvement in the quality of automatically
generated subtitles as well.

The quality of subtitles involves several parameters linked to subtitle lay-
out, duration and text editing. Layout parameters include: the position of sub-
titles on screen; the number of lines and amount of characters contained in
each line; typeface, distribution and alignment of the text; colors for front and
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c© Springer International Publishing Switzerland 2014
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230 A. Álvarez, H. Arzelus, and T. Etchegoyhen

background; different colors per speaker; and transmission modes, i.e. blocks or
scrolling/word-by-word. Duration parameters involve delay in live subtitling and
the persistence of subtitles on screen. Finally, text editing parameters are related
to capitalization and punctuation issues, segmentation and the use of acronyms,
apostrophes and numerals.

Among these quality features, the strong need for proper segmentation is
supported by the psycholinguistic literature on reading [11], where the consensual
view is that subtitle lines should end at natural linguistic breaks in order to favor
readability and minimize the cognitive effort produced by poorly segmented text
lines [21].

In order to address the need to tackle subtitle quality aspects beyond bare
speech recognition and to provide solutions adaptable to the standard guidelines
and specific rules of companies, we explored a flexible approach based on machine
learning techniques and tested it on the automated segmentation task. Specifi-
cally, we trained Support Vector Machines and Logistic Regression classifiers on
subtitle corpora created by professional subtitlers and used the resulting mod-
els to filter and select optimal segmentation candidates. The results we present
involve the use of these two classifiers for the automatic segmentation of subti-
tles in Basque, although the approach is not language-specific as it only requires
properly segmented training material of the type created by subtitling companies
under their own guidelines.

This processing pipeline for segmentation has been integrated into the auto-
matic subtitling system described in [3], taking the output of speech processing
engines to provide customized segmented subtitles.

The paper is structured as follows. Section 2 describes existing solutions and
studies regarding automatic subtitling and segmentation. Section 3 looks at stan-
dard issues and considerations for the segmentation of subtitles. Section 4 de-
scribes the machine learning approach we implemented. Section 5 presents the
experiments and evaluation results. Finally, Section 6 draws conclusions and
describes future work.

2 Related Work in Automatic Subtitling

There is extensive research focused on automatic subtitling, mainly through
the using of Automatic Speech Recognition technology for the recognition and
alignment tasks [2,6,13]. Most of the work in the area has centered on improving
recognition accuracy and producing well-synchronized subtitles. Audimus [17] is
a reference system in the field, as it provides a complete framework for automatic
subtitling of broadcast news contents with low error rates in both batch and live
modes. It includes an automatic module for subtitle generation and normaliza-
tion aimed at improving readability, but segmentation is performed minimally,
using only information about the maximum amount of characters permitted
per line. The Audimus system was improved and extended to several languages
within the European project SAVAS1. Many quality features were considered in

1 http://www.fp7-savas.eu/

http://www.fp7-savas.eu/
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the development of the new systems, but technology for automatic segmentation
was not included.

Although considerable importance is commonly placed on most of the quality
parameters described above, proper line-breaking has generally been disregarded
[20]. A survey of the literature in the field actually provides no references on the
topic of automatically segmenting subtitles. A few studies were carried out on
related topics, as can be found for instance in [20], which explores the way
line-breaking is commonly performed, and in [21] which studies the impact of
arbitrary segmented subtitles on readers. The importance of segmentation has
been noted by [23], a study whose aim was to verify whether text chunking over
live re-spoken subtitles had an impact on both comprehension and reading speed.
They concluded that even though significant differences were not found in terms
of comprehension, a correct segmentation by phrase or by sentence significantly
reduced the time spent reading subtitles.

3 Subtitle Segmentation

3.1 Standard Guidelines

A number of guidelines for subtitling have been published over the years. Among
well-known ones are: Ofcom’s Guidance on Standards for Subtitling2; BBC’s
Online Subtitling Editorial Guidelines3 ; ESIST’s Guidelines for Production and
Layout of TV Subtitles4, the Spanish UNE 153010 norm [1] on subtitling for
the deaf and hard of hearing and a reference textbook on generally accepted
subtitling practice published in 2007 by Jorge Diaz-Cintas and Aline Remael
[10]. Standard guidelines cover the various aspects of subtitle quality, such as
subtitle segmentation, and standard practices along these recommendations are
shared among subtitling companies and broadcasters.

In terms of segmentation, all standard recommendations conclude that it must
benefit and improve readability. For this purpose, considering syntactic infor-
mation to create linguistically coherent line-breaks is the preferred and most
adopted solution in the community. This follows from results in psycholinguistic
research, which show that readers analyze texts in terms of syntactic information
[9], grouping words corresponding to syntactic phrases and clauses [8]. Reading
subtitles is a similar task and subtitles for which segmentation is not based on
coherent syntactic groups can thus be assumed to trigger sub-optimal reading
[15]. In order to facilitate readability, subtitle lines should thus be split according
to coherent linguistic breaks, and the generally accepted solution is to operate
the splits at the highest possible syntactic node. This ensures that fragments
split along these lines encompass the largest possible amount of related seman-
tic information.
2 http://www.ofcom.org.uk/static/archive/itc/itc publications/

codes guidance/standards for subtitling/subtitling 1.asp.html
3 http://www.bbc.co.uk/guidelines/futuremedia/accessibility/

subtitling guides/online sub editorial guidelines vs1 1.pdf
4 http://www.translationjournal.net/journal/04stndrd.htm

http://www.ofcom.org.uk/static/archive/itc/itc_publications/codes_guidance/standards_for_subtitling/subtitling_1.asp.html
http://www.ofcom.org.uk/static/archive/itc/itc_publications/codes_guidance/standards_for_subtitling/subtitling_1.asp.html
http://www.bbc.co.uk/guidelines/futuremedia/accessibility/subtitling_guides/online_sub_editorial_guidelines_vs1_1.pdf
http://www.bbc.co.uk/guidelines/futuremedia/accessibility/subtitling_guides/online_sub_editorial_guidelines_vs1_1.pdf
http://www.translationjournal.net/journal/04stndrd.htm
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3.2 Issues in Automatic Segmentation

Although the strong need for proper segmentation and the general constraints
that apply to it are clear, there are issues regarding the implementation of au-
tomated segmentation.

First, as the previously described guidelines are fairly general in terms of what
constitutes a proper subtitle split, there is actual variation among professional
subtitlers when it comes to executing the actual segmentation. These variants are
usually reflected as distinct sets of company-specific rules, which makes a generic
automated solution all the more difficult to achieve as such a solution would
have to either disregard company-specific rules or require resource-consuming
adaptation of syntactic rule sets on a case by case basis.

Secondly, the automatic detection of the highest syntactic node requires lan-
guage processing tools for sentence analysis. For major languages like Spanish or
English, several such tools are available, e.g. Freeling [18], OpenNLP [4] or the
parsers developed by the Berkeley [22] and Stanford [5] groups. For other lan-
guages, particularly under-resourced ones, there can be a lack of robust natural
language analyzers, which would limit the possibilities of using a syntax-based
approach for segmentation.

Finally, a correct syntactic analysis and detection of the highest nodes in
subtitles does not guarantee proper segmentation. Several other features have
to be considered simultaneously, such as the amount of characters, timing issues
and, as previously mentioned, the specific splitting rules used by each subtitling
company. All these features have a clear impact on proper subtitle segmentation
and need to be taken into account for each specific subtitle.

An ideal solution for the automatic segmentation of subtitles would thus have
to (1) correspond to the specific rules used by each subtitling company, and (2)
simultaneously consider all relevant information like character sequence length
and timing.

In the remainder of the paper, we present a possible solution that involves
the use of machine learning classifiers to create segmentation models adapted
to each company’s needs, thus providing a highly customizable and language-
independent solution. This approach has the additional advantage of allowing
the simultaneous integration of different features to reach optimal segmentation.

4 Machine Learning for Automatic Segmentation

This section describes the core components of the machine learning approach we
followed. We define the automatic segmentation problem as a binary classifica-
tion task, where subtitles with correct or incorrect segmentation are split into
two classes. Positive (correct) feature vectors were extracted from professionally-
created subtitle data and contain the segmentation marks found in the corpus;
negative (incorrect) vectors were generated by automatically inserting improper
segmentation marks. Classifiers were then trained on balanced sets formed with
these two types of vectors and used for the segmentation task.
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4.1 Corpus Characteristics

The corpus used to train and test the classifiers was composed of subtitles that
were manually created by professional subtitlers for TV cartoon programs in
Basque, for a total amount of 158,011 subtitles. The files were provided in SRT
format, indicating start and end time codes for each subtitle and presented in
blocks of a maximum of two lines. The corpus was split between training and
test sets containing 80% and 20% of the data, respectively. The subtitles in the
corpus were manually generated considering subtitle layout, duration and text
editing features. In particular, the segmentation rules followed by the subtitlers
focused on maintaining linguistic coherence, splitting subtitles according to the
highest possible syntactic node.

4.2 Corpus Processing

In order to train classifiers, both positive and negative examples are necessary,
from which to extract feature vectors suitable for the task. We thus prepared a
balanced set of positive and negative sets by transforming the original subtitles
into a task-specific format. Positive examples were generated by merging con-
secutive lines in reference subtitles into a single sentence containing the original
segmentation mark. Each such transformed sentence was then used as a basis
to generate a set of negative examples, by moving the original correct segmen-
tation symbol to other positions in the sentence. All possible negative training
examples were generated in a first step, each with a different segmentation point,
and a randomly selected subset of these possible incorrect examples was used to
balance the amount of positive and negative training elements.

Table 1 provides examples of transformed subtitles, including positive and
negative candidates.

Table 1. Training data. The #S# mark denotes a segmentation symbol. The
<S1> and <S2> marks correspond to speaker information marks.

Reference subtitles Transformed data (examples) Label

1
00:00:47,430 → 00:00:49,448
<S1>Lapitza eta erregela.
2
00:00:51,283 → 00:00:54,660
<S2>Ez dira berdinak,
ezta pentsatu ere.

Lapitza eta erregela. #S# Ez dira berdinak
Ez dira berdinak, #S# ezta pentsatu ere.
Lapitza #S# eta erregela. Ez dira berdinak
Lapitza eta #S# erregela. Ez dira berdinak
Lapitza eta erregela. Ez #S# dira berdinak
...

Correct
Correct
Incorrect
Incorrect
Incorrect
...

Training sentences were thus composed of two parts corresponding to each
line in a subtitle and divided by the #S# symbol. Features were computed on
each of the parts and on the entire sentence as well. Each feature vector was
then categorized with the corresponding label.
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4.3 Feature Vectors

The features extracted from the transformed data can be divided into four types
of characteristics related to (1) timing, (2) number of characters, (3) speaker
change and (4) perplexity as given by a language model built over the training
data. A feature vector was calculated for each of the sentences in the transformed
data and used to train the classifiers.

The timing feature involved the time difference between the first and second
parts of each sentence in the transformed data. It was calculated from the start
time of the first word of the second part and the end time of the last word of
the first part. Since the reference subtitles provided just the time-codes of the
first and last words at subtitle level, the forced alignment system for Basque
presented in [3] was used to obtain the start and end times-codes for all the
words.

To characterize aspects related to the number of characters, three features
were calculated from the transformed data. The first two contained the amount
of characters of the first part and second part of each sentence, respectively,
and the third feature indicated the total number of characters in the entire
(bi-)sentence.

Speaker change information was available in the reference subtitles and con-
verted into a boolean value: speaker changes were defined to have value 1 if true
and 0 otherwise.

The last feature indicated the perplexity value given by a language model
built on the correct sentences in the transformed data. Given that Basque is
a morphologically rich language and considering the scarcity of the training
data, the language model was built using part-of-speech (POS) information. For
this end, the Eustagger [12] toolkit was used, which includes a morphological
analyser and a POS tagger for Basque. An unpruned 9-gram language model was
estimated using the KenLM toolkit [14], with modified Kneser-Ney smoothing
[16]. The average perplexity value was 24.25 on the test set.

4.4 Segmentation Algorithm

As previously mentioned, the automatic segmentation module was integrated
into our automatic subtitling system for Basque. This system produces align-
ments between audio signal and transcripts, thus producing time-codes for each
word and providing a basis for the complete generation of subtitles. The segmen-
tation module benefits from the automatically aligned and time-coded words to
create candidates for segmentation. These candidates are then measured against
the machine-learned models and optimal candidates selected according to the
score obtained by their feature vectors. The algorithm for candidate generation
and selection is described below.
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INITIALIZE start index to zero;
INITIALIZE end index to one;
SET max length to maximum length of characters per subtitle;
CALL get words() RETURNING words;
while end index is less than length of words do

COMPUTE generate candidates(start index,end index);
if exist valid candidates() then

CALL get best candidate() RETURNING cut index;
COMPUTE insert cut (cut index);
SET previous maxindex to end index + 1;
SET start index to cut index + 1;
SET end index to start index + 1;
SET right block to words (start index...end index);

else
if length of right block is greater than one then

COMPUTE insert cut (previous maxindex);
SET start index to previous maxindex + 1;
SET end index to start index + 1;

else
SET start index to start index + 1;
SET end index to start index + 1;

end

end

end

Algorithm 1: Segmentation procedure

The procedure for the generation and selection of segmentation candidates is
shown in Algorithm 1. Processing of the text to be segmented is iterative, with
validated insertion points taken as new starting points for further processing
of the remainder of the text. In other words, we compute segmentation points
through short windows of text and repeat the process on the yet unprocessed
text after an optimal segmentation has been found for the current window.

Potential points of segmentation are inserted between sequences of consecutive
words, where the sole constraint is a maximum allowed sequence length before
and after segmentation points. That is, neither sequence on either side of a poten-
tial segmentation point can have more characters than this fixed value, which is
computed at the beginning of the process and comes from the maximum length
in characters for a subtitle line, as observed in the training data. The candidates
are created through the subroutine generate candidates(). The initial candidates
correspond to all combinations of the current sequence of words and segmentation
points. Each candidate thus includes only one segmentation point and the set of
all candidates covers the space of potential segmentation points for the current
window of words. Feature vectors are then extracted for each candidate and clas-
sified according to the previously trained models. In order to reduce the list of
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current candidates into a more manageable set, we only retain candidates with a
model-predicted probability above a fixed threshold. Empirical determination for
the task at hand yielded a fixed value of 0.7 for this threshold.

The sub-function exist valid candidates() checks for the existence of any valid
candidate in the filtered set. If the test is positive, the best candidate is selected
through the sub-routine get best candidate(), which returns the candidate with
the highest probability according to the model. In case of a tie, the longest
candidate is selected. The sequence of words to the right of the last segmentation
point is then stored for the next iteration. As this sequence has already been
determined to be a an autonomous sequence at this point, it is taken as an
indivisible block in the next iteration, i.e. no new segmentation points can be
set between the words that compose it.

If exist valid candidates() indicates no candidates at all, the last stored
sequence is considered. If this sequence consists of more than one word, a segmen-
tation point is inserted by default; if it contains just one word, the case is taken to
be identical to processing the first word of the text: new sequences and candidates
are generated from the sequences that include this word and the next ones.

5 Experiments and Evaluation

Several experiments were carried out using Support Vector Machines (SVM) and
Logistic Regression (LR) classifiers using the LibSVM [7] and Scikit-learn [19]
toolkits respectively. For the SVM classifier, after testing and comparing different
combinations of Kernel functions and methods to perform multi-class classifica-
tion, the Radial Basis Function (RBF) kernel with nu-support vector classifica-
tion (nu-SVC) algorithm was selected, as this setup gave the best results. The LR
classifier was trained through Stochastic Gradient Descent (SGD). Fig. 1 presents
results in terms of F-1 measure for each of the test files for both classifiers.

Fig. 1. Segmentation accuracy using SVM and LR classifiers
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The results demonstrated similar performance for the two classifiers, with an
average score of 74.71% and 76.12% for the SVM and LR classifiers, respectively.
In terms of precision and recall, the SVM classifier obtained scores of 82% and
69%. In contrast, the LR classifier achieved a precision of 85% and a recall
of 69%. Interestingly, both classifiers reached identical recall, showing that on
average almost seven out of ten segmentation points are correctly identified in
this approach. Combining this result with precision scores above 80%, the general
approach can be seen as promising.

6 Conclusions and Future Work

We presented a novel approach to automatic subtitle segmentation which gener-
ates and selects optimal segmentation points according to the predictions made by
machine-learned classifiers. This method provides a customized solution to
company-specific segmentation guidelines and rules, as the models are strictly in-
duced from existing segmented corpora and generate similar segmentation on new
input. Additionally, the approach fills a void as far as generating quality subtitles
is concerned, given that automatic subtitle segmentation, which is a crucial qual-
ity feature, has been somewhat neglected within the research community. Finally,
the method offers a versatile solution as it permits the addition of new features
to further tune and improve classification models and subsequent segmentation
accuracy.

The preliminary results we have presented are quite satisfactory, with an
average recall of nearly 70% and precision above 80% on the test set of a
professionally-created corpus of TV cartoon programs in Basque.

In future work, we will pursue experiments on additional corpora, to fur-
ther evaluate the approach with different domains. More languages will also be
tested, as different linguistic characteristics can have an impact on segmentation
results, notably in terms of language-dependent infelicitous line endings. We will
also explore the impact of including additional features to train classifiers, and
evaluate the performance of different feature sets. For instance, incorporating
perplexity scores from additional language models trained on surface forms and
morphemes might prove beneficiary, as the models would thus include a measure
of superficial linguistic knowledge which can be assumed to further improve the
proper segmentation of subtitles.

References

1. AENOR: Spanish Technical Standards. Standard UNE 153010:2003: Subtitled
Through Teletext, http://www.aenor.es
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Abstract. In this article we exploit the possibility on bootstrapping
an European Portuguese WordNet from the English, Spanish and Gali-
cian wordnets using Probabilistic Translation Dictionaries automatically
created from parallel corpora.

The process generated a total of 56 770 synsets and 97 058 variants.
An evaluation of the results using the Brazilian OpenWordNet-PT as a
gold standard resulted on a precision varying from 53% to 75% percent,
depending on the cut-line. The results were satisfying and comparable
to similar experiments using the WN-Toolkit.

Keywords: WordNet, Portuguese, probabilistic translation dictionar-
ies, parallel corpora, knowledge acquisition.

1 Introduction

For the Portuguese community there is a lack of a good, complete and free
accessible WordNet. There are lot of different projects whose main goal is to
construct such a resource, but most are incomplete, not free, or heavily based
on machine translation.

We propose and evaluate a method to bootstrap an European Portuguese
WordNet using the Galician, Spanish and English wordnets as guidance, and
using Probabilistic Translation Dictionaries (PTDs) for their Portuguese trans-
lation. The main difference on this approach when compared with others, namely
the Unified Wordnet [12] or the WN-Toolkit [15], is the use of probabilistic trans-
lation dictionaries that, being probabilistic and automatically generated, give a
wider set of translations, rather than the small set of possible translations usually
presented on standard bilingual lexicons.

Also, we want to exploit the proximity of the Portuguese language with the
Galician language. Although we do not have access to a big bilingual lexicon for
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these two languages, a rewriting method to bring Portuguese closer to Galician
was used [19].

This bootstrapped version will be incorporated into Multilingual Central
Repository [9,1]. From this base work we plan corrections and different expansion
works, using similar approaches to the ones being taken by GalNet [4].

This document is structured as follows: first we discuss briefly similar ap-
proaches to this task (Section 2), followed by a presentation on the resources
that were used in our experiments (Section 3). In Section 4, the algorithm used
in this research is explained using a specific synset example. Section 5 evaluates
the obtained results, and in Section 6 we draw some conclusions and point some
directions in our future work.

2 Similar Approaches

There are different initiatives on the creation or enlargment of wordnets and
similar lexical databases. In this section we will focus mainly three of these ini-
tiatives.

Onto.PT [7] includes more than 117,000 synsets. These synsets were computed
using different mechanisms, and incorporating data from different sources. A
big amount of relations were computed using patterns over conventional elec-
tronic dictionaries [8]. Some other were extracted processing Wikipedia [6]. The
authors also incorporated data from other lexical resources, like TeP 2.0 [11],
OpenWordNet-PT [17] or OpenThesaurus.PT.

WN-Toolkit [15] is a lexical extraction tool for the creation of wordnets from
bilingual resources, including lexical resources (such as bilingual dictionaries)
and textual resources (such as parallel corpora), which has already been used
for expanding the Catalan, Spanish and Galician wordnets [5].

Universal WordNet [12] initiative used the Princeton WordNet, other
monolingual wordnets, bilingual dictionaries and parallel corpora to bootstrap
wordnets in more than 200 languages. The resulting resource, looking to the
Portuguese language, includes only 23,500 synsets. Unfortunately the resulting
resource was only used for some cross-lingual text classification, and no results
are presented for the Portuguese language.

3 Used Resources

This section describes the resources used in our experiments, namely the English,
Galician and Spanish wordnets, a set of probabilistic translation dictionaries,
a dynamic Portuguese-Galician dictionary and the Vocabulário Ortográfico do
Português (Portuguese Orthographic Vocabulary or VOP).
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3.1 English, Spanish and Galician Wordnets

The English WordNet, known as Princeton WordNet [13], was used to guide our
extraction as other languages wordnets usually rely on the Interlingual Index
(ILI) to synchronize concepts with it. We used the English WordNet version 3.0
as it is the base for the current Spanish and Galician wordnets.

The Spanish [2] and Galician [4] wordnets were obtained from the Multilingual
Central Repository [9,1]. This project aims to integrate the wordnets for the
languages of Spain in a similar repository, together with the English WordNet
3.0.

Table 1 presents some statistics on English, Galician and Spanish wordnets.

Table 1. Number of synsets and variants of English, Galician and Spanish wordnets,
distributed by part-of-speech

Nouns Verbs Adjectives Adverbs Total

English
Syn. 82 889 13 769 18 156 3 621 118 435
Var. 147 358 25 051 30 004 5 580 207 993

Galician
Syn. 16 812 1 413 4 962 223 23 419
Var. 22 186 3 996 7 884 253 34 319

Spanish
Syn. 26 594 6 251 5 180 677 38 702
Var. 39 142 10 829 6 967 1 051 57 989

3.2 Probabilistic Translation Dictionaries

PTDs (or probabilistic translation dictionaries) are dictionaries obtained with
NATools [20] by the word-alignment of parallel corpora. Unlike other tools, like
Giza++ [14] that aims on extracting a relationship between each occurrence of
a word and a specific occurrence of its translation, NATools extracts a single
mapping for each source-language word. Each mapping associates a set of pos-
sible translations (in the parallel corpora) together with a probability measure
of it being a correct translation.

Consider the following example of a PTD entry:

T (codificada) =

⎧
⎪⎪⎨

⎪⎪⎩

codified 62.83%
uncoded 13.16%
coded 6.47%
. . .

This example states that the Portuguese word codificada is usually co-ocurrent
with the English words codified, coded and uncoded. Other than this co-ocurrence
information, the dictionary adds a probability measure to each possible co-
ocurrent word. When these resources are extracted from aligned parallel corpora,
it is usual that this co-ocurrence can be seen as a translation measure. Never-
theless, and as presented in the example, it might happen that some relations
are not really translations of each other: they might be related (like the fact of
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uncoded being the antonym of codificada), or not related at all. Nevertheless,
as a statistical measure, we expect it to be have a small probability for these
situations.

The PTDs used in this experiment were extracted both from the Per-Fide cor-
pora1 and the CLUVI [3] corpus. From the Per-Fide project we extracted dictio-
naries between Portuguese–Spanish and Portuguese–English. From the CLUVI
corpus we extracted a Spanish–Galician dictionary. Using the composition [18]
of PT–ES and ES–GL dictionaries we obtained a PT–GL dictionary.

Given that wordnets do not include word forms, the corpora were lemmatized
and tagged using FreeLing [16]. Thus, the corpora words were replaced by the
pair lemma/pos before the PTD extraction. This results on a better translation
dictionary.

3.3 Portuguese–Galician Dictionary

There is not a wide translation dictionary for the PT–GL languages. Never-
theless, given the big proximity of the two languages, and despite the fact of
existing some false friends, it is possible to rewrite, with a reasonable precision,
Portuguese words in their Galician counterparts [19].

This kind of approach can be seen as a dynamic dictionary, as new words, as
far as they follow the usual pattern, can be translated by the tool without the
need of a lexicon.

3.4 Portuguese Orthographic Vocabulary

The Vocabulário Ortográfico do Português (VOP)2 is a list of 182 012 lemmas
of Portuguese words, together with their part-of-speech. For our work we just
considered the list of lemmas, discarding all other information.

4 Algorithm

The bootstrapping algorithm uses a “score” approach. Different variants are
generated, together with an associated score. As other languages or heuristics
are analyzed, the system adapts the variant score accordingly. The variants with
higher score are then returned.

In order to explain the approach we will explain the process for a specific
synset, reference 00008007-r, that corresponds to an adverb.

The first step is to search, in each wordnet, for this synset. The Spanish
WordNet does not include this synset, but it exists for the other two languages:

variantsEN = {all, altogether, completely, entirely, totally, whole, wholly}
variantsGL = {completamente, totalmente}

1 The corpora available in the Per-Fide project includes most of the free available
corpora in the Web, like EuroParl, JRC-Acquis or the DGT Translation Memories,
as well as corpora computed from the Vatican or European Central Bank websites.

2 http://www.portaldalinguaportuguesa.org/vop.html

http://www.portaldalinguaportuguesa.org/vop.html
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For each language the probabilistic translation dictionary is queried, searching
for translations for these words, although maintaining the same part-of-speech.
Table 2 and table 3 show the contents of the probabilistic translation dictionaries
for each original variant3

Table 2. Result of translating the Galician synset

completamente totalmente

completamente 0.48523 simplemente 0.00746
totalmente 0.14573 totalmente 0.53396
plenamente 0.06537 completamente 0.10343

absolutamente 0.01693 plenamente 0.04045
simplemente 0.00204 absolutamente 0.01739

definitivamente 0.00025 no 0.00002

Table 3. Result of translating part of the English synset

completely totally

completamente 0.350345 totalmente 0.728418
totalmente 0.332604 inteiramente 0.056268

inteiramente 0.096318 completamente 0.052408
plenamente 0.091360 plenamente 0.022330

absolutamente 0.045507 absolutamente 0.012403
perfeitamente 0.005288 perfeitamente 0.008233

ainda 0.004253 não 0.002670
definitivamente 0.000979 ainda 0.002226
integralmente 0.000152 integralmente 0.000173

For each different Portuguese variant candidate (for each source language) the
maximum value is chosen.

If the translation is symmetric, the score is incremented by 0.5. For exam-
ple, consider the Portuguese variant completamente obtained using the English–
Portuguese dictionary, by translating the English variant completely.

If the Portuguese–English dictionary also maps the word completamente into
the English word completely, this variant score is incremented. So, for example,
the new score for completamente would be 0.850345, but for ainda it will be
maintained, as the word completely does not occur as its translation. The words
with a star (�) in table 4 are reflexive.

The next step is to find out how many language wordnets generated each of
the Portuguese variants. For example, looking to Table 4 we can notice that
the word no is generated only in the Galician side. In the other hand, the word
totalmente is generated from both languages.

3 The described process needs to be performed to every word of the presented set.
Nevertheless, for simplicity, we chose only two of the seven English variants.
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Table 4. Result after scoring the Portuguese candidate words

Galician English
Variant Max Sym. Variant Max Sym.

completamente 0.48523 0.98523 � completamente 0.350345 0.850345 �
simplesmente 0.00746 0.50746 � totalmente 0.728418 1.228418 �

totalmente 0.53396 1.03396 � inteiramente 0.096318 0.596318 �
plenamente 0.06537 0.56537 � plenamente 0.091360 0.591360 �

absolutamente 0.01739 0.51739 � absolutamente 0.045507 0.545507 �
definitivamente 0.00025 0.50025 � perfeitamente 0.008233 0.508233 �

no 0.00002 0.00002 ainda 0.004253 0.004253
não 0.002670 0.002670

definitivamente 0.000979 0.500979 �
integralmente 0.000173 0.500173 �

So, for each Portuguese variant candidate we will multiply the maximum
probability found (1.728418 for the totalmente word) by the number of wordnets
that generated this candidate: 1.228418× 2 = 2.456836. Table 5 show the result
of this step (score1).

Table 5. Portuguese variants, the maximum score obtained from the English or Gali-
cian wordnets, score1 and score2

Variant Max Score Score1 Score2
totalmente 1.228418 2.456836 3.456836

completamente 0.985230 1.970460 2.970460
plenamente 0.591360 1.182720 1.182720

absolutamente 0.545507 1.091014 1.091014
inteiramente 0.596318 0.596318 0.596318

perfeitamente 0.508233 0.508233 0.508233
definitivamente 0.500979 1.001958 1.001958
integralmente 0.500173 0.500173 0.500173
simplesmente 0.507460 0.507460 0.507460

ainda 0.004253 0.004253 0.004253
não 0.002670 0.002670 0.002670
no 0.000020 0.000020 0.000020

This next step tries to take advantage of the Portuguese–Galician proximity.
It uses the Portuguese–Galician dictionary (not the probabilistic dictionary) for
each one of the Portuguese variant candidates. If any of its translations occurs
in the Galician set of variants, then the variant candidate score is incremented
by 1. Table 5 shows what happens to our candidate set (column score2).

Finally the VOP is used to decrease by 1 point all words that are not part
of the Portuguese vocabulary. In our example nothing changes, as all words are
present in VOP.
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The top classified variant candidates are then returned. At the moment the
number of words to return is the size of the biggest set of variants for the source
languages (English, Spanish or Galician). Therefore, considering the example
above is complete, the first seven candidates would be returned.

Note that we do not define any kind of cut-line, other than suggesting that it
is not probable to compute more variants than the number of existing variants
for other languages. The threshold should be defined later, accordingly with a
specific goal. In the evaluation section different cut-lines will be used, and the
results analyzed.

5 Evaluation

This section presents an automatic evaluation of the obtained results, first using
OpenWordNet-PT [17] as a gold standard, and then a comparing with the results
obtained by WN-Toolkit in a similar experiment [5].

Given one of our work motivation is the lack of a good wordnet for the Por-
tuguese language, it gets hard to have a gold standard to evaluate our work
with4. Nevertheless, and although it contains only half the synsets created by
our tool, we used the Brazilian OpenWordNet-PT [17] as our gold standard. The
OpenWordNet-PT version used in these experiments contains 43 895 synsets,
with a total of 74 012 variants.

After running the tool we obtained 56 770 synsets (33 275 nouns, 10 803 verbs,
10 733 adjectives and 1 959 adverbs) with a total of 97 058 variants. From these
synsets, only 49.6% are available on OpenWordNet-PT (28 156 synsets).

These candidates synsets were tested using different heuristics to select which
variants to test.

Heuristic A: Evaluate variants with a score greater or equal to 2.5;
Heuristic B: Evaluate variants with a score greater or equal to 2.0;
Heuristic C: Evaluate variants with a score greater or equal to 1.5;
Heuristic D: Evaluate the higher score variant for all synsets, and any other

variant with a score greater or equal to 2.0;

Table 6 summarizes the obtained results. For each test it includes the number
of variants tested, the average score for these variants, the number of correct
variants, accordingly with OpenWordNet-PT, and, finally, the percentage of the
tested variants that are correct5.

When analyzing the results we noticed that there were some false negatives.
As OpenWordNet-PT is based on Brazilian Portuguese, and the corpora used
by us if from European Portuguese, there were some words that did not match
(for example, “ação” vs “acção”). Therefore, in top of the previously described

4 Unfortunately all freely available wordnets follow the automatic generation of
synsets, without any real, thorough, manual evaluation. They do not, even, have
some kind of score to be used to know each synset variant expected quaity.

5 Note that it does not make much sense to compute the recall, as we are not trying
to generate the complete Gold standard.
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Table 6. Result of the four approaches for the synsets evaluation

Heuristic Nr. Variants Average Score Correct Variants

A 9 307 3.0005 6 813 ( 73.20%)
B 13 785 2.8501 9 426 ( 68.38%)
C 19 315 2.7360 11 189 ( 57.93%)
D 31 526 2.1180 16 424 ( 53.37%)

heuristics we used the Levenshtein algorithm [10], and decided to accept can-
didate variants as if they are at an edit distance of 1. Table 7 show the values
obtained with this approach.

Table 7. Result of the four approaches for the synsets evaluation, with Levenshtein
distance of 1

Heuristic Nr. Variants Average Score Correct Variants

A’ 9 307 3.0001 6 996 ( 75.17%)
B’ 13 785 2.8477 9 747 ( 70.71%)
C’ 19 315 2.7312 11 662 ( 60.38%)
D’ 31 526 2.0970 17 726 ( 56.23%)

Finally, we did an extra manual evaluation on the obtained variants, both by
an author of this paper, and an external researcher6. Table 8 summarizes the
results.

E1 In the first evaluation we selected 100 variants not present in OpenWordNet-
PT, but which respective synsets are. When looking for the number of vari-
ants approved by both evaluators there is a correctness of 41%.

E2 For the second evaluation we selected 100 variants which synsets are not
present in OpenWordNet-PT. In this case we selected the higher scoring
variant for each of these synsets. There is a correctness of 45% when looking
to the two evaluators agreement.

Table 8. Manual evaluation for 200 variant candidates

Internal External Common
Evaluation Evaluator Evaluator Overally

E1 46 OK 54 OK 41 OK
E2 54 OK 53 OK 45 OK

These results are very similar to those obtained with the WN-Toolkit [5]
using data for candidates acquired from only one resource. In this case, the
automatic precision value was 77.02%, with a real precision (calculated with
human revision) of 70% for new variants for empty synsets and 53% for the
candidate variants for not empty synsets.

6 Our deepest thanks to Hugo Gonçalo Oliveira for his evaluation of our candidate
variants.
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6 Conclusions and Future Work

We presented a quick way to bootstrap a wordnet for Portuguese. Although the
initial results are not satisfactory, we were still able to extract about 56,700
synsets. An automatic evaluation to part of these synsets measure a correctness
of 54.87%. If this ratio is maintained for every extracted synset, it means there
are 31,000 correct synsets, which is already 3,000 more than the total number
of synsets in OpenWordNet-PT.

Nevertheless, this was a primary study on the process. We will perform an
evaluation on the set of synsets not present on OpenWordNet-PT, as well as the
variants from synsets on OpenWordNet-PT that are not recognized. Finally, the
use of TeP or Onto.PT will allow the automatic enlargement of the synsets.
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javier.tejedor@depeca.uah.es

2 ATVS-Biometric Recognition Group, Universidad Autónoma de Madrid, Spain
doroteo.torre@uam.es

3 Center for Speech and Language Technologies (CSLT), Tsinghua University, China
wangdong99@mails.tsinghua.edu.cn

Abstract. This paper presents the ATVS-CSLT-HCTLab spoken term
detection (STD) system submitted to the NIST 2013 Open Keyword
Search evaluation. The evaluation consists of searching a list of query
terms in Vietnamese conversational speech data. Our submission involves
an automatic speech recognition (ASR) subsystem which converts speech
signals into word/phone lattices, and an STD subsystem which indexes
and searches for query terms. The submission is a hybrid approach which
employs a word-based system to search for in-vocabulary (INV) terms
and a phone-based system to search for out-of-vocabulary (OOV) terms.
A term-dependent discriminative confidence estimation is employed to
score confidence of detections. Although the ASR performance is not
state-of-the-art, our submission achieves a moderate STD performance
in the evaluation.

Keywords: spoken term detection, evaluation, N-gram reverse index-
ing, term-dependent discriminative confidence.

1 Introduction

The increasing volume of speech information stored in audio repositories mo-
tivates the development of automatic audio indexing and spoken document re-
trieval systems. Spoken Term Detection (STD), defined by NIST as ‘searching
vast, heterogeneous audio archives for occurrences of spoken terms’ [7] is a fun-
damental block of those systems, and significant research has been conducted on
this task [12,11,4,3,1,8].

In STD, a hypothesized occurrence is called a detection; if the detection cor-
responds to an actual occurrence, it is called a hit, otherwise it is a false alarm
(FA). If an actual occurrence is not detected, this is called a miss.

To evaluate STD performance, NIST defines a metric called average term-
weighted value (ATWV) [7], which integrates the miss rate and false alarm rate
of each term into a single metric and then averages over all search terms:

J.L. Navarro Mesa et al. (Eds.): IberSPEECH 2014, LNAI 8854, pp. 249–258, 2014.
c© Springer International Publishing Switzerland 2014
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ATWV =
1

|Δ|
∑

K∈Δ

(
NK

hit

NK
true

− β
NK

FA

T −NK
true

), (1)

where Δ denotes the set of search terms and |Δ| is the number of terms in this
set. NK

hit and NK
FA respectively represent the numbers of hits and false alarms

of term K and NK
true is the number of actual occurrences of K in the audio. T

denotes the audio length in seconds, and β is a weight factor.
In addition, NIST proposed a detection error tradeoff (DET) curve [6] to

evaluate the performance of an STD system working at various miss/FA ratios.
Both ATWV and DET curves are used for performance evaluation.

Finally, an auxiliary metric called maximum term-weighted value (MTWV)
was proposed by NIST. Different from ATWV which depends on a pre-defined
threshold, MTWV assumes an oracle threshold and corresponds to the best
ATWV on the DET curve.

This paper presents the ATVS-CSLT-HCTLab STD system submitted to
the NIST 2013 Open Keyword Search evaluation. It is a collaborative work of
three research groups, including ATVS-Biometric Recognition Group and Hu-
man Computer Technology Laboratory (HCTLab)1 from Universidad Autónoma
de Madrid, and Center for Speech and Language Technologies (CSLT) at Ts-
inghua University.

The submission involves an automatic speech recognition (ASR) subsystem,
and an STD subsystem. The ASR subsystem converts input speech signals into
word/phone lattices, and the STD subsystem integrates a term detector which
searches for putative occurrences of query terms, and a decision maker which
decides whether a detection is reliable enough to be considered as a hit or should
be rejected as a false alarm. A tool provided by NIST is used to evaluate system
performance.

The ASR subsystem is based on Gaussian mixture models (GMM) and was
built using the Kaldi toolkit [9]. The training process largely followed the Switch-
board s5 recipe, and the same tool was used to conduct decoding and produce
word or phone lattices.

The STD subsystem employs an n-gram reverse indexing approach [5] to
achieve fast term search. This approach indexes word/phone n-grams retrieved
from lattices, and term search is implemented as retrieving n-gram fragments of
a query term. Comparing to search in lattices, reverse indexing is much faster
and may achieve higher recalls. The confidence score of a hypothesized detection
is computed as the averaged lattice-based score of the n-grams of the detection.

A drawback of this scoring method is that the scores are term-independent.
In other words, if two detections are assigned the same score, their confidences
are considered to be the same, no matter how much the two terms differ. This
is not certainly desirable since detections of low-frequency terms are more pre-
cious than those of high-frequency terms, and thus need to be treated differently.

1 Javier Tejedor was with HCTLab research group during the evaluation period of
time.
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This ‘term preference’ is essentially related to the fact that the evaluation met-
ric (ATWV) prefers recalls rather than FAs. A term-dependent discriminative
confidence estimation proposed in [14] was adopted. First, the lattice-based con-
fidence is fed into a multiple-layer perceptron (MLP) to produce a discriminative
confidence; second, this discriminative confidence is further normalized by taking
into account term frequencies. This score normalization approach significantly
improved system performance of our submission.

The rest of the paper is organized as follows: Section 2 describes the system
submitted to the evaluation; Section 3 presents the experiments, the results and
some discussion; Section 4 concludes the paper.

2 System Description

Our submission involves an ASR subsystem and an STD subsystem. This section
will describe these two components in sequence. In addition, we note that the
submission is a hybrid approach which employs a word-based system to deal with
in-vocabulary (INV) terms and a phone-based system to treat out-of-vocabulary
(OOV) terms. The two systems are largely identical except that the word-based
system uses a word-based lexicon and a word-based language model (LM), and
the phone-based system uses a phone-based lexicon (i.e., a trivial lexicon where
each entry is a phone and the pronunciation is the phone itself) and a phone-
based LM. The whole system architecture is depicted in Figure 1.

The evaluation task involves searching for some terms from speech data in
Vietnamese. However, the language of the data profile was completely unknown
until data were released. The participants therefore had to prepare their submis-
sion on the data provided in English from the task at NIST STD’06, and once
the data were released, the tools, algorithms, recipes, configurations, etc, were
quickly migrated to the evaluation data. We selected the Switchboard corpus2

to conduct the pre-evaluation development.

Voice
Activity
Detection

Speech

phone lattices
word-based ASR

phone-based ASR

utterances
word lattices

ASR subsystem
Decision maker

INV terms

Term detector

OOV terms

INV term detections

OOV term detections Decision maker

Term detector

STD subsystem
output INV
term detections

output OOV
term detections

Fig. 1. System architecture. ‘ASR’ stands for Automatic Speech Recognition, and
‘STD’ for Spoken Term Detection. ‘INV’ stands for in-vocabulary, and ‘OOV’ for out-
of-vocabulary.

2 https://catalog.ldc.upenn.edu/LDC98S75

https://catalog.ldc.upenn.edu/LDC98S75
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2.1 Automatic Speech Recognition Subsystem

The Kaldi toolkit [9] was used to build the ASR subsystem, and we largely fol-
low the Switchboard s5 recipe, except some minor changes in the configurations.
Specifically, the acoustic features are 13-dimensional Mel-frequency cepstral co-
efficients (MFCCs), with cepstral mean and variance normalization (CMVN)
applied to mitigate channel effects. The normalized MFCC features then pass a
splicer which augments each frame by its left and right 4 neighboring frames.
A linear discriminant analysis (LDA) is then employed to reduce the feature
dimension to 40, and a maximum likelihood linear transform (MLLT) is applied
to match the diagonal assumption in the GMM acoustic modeling.

The acoustic model training procedure starts from constructing context-
independent phone models, based on which context-dependent (CD) phone mod-
els are trained by state cloning and clustering. The speaker adaptive training
(SAT) technique is applied to improve model robustness, and a discriminative
training approach based on the maximum mutual information (MMI) criterion
is adopted to produce the final models.

Based on the acoustic models, a word-based ASR system was built for search-
ing INV terms and a phone-based system was built for searching OOV terms.
Here OOV terms are defined as those involving words absent from the word lexi-
con. The word-based system uses a 3-gram word-based LM, and the phone-based
system uses a 3-gram phone-based LM.

An energy-based voice activity detection (VAD) implemented in SoX3 is used
to segment speech signals into utterances. Some heuristics of utterance and si-
lence duration are employed to constraint the VAD process, where the heuristic
parameters are optimized on a development set. The segmented utterances are
then fed into the decoder implemented in Kaldi, which produces word or phone
lattices (depending on the type of the system).

2.2 Spoken Term Detection Subsystem

Term Detector - Indexing and Search. The STD stage detects potential
occurrences from word/phone lattices obtained within the ASR subsystem. This
is implemented as reverse indexing and search in our submission.

In order to leverage some off-the-shelf toolkits, we first convert lattices in the
Kaldi format to lattices in the Hidden Markov Model Toolkit (HTK) format [16].
A list of n-grams is then generated from the HTK lattices using the lattice-tool
of the SRI LM toolkit [10]. These n-grams are then indexed in such a way that
the keys are spelling forms of n-grams and the value of each key involves all the
occurrences of the n-grams corresponding to the key. This approach is denoted as
‘reverse indexing’. We used a toolkit provided by CSLT at Tsinghua University
to conduct the reverse indexing4. More details of the tool can be found in [5].

Once the reverse indices are constructed, a query term can be searched quickly
by looking for occurrences of its word/phone n-gram fragments, constrained

3 http://sox.sourceforge.net/
4 http://homepages.inf.ed.ac.uk/v1dwang2/public/tools/index.html

http://sox.sourceforge.net/
http://homepages.inf.ed.ac.uk/v1dwang2/public/tools/index.html
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by the vicinity in time of the fragments. A detection is hypothesized if its n-
gram fragments form the spelling of the query term and their timestamps form
a reasonably connected time sequence. The initial and end timestamps of a
detection are found to be the initial time of the first n-gram and the end time of
the last n-gram. The confidence score of a detection is computed as the average
of the confidences of the n-gram segments it involves, and the confidence of an
n-gram fragment is computed as the posterior probability of the fragment in the
lattice [15]. Since phone sequences are much more flexible than word sequences,
the n-gram order of the phone-based indexing should be larger than that of the
word-based indexing. In our submission, the order of word n-grams is set to 1
whereas the order of phone n-grams is set to 2. This selection is based on a
development set.

We highlight that the OOV issue is critical for STD: search terms usually
involve some words that are unknown to the system. In order to deal with OOV
terms, the phone-based approach is adopted in our submission. By resorting to
phone n-grams instead of word n-grams, it is possible to discover any words
including those that did not appear during the construction of the system. This
advantage, however, is at the cost of a huge number of false alarms. We therefore
treat the phone-based system as a complement to the word-based system, and
it is used only for retrieving OOV terms.

Another difficulty for the phone-based approach consists in predicting pronun-
ciations for unknown words, i.e., letter-to-sound (LTS) conversion. Our submis-
sion employs a fully automatic approach that combines a joint-multigram model
and a conditional random field (CRF) model [13]. This approach first employs a
joint-multigram model to align the grapheme/phone sequences of the words in a
lexicon, and then derives a CRF model based on the alignment. The CRF model
is finally used to generate pronunciations for OOV terms. In OOV search, the
2-best pronunciation predictions of every OOV term are used in phone n-gram
search.

Decision Maker - Confidence Measure. Our submission adopts the discrim-
inative normalization approach proposed in [14] for confidence score measuring
and decision making. This approach involves two components: an MLP-based
discriminative score normalization and a term frequency-based metric-oriented
score normalization.

First, an MLP model is used to convert the lattice-based confidence scores
(refer to the previous section) to discriminative scores which are more suitable
for hit/FA decision making. The MLP model in our submission involves three
layers: an input layer consisting of a single unit corresponding to the lattice-
based confidence score, a hidden layer consisting of 5 units in the case of the
word-based system and 3 units in the case of the phone-based system, and an
output layer consisting of two units corresponding to hit and FA respectively.
The number of units of each hidden layer was optimized on a development set.

Taking the word-based STD system as an instance, the MLP training pro-
cedure is sketched as follows: a subset of 2000 words presented in the lexicon
was used as query terms to conduct STD on a development set. Hits and FAs
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were assigned to each detection according to the label file, and an MLP model
was trained by using the hits as positive samples and FAs as negative samples.
The WEKA toolkit [2] was used to conduct the training. For the phone-based
STD system, the MLP model was trained in a similar way except that the query
terms were selected to be lexical words that involve 4 or more phones.

The discriminative confidence of detection d, denoted by cdisc(d), is then com-
pensated by a linear transform followed by an ATWV-oriented non-linear trans-
form. The linear transform is given by:

c′disc(d) = αcdisc(d) + γ, (2)

where c′disc(d) is the linearly transformed confidence, and α and γ are two term-
independent factors which are selected based on a development set. For simplifi-
cation, we merge γ into the global threshold θ′, and optimize α and θ′ together
with respect to ATWV, based on a development set.

The ATWV-oriented transform is given by:

ζK(cdisc(d)) = c′disc(d) −
β
∑

i c
′
disc(d

K
i )

(β − 1)
∑

i c
′
disc(d

K
i ) + T

, (3)

where ζK(cdisc(d)) represents the transformed confidence for detection d, and
K, β, and T denote the same as in Equation 1. Essentially, the linear and
ATWV-oriented transforms function to regularize the confidence scores by a
word-frequency-dependent term so that the detections of less frequent terms are
treated more seriously, and then hits and FAs are better traded off with respect
to the evaluation metric (ATWV).

The decision making process defines a global threshold θ′ and simply compares
the regularized confidence ζK(cdisc(d)) with θ′, formally formulated as:

assert(d) =

{
1 if ζK(cdisc(d)) > θ′

0 if ζK(cdisc(d)) ≤ θ′

}
. (4)

Note that θ′ in the word- and phone-based systems was optimized individu-
ally. Since an STD system requires a unique threshold for ATWV computation,
the hybrid system threshold is that of the word-based system due to its bet-
ter performance over the phone-based system when both systems are evaluated
individually.

The entire confidence measurement can be seen as a non-linear score mapping,
and more information can be found in [14].

3 Experiments

3.1 Data Profile

The system development started by building an English ASR component with
the Switchboard II Phase I corpus. The training set for the acoustic and language
models involves 120 hours of speech data and the development set involves 5
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Table 1. ASR performance of the English system and the Vietnamese system on the
development sets. ‘WER’ stands for Word Error Rate, ‘PER’ stands for Phone Error
Rate, and ‘fMMI’ stands for feature maximum mutual information.

English Vietnamese

ASR configuration WER PER WER PER

CD phones (20GMMs) 46.5% 54.5% 77.45% N/A

+LDA and MLLT 42.3% 51.4% N/A N/A

+SAT 35.6% N/A N/A N/A

+100K Gaussians 31.3% 43.3% 71.63% N/A

+MMI training 27.9% 41.0% 69.77% N/A

+fMMI training N/A N/A 68.80% N/A

hours of speech data. This development set was used to optimize ASR parameters
and to evaluate system performance.

The ‘real’ evaluation task is to search in Vietnamese speech signals, and the
organizer released a training set, a development set and a test set. The training
set consists of 17 hours of scripted speech and 73 hours of conversational speech.
The development set contains 9 hours of conversational speech, and the evalu-
ation set involves 67.66 hours of conversational speech. All data were telephone
speech. We used the speech data in the training set to train the Vietnamese
ASR system acoustic models, while the conversational speech of the training
set was used to train its language models. For STD, we used the development
set to train the MLP model and adjust hyperparameters. Note that the speech
data mentioned above do not include non-speech segments identified by the
VAD component and segments labeled as unintelligible voice, truncated, foreign
words, overlapping, and with high non-stationary noise.

Besides the speech data, the organizer also provided a lexicon that consists of
10600 pronunciations of 6800 words. There are also 200 query terms provided for
system development in which 2 terms are OOV, and 864 occurrences in total in
the development set. The query terms provided for STD evaluation involve 3978
INV terms and 87 OOV terms (4065 terms in total), and these terms appear
277030 times in the evaluation set.

3.2 Results and Discussion

Automatic Speech Recognition. Table 1 shows the ASR results of the En-
glish system and the Vietnamese system.

For the English system, we note that the Word Error Rate (WER) result
is not the best among the results reported by other researchers on the same
database, but it is still reasonably good; particularly for STD tasks, 27.9% is
acceptable in many situations [12]. Some results of the English system are missed
in Table 1 because we received the Vietnamese data in the process of English
system development and switched to the real evaluation task.
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Due to the limited amount of time given to system construction, we just
evaluated some ‘key steps’ when building the Vietnamese system. The WER of
the final system is 68.80%. This number is surprisingly high compared to that
of the English system, perhaps attributed to the fact that words in Vietnamese
are actually syllables and most of them involve just 3 or less phones, as shown in
Table 2. The short word length may lead to less discrimination between words
and this results into a low ASR performance.

Spoken Term Detection. Table 3 presents the results of the Vietnamese STD
systems in terms of MTWV and ATWV. Performance on both development and
evaluation sets is reported. We first observe that the hybrid system does not
provide any gain over the word-based system on development data. This can
be explained by the fact that there are only 2 OOV terms so the phone-based
system contributes little.

To measure the performance of the phone-based system in a reasonable way,
we conducted an experiment on the development set where the terms involving 5
or more phones (regardless of being INV or OOV terms) were searched with the
phone-based system. The results are reported in the second row of Table 3. It
can be seen that the phone-based system performs much worse than the word-
based system. Note that this does not mean that the phone-based system is
useless since OOVs are inevitable in practice, and so a phone-based system is a
necessary complement to a word-based system.

Results on the evaluation data presented in Table 3 show a similar pattern in
that the hybrid system does not outperform the word-based system, although
there are 72 OOV terms (only the OOV terms with 5 or more phones were
searched). Further analysis shows that the threshold obtained from the word-
based system on the development set does not work well in the hybrid system on
the evaluation set, so almost all the detections were rejected. The performance
gap between MTWV and ATWV suggests a better score calibration is necessary.

DET curves of the phone-based and the word-based systems with the develop-
ment set are presented in Figure 2. Note that the DET curve of the hybrid sys-
tem completely overlaps with that of the word-based system. It is clear that the
word-based system outperforms the phone-based system, which can be largely
attributed to the extra lexical information that is used in word-based ASR.

Table 2. Percentage of Vietnamese words of various lengths

Word length in phone # Percentage in lexicon

1 1.25%

2 31.5%

3 57.86%

4 3.48%

5 2.66%

5+ 3.24%
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Table 3. STD results of the Vietnamese system

Development data Evaluation data

MTWV ATWV MTWV ATWV

word-based system 0.1180 0.1180 0.1055 0.0772

phone-based system 0.0227 0.0227 N/A N/A

hybrid system 0.1180 0.1180 0.1055 0.0772
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Fig. 2. DET curves of the word- and phone-based STD systems with the development
set

4 Conclusions

We presented the ATVS-CSLT-HCTLab STD system submitted to the NIST
2013 Open Keyword Search evaluation. The system involves an ASR subsys-
tem which is based on the GMM architecture and an STD subsystem which
employs n-gram reverse indexing for term search and discriminative confidence
normalization for decision making. A word-based system and a phone-based sys-
tem were constructed, and the two systems were combined into a hybrid system
where the word-based system deals with INV terms and the phone-based sys-
tem works on OOV terms. The evaluation results show that this system achieves
moderate STD performance comparing to other participants (7th position out
of 11 participants).

A particular weakness of our system is the low ASR performance, which may
have seriously deteriorated the ATWV results. Future work will migrate the
GMM-based ASR system to a Deep Neural Network (DNN)-based ASR system,
which has been widely adopted by the speech recognition community. Addition-
ally, more informative factors (e.g., detection duration, phone-based features,
etc) will be considered in the discriminative confidence estimation.
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Abstract. This paper presents a new speech watermarking technique
using harmonic modelling of the speech signal and coding of the har-
monic phase. We use a representation of the instantaneous harmonic
phase which allows straightforward manipulation of its values to embed
the digital watermark. The technique converts each harmonic into a com-
munication channel, whose performance is analysed in terms of distortion
and BER. The developed tests show that with a simple coding scheme
a bit rate of 300bps can be achieved with minimal perceptual distortion
and almost zero BER.

Keywords: Data Hiding, Digital Speech Watermarking, Relative Phase
Shift.

1 Introduction

Digital data hiding consists in a set of technologies aimed to conceal information
in a host digital signal like image, video, audio, speech or text. They are also
named digital watermarking techniques, for purposes like data authentication or
copyright protection. The hidden information (or watermark) embedded in the
host signal should be perceptually and statistically undetectable and should be
recoverable after any unintentional processing or intentional attack [1].

Watermarking of speech signals is a very challenging task because the human
auditory system operates over a wide dynamic range [2], thus, it is really difficult
to develop a robust data hiding technique without degrading the perceptual
quality of the host speech signal [3].

In recent years, digital speech watermarking techniques have achieved a signif-
icant progress [4]. Some of these techniques operate in the time domain to embed
the watermark signal. Others are based on slight modifications in the quantiza-
tion process [5] [6] [7]. Many other techniques rely on the transformed domain
to embed the changes in an imperceptible way. Using the Fourier transform,
some methods modify the spectral module, like [8] or [9]. The human auditory
system is not very sensitive to phase modifications, especially in medium to high
frequencies [10] and thus phase coding is considered one of the most effective
data hiding method in terms of signal-to-perceived noise ratio. Examples of use
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of phase techniques can be found in [11] [12] [13] [14] [15]. Most of these tech-
niques modify the instantaneous phase of some frequencies of the signal. Other
transform domains have also been proposed, like wavelet [16] or DCT [17].

More recently, some authors have explored techniques which code the hidden
data by modifying a parameter of a model of the host signal. For instance, in
[18] pitch and duration of the speech signal is used for this purpose, in [19] a
statistical model of the signal is used, in [20] the LSP values representing the
vocal tract are changed. Depending on the parameter used these methods are
often more robust to usual noise and conventional signal processing degradation.

In this paper we propose a new method for data hiding which falls in this
last category: it uses a phase related parameter of the harmonic model of the
speech signal to encode the watermark. We will show that this method combines
the inaudibility of the phase techniques with the robustness of the model based
methods. In [21] we proposed a representation, the Relative Phase Shifts (RPS),
which reflects the phase shift between harmonic components of the speech signal,
and consequently the waveform of the signal. Manipulating this parameter pro-
vides a way to hide information in a speech signal, affecting only to its waveform,
and producing an almost imperceptible impairment in it.

The paper is organized as follows: In Section 2 the fundamentals of the pro-
posed watermarking technique are presented. This technique provides what could
be seen as a set of hidden communication channels whose features are analyzed
in section 3. This analysis leads to the choice of some design parameters and the
resulting signals are evaluated from the quality and perceptual points of view in
section 4. Finally some conclusions are derived.

2 Watermarking Architecture

2.1 Watermark Embedding

Harmonic models for speech have been successfully applied to a wide range of
applications, including data hiding applications. The Harmonic plus Stochas-
tic Model [22] (HSM) assumes that the speech signal can be represented as a
sum of a time-varying number of harmonically related sinusoids and a noise-like
component:

ŝ (t) =
∑N(t)

k=1
ak (t) · cos (φk (t)) + r (t) . (1)

The model parameters in equation (1) are the harmonic amplitudes ak (t), the
instantaneous phases φk (t) and the stochastic component r (t) which accounts
for all non-sinusoidal signal components caused by friction of the articulators,
breathing noise, etc.N (t) is the number of harmonics, which can vary from frame
to frame according to the fundamental frequency value. In the implementation
of the model presented in this work, we do not use the stochastic component,
in order to focus on the phase coding process. However, any other harmonic
representation could be used.
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Fig. 1. Architecture of the speech watermarking system

The above mentioned RPS representation [21] transforms the instantaneous
phases of the harmonic components into the Relative Phase Shifts using the
following equation:

ψk (t) = φk (t)− k · φ1 (t) 1 < k ≤ N (t) . (2)

Where φ1 (t) is the instantaneous phase of the fundamental frequency com-
ponent and φk (t) and ψk (t) are the instantaneous phase and the RPS value of
the kth harmonic. The RPS transformation reveals a meaningful and structured
pattern in the phase information and allows a straightforward way to manipulate
the phases of the harmonic components, making it easy to embed watermarks
into a speech signal. As shown in Fig. 1 the embedding process consists in mod-
ifying the RPS value of the kth harmonic component by encoding the binary
data (bi) to be transmitted. We have chosen a simple binary encoding system
where the transmitted RPS values (transmitted symbols) will be ±π/2:

ψ̃i
k = (2bi − 1)

π

2
bi = {0, 1} . (3)

The watermarked signal is obtained after resynthesis using the original am-
plitudes and f0 as well as the new values of the RPSs. The recovering of the
embedded data from the received watermarked speech signal implies a new har-
monic analysis to get the received RPSs, ψ̃i

k. Decoding is performed using a
threshold at 0 radians.

Theoretically, we could use all the harmonics present in the signal as a com-
munication channel, each channel conveying digital binary data at one symbol
per frame. However, the number of harmonics can vary significantly not only
from speaker to speaker, but also in the course of one only utterance. Also, some
channels will perform better than others, either offering a more reliable trans-
mission performance or just in terms of auditory perception. Thus, we propose
the use of only a selected number of channels, as we will see in the next section.
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2.2 Phase Distortion Measure

One important consideration in the design of the system is the fact that once wa-
termarked, the reconstructed signal differs from the original, and consequently
both the voice/unvoiced analysis and the pitch analysis can return a value dif-
ferent from the one used at the transmission. Still more, this can happen even
if no watermarking is used, because the reconstructed signal and the original
signal are of course not identical. As a result, the recovered phase value differs
from the original value, which can cause detection errors if the differences are
sufficiently important.

Also important when using the harmonic phase to embed the watermark is
the fact that only the voiced segments of speech can be used for the transmis-
sion. Indeed, unvoiced segments are noisy in nature, and they will show random
phase during analysis and recovery. Thus, the transmission channel has a discon-
tinuous nature and some recovery mechanisms will have to be used for reliable
transmission. We do not treat this sync problem in this paper and we will assume
that the voiced/unvoiced decision taken at the transmitter side is known by the
receiver in such a way that perfect synchronism is achieved.

To measure the differences between transmitted and received phase values
we will use the mean square error of the RPS values as shown by the following
equation:

dk =

√
1/L ·

∑L

i=1
|wrap (ψ′

k[i]− ψk[i])|2 . (4)

This measure is defined for each communication channel (i.e. for each har-
monic) as the quadratic mean of the differences between the L transmitted RPS
values of the original host signal ψk, and the L estimated RPS values of the
received signal ψ′

k.

3 Hidden Channel Characterization

3.1 Database

To set the parameters of the system and evaluate its performance, a database
consisting on all voiced sounds has been used [10]. It contains 20 sentences ut-
tered by 12 speakers (6 males, 6 females) thus with a total of 240 sentences.
Although the texts contain only voiced phones, silences and some plosive seg-
ments result in unvoiced frames. The signals are sampled at 16 kHz. To obtain
the watermarked signals for the following measures and experiments, 2000 ran-
dom binary sequences were embedded into randomly selected sentences from the
database. The harmonic analysis was performed at a frame rate of 10 ms.

3.2 Analysis of the Distortion

Prior to the introduction of the watermarking signal into the host signal, it
is necessary to know the intrinsic distortion of the system, that is to say, the
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inherent distortion obtained just by coding-decoding the signal. Fig. 2 shows
the intrinsic distortion of the system calculated under different conditions. The
discontinuous (blue) line corresponds to the values obtained when the pitch
values used during the analysis are transmitted, i.e. the original pitch values
are used to calculate the received phase value. This can be taken as baseline
system with ideal working conditions. When the pitch is calculated from the
received signal (as it will normally be), the distortion increases an average of
0.0324 radians over all the channels (continuous green line).

Fig. 2. Intrinsic distortion in radians as a function of the harmonic number and the
number of guard frames used

As can be seen in Fig. 2, the distortion is larger at higher channels, which
will also be larger frequencies. This was expected, as lower harmonics will have
in general larger energy, and will allow a more robust estimation of the RPS
value. Additionally, at high frequencies the evolution of the phase is also faster,
making high frequencies more error prone.

Also of interest is the statistical distribution of the inherent distortion values.
Fig. 3 shows the Probability Density Function of those values. As expected, the
values are symmetrically distributed around zero.

As shown in Fig. 3, the variance of the distortion increases when the water-
marking is introduced. This was expected, as during the watermarking the RPS
value will vary rapidly from one extreme value to the other, thus complicating
a true estimation. This fact brought us to propose a system with redundancy,
i.e., a system where M consecutives frames are used for each information bit. At
the receiver, a majority vote will be applied to make a decision. In the following
subsections, the influence of this parameter M on the final BER will be further
treated.
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Fig. 3. Probability Density Function of the distortion with (red dots) and without
(black circles) watermarking

3.3 Frame Selection

Stationary segments of speech are expected to be more robust to the sinusoidal
analysis than frames located at the voiced/unvoiced or unvoiced/voiced borders,
which will be more prone to phase distortion. This is why we have evaluated the
intrinsic distortion obtained when one or more voiced frames at the VUV borders
are discarded for the watermarking. The effect is shown in Fig. 2. From the
continuous green line (circles) almost 0.05 radians are won by leaving one guard
frame at the VUV border, but the distortion goes further down by increasing
the size of the guard interval. However, the use of this guard interval will reduce
the final bit rate. Thus, for our further experiments we have chosen a value of
N = 2 guard frames.

3.4 Channel Selection

As commented before, not all the channels are equally suitable for transmission.
The harmonics located at the low and medium bands will in general have more
energy and consequently the distortion introduced by the watermarked phase
will be noticed. We also know that the human auditory system is more sensitive
to phase changes at low and medium bands. This is an important aspect to
consider at the time of selecting the transmission channel. On the other hand, as
previously seen, the intrinsic distortion of the system is very high at the higher
channels. Fig. 4 shows how the Bit Error Rate (highly correlated with the phase
distortion) increases at the higher channels. This figure also shows the beneficial
effect of introducing redundancy. As it can be seen, a factor of M = 5 (i.e., using
5 repeated samples per input symbol) reduces the BER practically to zero in all
channels. However, this will also reduce the bandwidth by the same amount. In
the experiments that follow, we have used a redundancy value of M=3.

For the results shown in Fig. 4 the watermarking data have been transmitted
over one channel at a time. However, more channels can be used simultaneously
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Fig. 4. Bit Error Rate for every channel and (only one channel used at a time). The
colored lines show a linear estimation.

to increase the system transmission rate. We have experimented using different
number of channels simultaneously and the results show that low and medium
bands are able to convey the hidden data without significantly increasing the
BER. Fig. 5 shows the averaged BER obtained when we use from 1 to 9 simul-
taneous channels randomly chosen at the medium frequency bands (from the
9th to the 17th channel, M = 1). As it can be seen, the BER remains constant
in practice, so there is no damage in terms of BER. However, the perception
quality must also be considered, which will be analysed in the last section of this
paper.

Fig. 5. Bit Error Rate using 1 to 9 simultaneous channels
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4 Perceptual Distortion

The perceptual quality of the watermarked speech signal has been evaluated
objectively using the PESQ system described in ITU-T P.862 which provides a
MOS score in the range from 1 to 5, where 1 means very annoying distortion
and 5 means imperceptible distortion. Different types of embedding process were
chosen for the evaluation: i) No modification of the RPS values. ii) Inserting a
random binary signal in channel 14th with M = 3 redundancy. iii) Inserting
9 random binary signals in 9 randomly selected channels belonging to the mid
bands (Channels 9th - 17th) also using M = 3.

Table 1. Result of the objective quality evaluation (PESQ)

Method No WM 1 Channel 9 Channels

Averaged MOS 4.1057 4.1022 4.0948

Table 1 shows the statistical average value of the MOS score obtained by
evaluating the degradation of the resynthesized speech signals with respect to
the original host signal. These results show that the embedding process using
method ii is almost perfectly transparent.

To obtain an accurate and reliable value of perceptual distortion, apart from
the objective speech quality assessment, some resynthesized speech signal have
been tested subjectively by different listeners (a total of 11). The subjective
evaluation test consisted in rating the quality of a resynthesized speech signal
generated using methods i, ii or iii described above. The output of the subjective
test is also a MOS score on a scale from 1 to 5. Fig. 6 shows the results, from
which we can conclude that the proposed scheme is imperceptible when one only
channel is used.

Fig. 6. Result of the subjective quality evaluation

5 Conclusion

In this paper, a new method to hide data into a speech signal has been described.
Using the Relative Phase Shift of the harmonic phases of the signal, binary
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data have been embedded using a simple coding scheme. Although many other
existing coding strategies can be applied, a very simple one has been chosen
in order to evaluate the physic layer performance. At a bit rate of 100/3 bps
(160 samples/frame at 16 kHz and 3 samples/symbol), the technique has proven
to offer BER close to zero and degradation equivalent to that of the harmonic
vocoder. If a slightly higher degradation is accepted and 9 channels are used,
the BER is still very low and bit rate grows proportionally to 300bps which is a
reasonable achievement considering the simple coding system.

One important feature of this technique is that it can be used even when the
most common speech coding algorithms are present in the communication chan-
nel. Although not shown in this paper, informal experiments have demonstrated
the RPS robustness to MP3 or OPUS coding algorithms. On the other hand,
the robustness of the system to intentional attacks has not yet been analysed.

Future works will focus on introducing suitable synchronization systems, which
is essential for the correct operation of a real application.

Acknowledgments. This work was supported in part by the Spanish Min-
istry of Economy and Competitiveness (SpeechTech4All, TEC2012-38939-C03-
03), the Basque Government (Ber2tek, IE12-333).

References

1. Nematollahi, M., Al-Haddad, S.: An overview of digital speech watermarking. In-
ternational Journal of Speech Technology 16(4), 471–488 (2013)

2. Bender, W., Gruhl, D., Morimoto, N., Lu, A.: Techniques for data hiding. IBM
Syst. J. 35(3-4), 313–336 (1996)

3. Arnold, M.: Audio watermarking: features, applications and algorithms. In: Proc.
of IEEE Int. Conf. on Multimedia and Expo, vol. 2, pp. 1013–1016 (2000)

4. Cox, I.J., Miller, M.L., Bloom, J.A., Fridrich, J., Kalker, T.: Digital Watermark-
ing and Steganography, 2nd edn. The Morgan Kaufmann Series in Multimedia
Information and Systems. Morgan Kaufmann (2008)

5. Bai, Y., Bai, S., Zhu, G., You, C., Liu, B.: A blind audio watermarking algorithm
based on fft coeficients quantization. In: Proceedings of the Int. Conf. on Artificial
Intelligence and Education (ICAIE), pp. 529–533 (2010)

6. Chen, S., Leung, H.: Speech bandwidth extension by data hiding and phonetic
classification. In: Proceedings of the IEEE Int. Conf. on Acoustics, Speech and
Signal Processing (ICASSP), vol. 4, pp. IV593–IV596 (2007)

7. Sakaguchi, S., Arai, T., Murahara, Y.: The efect of polarity inversion of speech
on human perception and data hiding as an application. In: Proceedings of the
IEEE Int. Conf. on Acoustics, Speech, and Signal Processing (ICASSP), vol. 2, pp.
II917–II920 (2000)

8. Hsieh, C.T., Sou, P.Y.: Blind cepstrum domain audio watermarking based on time
energy features. In: Proc. of the 14th Int. Conf. on Digital Signal Processing, vol. 2,
pp. 705–708 (2002)
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Abstract. Over the past few years, onlinemultimedia educational reposi-
tories have increased in number and popularity. The main aim of the
transLectures project is to develop cost-effective solutions for producing
accurate transcriptionsand translations for largevideo lecture repositories,
such as VideoLectures.NET or the Universitat Politècnica de València’s
repository, poliMedia. In this paper, we present the transLectures-UPV
toolkit (TLK), which has been specifically designed to meet the require-
ments of the transLectures project, but can also be used as a conventional
ASR toolkit. The main features of the current release include HMM train-
ing and decodingwith speaker adaptation techniques (fCMLLR). TLKhas
been tested on the VideoLectures.NET and poliMedia repositories, yield-
ing very competitive results. TLK has been released under the permissive
open source Apache License v2.0 and can be directly downloaded from the
transLectures website.

Keywords: TLK, ASR toolkit, transLectures, HMM.

1 Introduction

Online multimedia repositories are on the rise and becoming evermore consoli-
dated as key knowledge assets. This is particularly true in the educational arena
where large repositories of video lectures are being established on the back of in-
creasingly available and standardized infrastructures. A well-known example of
this is VideoLectures.NET, a free and open access web portal that has so far pub-
lished more than 15K educational videos. VideoLectures.NET is a major player
in the diffusion of the open source Matterhorn platform currently being adopted
by many institutions and organizations within the Opencast community [3].
Other examples include massive open online course (MOOCs) aggregators, such
as Coursera, Udacity, EdX, Udemy, iVersity, UPV[x] and others.

The generation of subtitles for these repositories is a costly task, both in
terms of time and money, which prohibits many repositories from having their
videos transcribed. Most of the video lectures available on VideoLectures.NET
and MOOC aggregators, for instance, are not transcribed, despite the obvious
benefits of doing so, including the incorporation of search and analysis functions.
In order to overcome this deficit, the transLectures project aims to develop inno-
vative, cost-effective solutions for producing accurate transcriptions and trans-
lations for video lectures. The project has two case studies: the aforementioned
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VideoLectures.NET, and poliMedia, a Spanish and Catalan video lecture repos-
itory developed at the Universitat Politècnica de València (UPV).

An important area of work at transLectures is to develop solutions that can
be easily transferred to other repositories beyond VideoLectures.NET and poli-
Media. With this in mind, the transLectures-UPV team has developed a whole
series of transferable tools, including online applications. This paper is focused
on just one of these tools, the transLectures-UPV toolkit (TLK). TLK imple-
ments all the functionalities required to develop an automatic speech recognition
(ASR) system. Although developed as part of the transLectures project to meet
the specific requirements of video lecture transcription, it can also be used as
a conventional ASR toolkit, like HTK [20], RASR [17] or KALDI [15]. In this
paper, we go into more detail about this toolkit, which can be freely down-
loaded [6] under the permissive (for research and commercial purposes alike)
Apache License v2.0.

This paper is organised as follows. Section 2 describes the different tools form-
ing part of TLK that can be used either to build an ASR system or simply to
transcribe input media files. A practical guide to the development of an ASR
system using TLK is given in Section 3. Finally, the performance of TLK is
assessed in Section 4, and some conclusions are given in Section 5.

2 Overview of the Toolkit

TLK can be divided into three major components: the library, the basic com-
mand line tools and the high-level command line tools. The library, named
libTLK, is an ANSI C library and implements the core functionalities of TLK
(feature extraction, parameter estimation, decoding, adaptation, etc.). A set of
basic command line tools have been defined to use libTLK. Based on these basic
tools, high-level command line tools have also been developed in order to carry
out the main steps involved in building an HMM-based ASR system: prepro-
cessing, training and decoding.

2.1 Building an ASR System Using TLK Tools

As illustrated in Fig. 1, an ASR system can be built using three high-level TLK
tools: tLtask-preprocess, tLtask-train and tLtask-recognise.

tLtask-Preprocess. This tool takes time-segmented audio signals and the cor-
responding transcriptions as input and performs feature extraction and phonetic
annotation. It also extracts clusters from the input audio, which can be used for
speaker or video adaptation, and other useful data like the original or non-
punctuated text.

tLtask-preprocess uses the tLextract basic command tool to perform the
Mel-Frequency Cepstral Coefficients (MFCC) feature extraction process as de-
scribed in [20]. tLextract supports a large number of audio file formats since
it uses the libsox library. The parameters involved in the extraction process
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Fig. 1. Building an ASR system using TLK tools

are easy to configure: sampling frequency, duration of the extraction window,
number of cepstral coefficients, etc. Furthermore, tLextract also allows the ap-
plication of a mean variance normalization to the input samples.

The phonetic transcription is obtained using different auxiliary scripts depend-
ing on the input language. The current release supports Spanish and Catalan.

tLtask-Train. This tool takes the output from tLtask-preprocess and per-
forms the following training schema to estimate the HMMs:

1. Standard model training: monophone training, triphone training, transfor-
mation of the triphone model to a tied phoneme model, tied phoneme train-
ing.

2. Estimation of CMLLR matrices and CMLLR features.
3. CMLLR model training: CMLLR monophone training, CMLLR triphone

training, CMLLR transformation of the triphone model to a tied phoneme
model, CMLLR tied phoneme training.

This is the training schema for a two-step recognition system using fCMLLR
features [9], and tied-state triphone HMMs. The final standard and CMLLR
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models are made up of Gaussian mixture distributions estimated following on
an iterative training schema in which mixture components are mixed at each
iteration (mixing is performed using tLmumix). Tied-state triphone HMMs are
estimated following a phonetic decision tree approach [21]. This technique is
implemented as an auxiliary Python script based on predefined linguistic rules.
These rules are implemented as regular expressions in Python and can be easily
defined by users. The current release includes rules for English, Spanish and
Catalan.

tLtask-train uses the tLtrain basic command tool which implements Baum-
Welch and Viterbi algorithms for parameter estimation [7,19]. tLtrain has been
designed to be able to properly manage large corpora by scaling in cluster en-
vironments. Specifically, tLtrain is used by tLtask-train following a Map-
Reduce approach. That is, training is split into two stages: a first stage in which
tLtrain is used to compute statistics, which can be split over several indepen-
dent processes; and a second stage where the statistics computed in the previous
stage are merged using the basic command line tool tLupdate. It is worth not-
ing that tLupdate has support for linear interpolation of counts which might be
useful in an online learning schema. Additionally, tLtrain allows samples to be
packed into tar files for a better I/O latency in a cluster environment.

tLtask-train uses additional basic command tools to complete the CMLLR
model training. tLcmllr is used to calculate a transformation matrix over all
Gaussian mixtures of a simple HMM using the Constrained MLLR algorithm
(CMLLR), while tLcmllrfeas transforms samples into fCMLLR features using
a CMLLR transformation matrix.

tLtask-Recognise. This tool transcribes audio samples produced by
tLtask-preprocess using HMM models estimated by tLtask-train following
a two-step recognition schema:

1. Recognition using the standard tied phoneme HMMs.
2. Estimation of CMLLR matrices.
3. CMLLR transformation of input samples.
4. Recognition using the CMLLR tied phoneme HMMs.

tLtask-recognise uses the basic tool tLrecognise, which implements the
well-known Viterbi algorithm, to obtain the most probable hypothesis [19]. In
addition to HMMs, a language model and a pronunciation dictionary must be
provided for decoding. tLrecognise allows two different language model repre-
sentations. If the language model is a wordnet (without back-off), decoding is
carried out over a huge finite state model built by embedding HMMs into the
states of the wordnet [20]. In contrast, if the language model is in ARPA for-
mat (back-off), the decoder follows a word-conditioned tree search approach [12].
Specifically, a prefix tree with all the possible pronunciations is pre-calculated. To
speed up the process, prior to decoding (tLtask-recognise or tLrecognise),
the language model must be transformed into an internal format. This transfor-
mation is carried out by the basic tool tLlmformat. tLrecognise implements
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several well-known pruning techniques: beam search, histogram pruning, word
end pruning and look-ahead. Although look-ahead is not exactly a pruning tech-
nique, its use is highly recommended when pruning techniques are applied in
conjunction with a prefix tree approach [13]. tLrecognise also supports the
generation of lattices following the technique described in [14]. Two formats for
lattices are supported: the TLK format and the HTK format [20]. If desired,
lattices can be generated including information related to time alignment at
phoneme level.

As with tLtask-train, tLtask-recognise has been designed to work well in
cluster environments. Specifically, it can be configured to split recognition into
parallel processes, and cache big files (like models) on host machines.

The output of tLtask-recognise is given in different formats: plain text,
recognise output, CTM format [4], etc.

2.2 Using TLK Tools for Decoding Only

TLK includes a high-level tool named tLtranscribe that allows users to directly
transcribe media files. This tool reads a preinstalled system, freeing the user
from all the technical details. As illustrated in Fig. 2, tLtranscribe makes
use of the high-level tools tLtask-recognise and tLtask-segment. The tool
tLtask-segment uses tLextract to automatically perform the segmentation of
the audio signal. For the purposes of testing the tLtranscribe tool, a system for
Spanish transcription has been released under a Creative Commons Attribution
4.0 International License.

3 Using TLK

This section describes how an ASR system can be built using TLK following the
process depicted in Fig. 1. A more detailed version of this tutorial is available
on the transLectures website [6].

1. TLK installation and data preparation.

– The current version of TLK runs on Linux and Mac OS X, and can be
easily installed from the transLectures website.

– Acoustic data is also available on the transLectures website and can be
downloaded by executing:

wget translectures.eu/files/tlk/tlk-tutorial-data.tgz

tar -xzvf tlk-tutorial-data.tgz

This will create the directory tlk-tutorial-data, which itself contains
several directories. The train directory contains the data that will be
used to train HMMs, while the test directory contains the data that will
be used to asses the system. These data correspond to Spanish lectures
recorded at Universitat Politècnica de València and their annotations in
.trs and .dfxp format.
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Fig. 2. Transcribing media files with tLtranscribe

– Now, running tLtask-preprocess the data is preprocessed obtaining
the required files for training and evaluation:
tLtask-preprocess es dfxp tlk-tutorial-data/train preprocess-train

tLtask-preprocess es dfxp tlk-tutorial-data/test preprocess-test

Note that the configuration options (i.e. es and dfxp) indicate the lan-
guage and the file format, respectively.

2. HMM training:
– First of all, a directory should be created to store the training files:

mkdir training; cd training

– Then, the two directories inside preprocess-train need to be linked to
the training directory:

ln -s ../preprocess-train/samples ../preprocess-train/lists .

– Next, a template of the tool’s configuration file tLtask-train should be
generated:

tLtask-train --write-example-config-file > config-file.ini
This configuration file contains the default parameters needed to train
standard HMMs for the Spanish language. In order to use previously
preprocessed acoustic data, the Lists section of this configuration file
has to be changed:

[Lists]

set_name = lists/samples

...

[General]

...

prefix-name = training-tutorial
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– Finally, the following command runs the tool tLtask-train to perform
the HMM training:

tLtask-train config-file.ini --log-folder log

The tool tLtask-train will execute all necessary commands to train
HMMs following the training schema described in previous section Note
that, although certain processes are executed in parallel depending on
the computer, this process might take some time.

3. Automatic transcription:

– As in the case of training, a directory should be created in the base
directory for storing the automatic transcriptions:

mkdir recognition; cd recognition

– Also, some links must be created to the acoustic data and models:
ln -s ../preprocess-test/samples ../preprocess-test/lists \

../preprocess-test/references ../training/models \

../tlk-tutorial-data/misc/mono.lex \

../tlk-tutorial-data/misc/mlm.gz .

– The tool tLtask-recognise needs a configuration file, easily generated
by running:

tLtask-recognise --write-example-config-file > config-file.ini

Some changes need to be made to this file in order to use previously
preprocessed test data:
[General]

prefix-name = tutorial

...

[HMM]

prefix-name = training-tutorial

...

[LM]

language-model = mlm.gz

lexicon = mono.lex

– Finally, upon executing the following command, the test audio sam-
ples will be automatically transcribed following the two-step recognition
schema described in previous section:

tLtask-recognise config-file.ini --log-folder log

4. Measuring the transcription quality:
– The sclite tool in SCTK is used to compute the Word Error Rate (WER)

of the automatic transcriptions [4]:
sclite -r references/035040d6-7fd4-ab4a-80ff-e87d3a5d84db.stm \

stm -h tutorial/cmllr_step2/transcription.ctm ctm

4 Empirical Results

TLK has been developed within the framework of the transLectures project to
deal with the transcription of video lectures. Specifically, ASR systems have
been developed for three languages: English, Spanish and Catalan. The En-
glish ASR system has been developed for the transcription of English lectures
from the VideoLectures.NET repository. The Spanish and Catalan ASR systems
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have been developed for the poliMedia repository. For training and evaluation
purposes, three databases have been developed by manually transcribing video
lectures from these repositories. The main statistics of these speech databases
are shown in Table 1.

Table 1. Main statistics of the English, Spanish and Catalan speech databases used
in the transLectures project

English Spanish Catalan

Videos 28 704 210
Speakers 104 83 53
Hours 26.6 114.2 25.8
Sentences 7.3K 41.6K 13.7K
Running Words 192K 1M 198K
Vocabulary Size 13K 35.9K 24.4K

From each database some lectures were selected for evaluation purposes: 3.4h
for Spanish and English, and 2.1h for Catalan. However, since video lectures from
VideoLectures.NET are longer (≈ 50min) than poliMedia lectures (≈ 10min),
this means just 4 videos were selected for English in absolute terms, while 23
and 16 videos were selected for Spanish and Catalan, respectively. The remaining
data were used for training and development. For tasks where there was a lack
of training data, as was the case for English and Catalan, the training data was
increased by out-of-domain corpora.

The progress of the ASR systems developed within the transLectures project
using TLK for each language is depicted in Fig. 3. As can be observed, the
performances of the three systems have improved continuously throughout the
project. In particular, very high performance levels have been achieved in Spanish
(12.8% WER). Work began on the English and Catalan systems later than on
the Spanish system (specifically, one year later). However, big improvements in
WER have been achieved in the six-month period (20.1% in Catalan and 22.7%
in English). In all languages, the performance is close or below 20% WER, which
has been reported as the threshold under which ASR output becomes useful for
users [11]. All these improvements can in part be explained by the fact that
TLK has been under active development since the beginning of the project.
This includes some features currently being tested, for example, hybrid models
with deep neural networks (DNNs) [16,8,18], and multilingual DNNs [10]. It
is worth noting that, in all cases, the language model used has about 200K
words. Moreover, the percentage of out-of-vocabulary words is below 2% (1.7%
for Spanish). For further details on the development of these systems, please
refer to the public transLectures reports [2,5,1].
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Fig. 3. Progress measured in WER of the TLK ASR systems developed within the
transLectures project for Spanish (Es), English (En) and Catalan (Ca)

5 Conclusions and Further Remarks

In this paper we have presented the transLectures-UPV ASR toolkit (TLK)
based on HMMs. TLK implements well-known ASR features and released under
the open source Apache License 2.0. The functionality of TLK has been recently
extended, adding a new component that supports Deep Neural Networks (DNNs)
following a hybrid decoding approach [8]. Although the current release does not
include DNN training, with this still being at an experimental stage, it does
include DNN support for recognition. In fact, beside the standard Gaussian
HMM based Spanish system, we have also released a Spanish system based on
DNNs. Both systems can be downloaded from the transLectures website [6].

As future work, we plan to improve TLK further by adding new state-of-the-
art features, such as convolutional NNs or recurrent NNs. Also, we plan to carry
out extensive, comparative tests with other toolkits.
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Abstract. AhoSR is a hidden Markov model based speech recognition
system developed in the Aholab Signal Processing Laboratory research
group of the University of the Basque Country. It has been modularly
devised for ASR-based tools and applications to be easily implemented
and tested, being also particularly interesting for research in the field
of language model optimization of agglutinative languages like Basque.
The system relies on the use of a static search graph where decoupled
language model information is incorporated at run-time. This paper in-
troduces the basic architecture as well as the most relevant aspects of
the AhoSR speech recognition system. Besides, this paper compiles the
results of several experiments which validate the system for its use in dif-
ferent tasks: phonetic, grammar-based and LM-based recognition. Two
CALL/CAPT applications that use AhoSR are also described.

Keywords: speech recognition, Basque ASR, software.

1 Introduction

This paper presents a new tool for Automatic Speech Recognition (AhoSR)
which has been developed at the Aholab Laboratory during the last years.
AhoSR is a modular speech recognition decoder written in C++, which aims
at providing a flexible computing environment for ASR based applications. It is
based on HMMs (Hidden Markov Models) and it uses MFCCs (Mel Frequency
Cepstral Coefficients) as acoustic features. Although several open-source toolkits
are nowadays available for researchers working on the field of automatic speech
recognition (ASR), among them HTK [1], Julius [2], Kaldi [3], RWTH ASR [4]
and Sphinx-4 [5], some important gaps moved us to develop our own toolkit. The
main motivation is that all of them need to be tuned when a specific use in a non-
classical ASR application is required. For example, CALL (Computer Assisted
Language Learning) and CAPT (Computer Assisted Pronunciation Training)
applications make use of verification scores which can not be easily obtained
with such a toolkit. Indeed, a parallel graph must be built in order to compute
the GOP (Goodness of Pronunciation) in a CAPT system, which is of course

J.L. Navarro Mesa et al. (Eds.): IberSPEECH 2014, LNAI 8854, pp. 279–288, 2014.
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not available. In many cases, the effort to tune the existing toolkits can be as
important as building them from scratch.

On the other hand, these systems are optimized to work with word-based
language models (LM), typically N-grams, which are useful for languages with no
overt inflection -e.g. Chinese-, with minimal inflection -e.g. English-, or not highly
inflected -e.g. Spanish-. However, in highly inflective or agglutinative languages
(like Basque, among many others), words are built concatenating several prefixes
and/or suffixes to the word roots, leading to millions of different but still frequent
word forms [6]. Different approaches are being tested, mostly based on using sub-
word units as basic speech recognition units, as explained in [7] for Turkish, in
[8] for Arabic, in [9] for Hungarian, in [10] for Tamil or in [11] for Basque. The
introduction of such a subword units based LM requires the modification of the
search space and fine control of the propagating paths.

There is also the issue of availability for commercial uses, which varies from
one toolkit to another. If a CALL/CAPT tool is to be integrated in an existing
language learning tool, or a migration to an embedded system is foreseen, full
availability of the source code is crucial. Taking all these aspects into account, we
considered it very convenient to develop an adaptable recognition system where
different approaches could be applied and tested, and which would keep all the
doors open for future developments.

The paper is organized as follows: in the next section (section 2) the system
architecture is described in detail. It is followed by showing several experimental
recognition results that validate the recognition system for Basque (section 3).
Then, some applications and research work developed using AhoSR are briefly
explained (section 4). Finally, some conclusions are presented (section 5).

2 System Architecture

The overall architecture of AhoSR is modular, so that modifications and adap-
tations can be easily applied in each block separately without affecting the rest
of the modules. The overall block diagram of AhoSR is shown in Fig. 1.

Fig. 1. System architecture of AhoSR. The main blocks are the Main Manager, the
Front-End, the Linguistic Knowledge Base, and the Decoder. The communication be-
tween these modules is depicted.
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2.1 Main Manager

The Main Manager is responsible for managing the communication between
the different parts of the recognizer. Firstly, it reads a configuration file where the
user sets the values of different parameters regarding the acoustic analysis, the
input/output formats etc., and most important, the recognition task mode as a
phonetic, grammar-based or continuous speech, as well as the possibility of using
verification scores. The Manager checks for potential incompatibilities among all
the parameters values and according to them, it configures and initializes each
module, and decides which execution sequence must the decoding process follow.
It also initiates the decoding process.

During the decoding process, the Main Manager controls the communication
between the different parts of the recognizer, and when the decoding process is
finished, it processes the data received from the Decoder and yields a final result.
The results can be shown or stored in different formats in accordance with the
requirements of the user.

2.2 Front-End

The purpose of the Front-End is to perform the feature extraction process, con-
verting the input audio data (both direct audio and wav files) into classic MFCC
vectors. Several parameter values can be set: frame rate, frame length, number
of mel bins, minimum and maximum frequency cutoffs, etc. The generation of
features and the management of the stack they are stored in is controlled by
the Main Manager, which sends a message to the Decoder when new data are
available.

The Front-End also supports other helpful techniques like different implemen-
tations of voice activity detection (VAD) [12], and cepstral mean and variance
normalization (CMVN) for noise robust performance [13].

2.3 Linguistic Knowledge Base

Three different knowledge sources are used to create the search graph of the
recognition decoding process:

Acoustic Models. HMMs [14] are used to model the acoustic sequential struc-
ture of speech signals, with local spectral variability modelled using mixtures of
Gaussian densities (continuous density HMMs).

AhoSR can manage HMMs modelling different types of word or subword units.
Nevertheless, it is optimized for triphones, which account for the left and right
context of a phone. AhoSR allows the use of tied-state (also known as senone)
HMMs, which are created by clustering similar states together [15]. The format
of the acoustic models is HTK-compatible. This means that HMMs generated
with the HTK toolkit can be used in AhoSR.
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Lexicon. The lexicon is a file that contains the mapping between the written
representation and the pronunciation of a word. The pronunciations must be
depicted as a sequence of units (words, syllables, phones etc.), all of which must
match a given HMM. As a result, each word in the lexicon is described as a
sequence of HMM states.

AhoSR also manages alternative pronunciations of words beyond the canonical
representation, thus taking into account pronunciation variations due to, for
instance, dialectal variations. The alternative pronunciations must be included in
the lexicon as different entries with the same lexical word (and the corresponding
pronunciation).

Language Model. Two types of language models are managed: context-free
grammars and n-gram language models. The standard adopted for context-free
grammars in AhoSR is the Augmented BNF (Backus-Naur Form) notation [16],
which defines a syntax for representing grammars to use in speech recognition.
On the other hand, ARPA format N-gram backoff LMs can also be used to
implement a statistical language model [17], which can be generated, for instance,
with the SRILM tool [18].

The modular nature of AhoSR allows new grammar formats to be easily added
to the system, without deep knowledge of the internal representation of the
search space. This provides the possibility of easily testing new solutions for
different tasks or for researching on agglutinative languages like Basque.

2.4 Decoder

The Decoder is composed of two primary modules: the Graph Manager, which
controls the construction of the specific search graph for the required task; and
the Search Manager, which picks up the incoming acoustic features from the
Front-End and manages the decoding process over the search graph created by
the Graph Manager. The results obtained by the Search Manager are sent to the
Main Manager.

Graph Manager. The primary function of the Graph Manager is to create a
search graph suitable for the task. Firstly, it translates the information of the
Linguistic Knowledge Base into an internal data structure. Then, it creates the
search graph by means of the information of the Linguistic Knowledge Base:
using the LM information, the Graph Manager creates a suitable word-level net,
composed of nodes and arcs, where each node represents a word and each arch
the relationship between nodes. Then, each node of the word-level net is substi-
tuted by the corresponding HMM sequence representation given by the lexicon
(alternative pronunciations are allowed). Finally, each HMM representation is
linked with its corresponding HMM, thus obtaining a state-level net or final
search graph comprised of nodes and arcs. For phonetic recognition, a special
way of creating the search graph is used, where HMMs are considered as if they
were representing a word.
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The search graph can be compressed in order to obtain a significant reduction
in the acoustic search effort. AhoSR allows prefix-suffix tree compression to be
performed over the search space [19] [20]. In this search space topology, the LM
is a separate module which is consulted at run-time by the Search Manager. This
characteristic makes AhoSR not only memory efficient, but also flexible in use.

In case utterance verification is needed as well, the Graph Manager is the
responsible for creating a parallel search graph, through which verification scores
will be obtained.

Search Manager. The Search Manager uses the token-passing algorithm [21]
for the decoding process. It expands tokens through the search graph, making
use of the standard Viterbi algorithm. Each token contains information about
the search and provides a complete history of all active paths in the search.
Besides, each token stores the overall acoustic and language scores of the path
at a given point. During the search, each incoming feature frame is scored against
the acoustic models associated with each token state, and low scoring branches
are pruned. Two types of pruning have been implemented, which can also be
combined: global beam pruning, which retains only paths with a likelihood score
close to the best partial path hypothesis; and the histogram pruning, which limits
the number of active paths at each time frame by retaining only a predefined
number of best paths [22]. A configurable number of tokens propagates in each
state node or in each auxiliary node of the graph so that, for instance, an N-Best
list can be obtained.

When choosing the verification performance mode, the search manager also
computes GOP scores, which are calculated as the duration normalized log of
the posterior probability of a phone or sequence of phones over the acoustic
segment [23]. To compute the GOP, two groups of scores are used: on the one
hand the ones obtained in the main search graph during the recognition process,
and on the other hand those obtained in a secondary graph, which consists of a
free phone loop.

3 Experimental Evaluation

Several experiments have been carried out using AhoSR. The following are the
most significant experiments:

3.1 Phonetic Test

Phonetic recognition experiments have been done in order to validate several
acoustic models trained from the Basque Speecon-like database [24]. Different
acoustic models have been created regarding the subset of the Train part (155
sessions out of 230, each session containing one speaker): a) the read subset;
b) the read subset with the phonetic transcriptions of the 16 % of its sessions
manually corrected. Different number of gaussians have also been used. 300 files
from the Test part (75 sessions), 4 files per speaker, have been tested with each
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set of HMMs, containing phonetically rich read sentences. Results show that a
phone error rate (PER) of 12.33 % is achieved using subset b with mixtures of
32 gaussians (see Table 1).

Table 1. Phone error rates (PER) for different number of gaussians with training sets
a and b (see text), using AhoSR and the Basque Speecon-like database

2 g. 4 g. 8 g. 16 g. 32 g. 64 g.

Exp. a 18.02 16.28 15.04 14.08 13.34 14.17

Exp. b 16.76 15.01 13.67 12.91 12.33 12.90

3.2 Grammar-Based Tests

AhoSR has been also used to validate a speech database using grammar-based
LMs. That database is the Basque SpeechDat MDB-600, which was recorded
through mobile telephones according to the SpeechDat specifications. The ex-
periments follow the recommendations of the RefRec (the COST 249 SpeechDat
Reference Recogniser) procedure [25], and must be done over different subcor-
pora representing typical test applications. Used dictionary sizes and obtained
word error rates (WER) are shown in Table 2, both for non-normalized cepstra
and normalized (CMVN) cepstra. Further details can be found in [24].

Table 2. Dictionary sizes and WERs of the speech recognition experiments on different
test subsets (Refrec), for Basque SpeechDat MDB-600

Test
subcorpus

Dict.
size

WER %
WER %
(CMVN)

Isolated digits 12 12.73 3.25

Yes/no 2 7.47 1.18

Isolated application words 42 18.14 7.18

Connected digit strings,
unknown length

12 4.06 2.58

City names 1352 38.53 20.79

Phonetically rich words 1055 37.65 18.76

3.3 Tests Using an External LM

The objective of this experiment was to perform a continuous speech recogni-
tion test by using the acoustic models obtained from the Basque Speecon-like
database along with an external LM. The acoustic models (HMMs) were trained
using the subset of read speech from the training set, whereas the LM was cre-
ated from the CRP (Contemporary Reference Prose) [26], a textual corpus which
contains about 25.1 million words. Thus, a N-gram model of 984 238 unigrams,
12 558 022 bigrams and 3 004 799 trigrams was created.
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To compensate for the difference between the acoustic models source and the
LM source, an α weight factor is applied to the LM log-probability prior to add it
to the acoustic log-probability. This weight is usually calculated empirically [27].
275 files from the test set were tested using different LM weights. The WERs
obtained for the different weights values are shown in Fig. 2. As can be seen the
best results were obtained for α = 30.

Fig. 2. WERs obtained using different α weight factors to compensate for the difference
of origins between the acoustic models and the LM

With the calculated value of α, a continuous speech recognition experiment
was performed. 2950 speech files containing phonetically rich sentences from the
test set were tested, using all the training set vocabulary (23 243 words) and the
external LM. A coverage analysis showed that the test set contained 40.71 % of
out-of-vocabulary (OOV) words, which was expected due to the agglutinative
nature of Basque. So a second experiment was carried out adding those words to
the vocabulary (26 624 in total). In both experiments a set of 31 phonemes was
used. Another experiment was carried out reducing the phoneme set to 24 and
removing pronunciation alternatives from the training dictionary. The results
are shown in Table 3. Further details can be found in [24].

Table 3. Dictionary size, number of phonemes and WER of three experiments on the
phonetically rich sentences subset of the Basque Speecon-like database

Dict.size # Phonemes WER (%)

Exp. 1 23 243 31 30.62

Exp. 2 26 624 31 20,44

Exp. 3 26 624 24 19.47

4 Applications of AhoSR

Some research work has already been developed with AhoSR, mainly on the field
of utterance verification for CALL and CAPT applications. All the following
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experiments were carried out using the Basque Speecon-like database to train
the acoustic models.

4.1 CAPT System for Basque

In [28], a method to build a CAPT system for low-resourced languages is pro-
posed, using a general purpose ASR speech database. The method automatically
determines the thresholds of GOP scores, obtaining the distribution of incor-
rectly pronounced phones’ GOPs by simulating errors and evaluating them in
forced alignment mode. The threshold corresponding to each phone is calculated
using the equal error rate (EER) parameter. The initial experiments show that
the discernment of the Basque phonemes that do not belong to the student’s na-
tive language inventory is not as accurate as the scoring of the ones belonging to
both phoneme inventories. This issue is partially solved by removing the speech
of non-native speakers from the training set and creating new acoustic mod-
els. The method proves to be very useful when there is no database specifically
designed for CAPT systems.

4.2 Message Verification Tool for CALL Systems

In [29] basic research for the development of a message verification system is
introduced, which proves to be very useful to be implemented in CALL applica-
tions. The system aims to verify a sentence uttered by the user in real time, word
by word, in order to display the verified word as soon as it is detected. Thus,
it provides the student with real-time feedback. The behaviour of the whole
system is tested inserting erroneous extra words by the users (insertion errors).
The results of the experiments show that the proposed system is suitable for this
kind of tasks, specially for those languages in which the meaning of a sentence
depends of its word order.

5 Conclusions

This paper describes the AhoSR speech recognition system for Basque. Its mod-
ularity allows to test and develop ASR based applications, as well as its use for
research in the field of continuous speech recognition for Basque, a minority lan-
guage with scarce resources and a very complex morphological structure. Two
developed tools in the field of language learning for Basque have demonstrated
its usefulness for the foreseen tasks. On the other hand, basic speech recogni-
tion experiments have also proved the validity of the implemented software. In
the near future it is planned to deliver the software as open source code. Now,
our present and future work is mainly focused on the development of a contin-
uous speech recognition for Basque making use of subword units for language
modelling which will exploit all the potential of the system.
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Gómez, Ángel M. 119
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Martins, Paula 30
Matos, Miguel 178
Miguel, Antonio 138, 168, 209
Montero, Juan M. 199
Montero-Benavides, Ana 219
Morales-Cordovilla, Juan A. 148

Navas, Eva 11, 21, 259, 279

Odriozola, Igor 279
Olcoz, Julia 168
Oliveira, Catarina 30
Ortega, Alfonso 49, 168, 209
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