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WELCOME MESSAGE 

The Spanish Thematic Network on Speech Technology (RTTH) and the ISCA-Special 
Interest Group on Iberian Languages (SIG-IL) are pleased to present the selected 
papers of IberSpeech 2014, Joint VIII Jornadas en Tecnologías del Habla and IV 
Iberian SLTech Workshop, held in Las Palmas de Gran Canaria, Spain, on November 
19-21. The Organizing Committee of IberSpeech believes and trusts that we have 
achieved the quality that the researchers in Advances in Speech and Language 
Technologies for Iberian Languages value. To ensure this quality, each article has 
been reviewed at least by three members of the Scientific Review Committee, who 
have provided feedback to improve the final version of the articles in this book. 

The conference has become mature as different editions have been organized, starting 
in Vigo 2010 with FALA and continuing in Madrid 2012 with the new denomination: 
Iberspeech. This new edition becomes a step further in the support of researchers in 
Iberian Languages. IberSpeech is a joint event resulting from the merging of two 
conferences, the ”Jornadas en Tecnología del Habla” and the Iberian SLTech 
Workshop. The first has been organized by the “Red Temática en Tecnologías del 
Habla” (Spanish Speech Technology Thematic Network, http://www.rthabla.es) since 
2000. This network was created in 1999 and currently includes over 200 researchers 
and 30 research groups in speech technology all over Spain. And the second, has 
been organized by the Special Interest Group on Iberian Languages (SIG-IL, 
http://www.il-sig.org/) of the International Speech Communication Association (ISCA), 
The Iberian SLTech Workshop had its first edition in Porto Salvo, Portugal, in 2009. 

As a result, IberSpeech is one of the most important research meetings in the field of 
speech and language processing focusing on Iberian Languages, attracting many 
researchers (about 140 in the 2014 edition), mainly from Spain, Portugal, and from 
other Iberian-speaking countries in Latin America. We have also attracted the interest 
of several research groups from all around the world, including China, United Kingdom, 
France, Japan, Hungary, Israel, Norway, Czech Republic, and Germany. 

Although the main focus is on Iberian Languages and the Iberian region, the 
conference is not restricted to them. Proof of this are the ALBAYZIN Technology 
Competitive Evaluations, organized in conjunction with the conference, which in this 
edition have attracted the interest of several research groups. The ALBAYZIN 
Technology Competitive Evaluations have been organized alongside with the 
conference since 2006, promoting the fair and transparent comparison of technology in 
different fields related to speech and language technology. In this edition we have two 
different evaluations: Audio Segmentation and Search on Speech. The organization of 
each one of these evaluations requires preparing development and test data, providing 
data along with a clear set of rules to the participants, and gathering and comparing 
results from participants. This organization has been carried out by different groups of 
researchers and is crucial for the success in participation that we are envisaging. 
Although results from the evaluations cannot be included in this volume due to timing 
restrictions, we would like to express our gratitude to the organizers and also to the 
participants in the evaluations. 
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We have had 60 submitted papers and, after a strict peer-reviewing process, only 29 
have been selected for publication in this volume of the Springer Lecture Notes in 
Computer Science, Lecture Notes in Artificial Intelligence. This selection has been 
based on the scores and comments provided by our Scientific Review Committee, 
which includes over 79 researchers from different institutions mainly from Spain, 
Portugal, Latin America, USA, UK, Hungary and Czech Republic to which we also 
would like to express our deepest gratitude. Each article has been reviewed by at least 
three different reviewers and authors have had time to address the comments before 
submitting the camera-ready paper. The articles have been organized into four different 
topics: 

 Speech Production, Analysis, Coding and Synthesis 
 Speaker and Language Characterization 
 Automatic Speech Recognition 
 Speech and Language Technologies in Different Application Fields 
 

Besides the excellent research articles included in this volume, the conference had the 
pleasure of having two extraordinary keynote speakers: Dr. Pedro Gómez Vilda 
(Departamento de Arquitectura y Tecnología de Sistemas Informáticos de la 
Universidad Politécnica de Madrid, Spain) and Dr. Roger K. Moore (Department of 
Computer Science University of Sheffield, UK). 

We would also like to thank Springer, and in particular to Alfred Hoffmann, for the 
possibility of publishing this volume, his suggestions in order to increase the spread of 
the international scope of IberSpeech 2014, his help and great work in preparing it. 

Finally, we would like to thank all those whose effort has made possible this 
conference, the members of the local organizing committee, the technical and program 
chairs, the reviewers and so many people who put their best to achieve a successful 
conference. 

 

 

Juan Luis Navarro Mesa 
Alfonso Ortega Giménez 

António Teixeira 
 

IberSpeech 2014 Co-Chairs 
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IberSPEECH 2014 Conference Program 

  Wednesday 19 November    Thursday 20 November     Friday 21 November  

  8:00 On‐site registration 

  (Hall Building A) 
     

  8:30 Opening Ceremony  

(Building A, Salón de Actos) 

  8:45 On‐site registration  

(Hall Building A)

  8:45 On‐site registration  

(Hall Building A) 

  9:00 O1 ‐ Oral Session  

  Speaker and Language  

  Characterization 

Chair: Santiago R. Piqueras 

(Building A, Salón de Actos) 

  9:00 O3 ‐ Oral Session  

  Automatic Speech   Recognition I 

 

Chair: Doroteo T. Toledano 

(Building A, Salón de Actos)

  9:00 O5 ‐ Oral Session  

  Automatic Speech   Recognition II 

 

Chair: António Teixeira 

(Building A, Salón de Actos) 

  10:40 Coffee break    10:40 Coffee break    10:40 Coffee break 

  11:00 Keynote Talk 

  Roger K. Moore 

Chair: Eduardo Lleida 

(Building A, Salón de Actos) 

    11:00 P2 ‐ Poster Session 

 

 

 

 

 

 

Chair: Alberto Simões 

(Hall Building A) 

  11:00 Keynote Talk 

  Pedro Gómez Vilda 

Chair: Jesús B. Alonso 

(Building A, Salón de Actos) 

  12:00 P1 ‐ Poster Session 

 

 

Chair: Alberto Abad 

(Hall Building A) 

  12:00 O6 ‐ Oral Session 

  Speech and Language Technologies 

  in Different Application Fields I  

Chair: Carmen García  

(Building A, Salón de Actos) 

  13:30 Lunch    13:30 Lunch   13:40 Closing Ceremony 

  15:00 O2 ‐ Oral Session 

  Speech Production, Analysis,  

  Coding and Synthesis 

Chair: Javier Tejedor 

(Building A, Salón de Actos) 

  15:00 O4 ‐ Oral Session 

  Speech and Language Technologies 

  in Different Application Fields II 

Chair: Emilio Sanchís 

(Building A, Salón de Actos)

  

  16:40 Coffee break    16:40 Coffee break    

  17:00 Albayzin Evaluations 

 

Chair: Inma Hernáez 

(Building A, Salón de Actos & Hall) 

  17:00 Projects, Demos and 

  Thesis Session 

Chair: Javier Hernando 

(Hall Building A)

  

  18:30 RTTH Assembly 

  (Building A, Salón de Actos) 

18:30 Social activities 

 

 

 

  

  19:30 Welcome Reception    

     21.00 Gala Dinner    
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Sessions included in Springer LNAI 8854 

O1 ‐ Oral Session: Speaker and Language Characterization 
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David Martínez, Jesús Villalba, Eduardo Lleida, Alfonso Ortega 
 

Global speaker clustering towards optimal stopping criterion in binary key speaker 
diarization 

Héctor Delgado, Xavier Anguera, Corinne Fredouille, and Javier Serrano 
 

Unsupervised Training of PLDA with Variational Bayes 
Jesús Villalba and Eduardo Lleida 
 

On the Use of Convolutional Neural Networks in Pairwise Language Recognition 
Alicia Lozano-Diez, Javier Gonzalez-Dominguez, Ruben Zazo, Daniel Ramos 
and Joaquin Gonzalez-Rodriguez 
 

Global Impostor Selection for DBNs in Multi-Session i-Vector Speaker Recognition 
Omid Ghahabi and Javier Hernando 
 
 

O2 ‐ Oral Session: Speech Production, Analysis, Coding and Synthesis 
 
Analysis and synthesis of emotional speech in Spanish for the chat domain 

Yesika Laplaza, Juan María Garrido 
 

Developing a Basque TTS for the Navarro-Lapurdian dialect 
Eva Navas, Inma Hernaez, Daniel Erro, Jasone Salaberria, Beñat Oyharçabal 
and Manuel Padilla 
 

Fine Vocoder Tuning for HMM-Based Speech Synthesis: Effect of the Analysis Window 
Length 

Agustin Alonso, Daniel Erro, Eva Navas, Inma Hernaez 
 

Quantitative Analysis of /l/ Production from RT-MRI: First Results 
Samuel Silva, Paula Martins, Catarina Oliveira and António Teixeira 
 

Statistical text-to-speech synthesis of Spanish sub-titles 
S. Piqueras, M. A. del-Agua, A. Giménez, J. Civera and A. Juan 
 
 

O3 ‐ Oral Session: Automatic Speech Recognition I 
 
Phoneme-Lattice to Phoneme-Sequence Matching Algorithm based on Dynamic 
Programming 

Ciro Gracia, Xavier Anguera, Jordi Luque and Ittai Artzi 
 
Deep Maxout Networks applied to Noise-Robust Speech Recognition 

F. de-la-Calle-Silos, A. Gallardo-Antolín, and C. Peláez-Moreno 
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A Deep Neural Network Approach for Missing-Data Mask Estimation on Dual-
Microphone Smartphones: Application to Noise-Robust Speech Recognition 

Iván López-Espejo, José A. González, Angel M. Gomez and Antonio M. 
Peinado 
 

Language Model Adaptation for Lecture Transcription by Document Retrieval 
A. Martínez-Villaronga, M. A. del-Agua, J. A. Silvestre-Cerdà, J. Andrés-Ferrer, 
and A. Juan 
 

Articulatory Feature Extraction from Voice and their Impact on Hybrid Acoustic  
Models 

Jorge LLombart, Antonio Miguel and Eduardo Lleida 
 

 

O4  ‐  Oral  Session: Speech  and  Language  Technologies  in  Different 
Application Fields I  
 
Speech watermarking based on coding of the harmonic phase 

Inma Hernaez, Ibon Saratxaga, Jianpei Ye, Jon Sanchez, Daniel Erro and Eva 
Navas 
 

Bootstrapping a Portuguese WordNet from Galician, Spanish and English wordnets 
Alberto Simões and Xavier Gómez Guinovart 
 

ATVS-CSLT-HCTLab System for NIST 2013 Open Keyword Search Evaluation 
Javier Tejedor, Doroteo T. Toledano, and Dong Wang 
 

The transLectures-UPV toolkit 
M. A. del-Agua, A. Giménez, N. Serrano, J. Andrés-Ferrer, J. Civera, A. 
Sanchis, and A. Juan 
 

The AhoSR automatic speech recognition system 
Igor Odriozola, Luis Serrano, Inma Hernaez, and Eva Navas 
 
 

O5 ‐ Oral Session: Automatic Speech Recognition II 
 
Flexible Stand-Alone Keyword Recognition Application Using Dynamic Time Warping 

Miquel Ferrarons, Xavier Anguera and Jordi Luque 
 

Confidence Measures in Automatic Speech Recognition Systems for Error Detection  
in Restricted Domains 

Julia Olcoz, Alfonso Ortega, Antonio Miguel and Eduardo Lleida 
 

Recognition of distant voice commands for home applications in Portuguese 
Miguel Matos, Alberto Abad, Ramón Astudillo, and Isabel Trancoso 

 
CVX-optimized Beamforming and Vector Taylor Series Compensation with German 
ASR employing Star-shaped Microphone Array 

Juan A. Morales-Cordovilla, Hannes Pessentheiner, Martín Hagmueller, José A. 
González and Gernot Kubin 
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O6  ‐  Oral  Session: Speech  and  Language  Technologies  in  Different 
Application Fields II  
 
Assessing the Applicability of Surface EMG to Tongue Gesture Detection,  

João Freitas, Samuel Silva, António Teixeira and Miguel Sales Dias 
 

Towards Cross-lingual Emotion Transplantation 
Jaime Lorenzo-Trueba, Roberto Barra-Chicote, Junichi Yamagishi, and Juan M. 
Montero. 
 

A preliminary study of Acoustic Events Classification With Factor Analysis in Meeting 
Rooms 

Diego Castán, Alfonso Ortega, Antonio Miguel, and Eduardo Lleida 
 

A Spoken Language Database for Research on Moderate Cognitive Impairment: 
Design and Preliminary Analysis 

Fernando Espinoza-Cuadros, Marlene A. Garcia-Zamora, Dania Torres-Boza, 
Carlos A. Ferrer-Riesgo, Ana Montero-Benavides, Eduardo Gonzalez-Moreira, 
Luis A. Hernandez-Gómez. 
 

Towards Customized Automatic Segmentation of Subtitles 
Aitor Álvarez, Haritz Arzelus and Thierry Etchegoyhen 
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Keynote Talk 

 

Roger K. Moore 
 

 

Title: Towards Spoken Language Interaction with 'Intelligent' Systems: where are 

we, and what should we do next? 

 

Abstract: 

Over the past thirty or so years, the field of spoken language processing has made 

impressive progress from simple laboratory demonstrations to mainstream consumer 

products. However, the limited capabilities of commercial applications such as Siri 

highlight the fact that there is still some way to go before we are capable of creating 

Autonomous Social Agents that are truly capable of conversing effectively with their 

human counterparts in real-world situations. This talk will address the fundamental 

issues facing spoken language processing, and will highlight the need to go beyond the 

current fashion for using machine learning in a more-or-less blind attempt to train static 

models on ecologically unrealistic amounts of unrepresentative training data. Rather, 

the talk will focus on critical developments outside the field of speech and language - 

particularly in the neurosciences and in cognitive robotics - and will show how insights 

into the behaviour of living systems in general and human beings in particular could 

have a direct impact on the next generation of spoken language systems. 

 

Speaker Bio: 

Prof. Roger K. Moore studied Computer and Communications Engineering at the 

University of Essex and was awarded the B.A. (Hons.) degree in 1973.  He 

subsequently received the M.Sc. and Ph.D. degrees from the same university in 1975 

and 1977 respectively, both theses being on the topic of automatic speech 

recognition.  After a period of post-doctoral research in the Phonetics Department at 

University College London, Prof. Moore was head-hunted in 1980 to establish a speech 

recognition research team at the Royal Signals and Radar Establishment (RSRE) in 

Malvern. 

In 1985 Prof. Moore became head of the newly created 'Speech Research Unit' (SRU) 

and subsequently rose to the position of Senior Fellow (Deputy Chief Scientific Officer - 

Individual Merit) in the 'Defence and Evaluation Research Agency' (DERA).  Following 
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the privatisation of the SRU in 1999, Prof. Moore continued to provide the technical 

lead as Chief Scientific Officer at 20/20 Speech Ltd. (now Aurix Ltd.) - a joint venture 

company between DERA (now QinetiQ) and NXT plc.  In 2004 Prof. Moore was 

appointed Professor of Spoken Language Processing in the 'Speech and Hearing' 

Research Group (SPandH) at Sheffield University, where he is pioneering research 

that is aimed at developing computational models of spoken language processing by 

both mind and machine. 

Prof. Moore is currently working on a unified theory of spoken language processing in 

the general area of 'Cognitive Informatics' called 'PRESENCE' (PREdictive 

SENsorimotor Control and Emulation).  PRESENCE weaves together accounts from a 

wide variety of different disciplines concerned with the behaviour of living systems - 

many of them outside the normal realms of spoken language - and compiles them into 

a new framework that is intended to breathe life into a new generation of research into 

spoken language processing. 

Prof. Moore has authored and co-authored over 150 scientific publications in the 

general area of speech technology applications, algorithms and assessment.  He is a 

Fellow of the UK Institute of Acoustics, a Visiting Professor in the Department of 

Phonetics and Linguistics at University College London and a Visiting Professor at the 

Bristol Robotics Laboratory.  He is Editor-in-Chief of 'Computer Speech and Language' 

and a member of the Editorial/Advisory boards for 'Speech Communication', 

'Languages' and the 'International Journal of Cognitive Informatics and Natural 

Intelligence' (IJCiNi). He is past Chairman of the 'European Expert Advisory Group on 

Language Engineering Standards' (EAGLES) working party on spoken language 

resources, and Editor of the 'Handbook of Standards and Resources for Spoken 

Language Systems'. 

Prof. Moore served as President of the 'European Speech Communication Association' 

(ESCA) and the 'International Speech Communication Association' (ISCA) from 1997 to 

2001, and as President of the Permanent Council of the 'International Conferences on 

Spoken Language Processing' (PC-ICSLP) from 1996 to 2001.  During this period he 

pioneered the internationalisation of ESCA, the integration of the EUROSPEECH and 

ICSLP conferences into an annual INTERSPEECH conference, and chaired the joint 

ISCA/PC-ICSLP working party which drew up the detailed recommendations for the 

merger. 

In 1994 Prof. Moore was awarded the prestigious UK Institute of Acoustics Tyndall 

medal for “distinguished work in the field of speech research and technology” and in 

1999 he was presented with the NATO RTO Scientific Achievement Award for 

“repeated contribution in scientific and technological cooperation”.  In 2008 he was 
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elected as one of the first ISCA Fellows “in recognition of his applications of human 

speech perception and production models to speech technologies and his service to 

ISCA as President”. 

Prof. Moore was General Chair for INTERSPEECH 2009. 

 

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

18



Keynote Talk 

 

Pedro Gómez Vilda 
  

 

Title: Speech as a Vehicular Tool for Neurological Disease Monitoring 

 

Abstract: 

Modern Statistical Signal Processing and Machine Learning Techniques are opening a 

new research area of most relevance for Speech Technologies, which is the field of 

medical applications. Organic Larynx Pathology Detection and Grading is being 

successfully accomplished thanks to the advances produced during the last decade, 

and is becoming a reality nowadays. Neurological Disease Monitoring and Assessment 

is one of the emerging fields for its interest in the years to come, especially in relation 

with Neurodegenerative Diseases as Parkinson's, Alzheimer's, Amyotrophic Lateral 

Sclerosis, or other non AD Aging Dementias, among others. Neuromotor and/or 

cognitive degeneration behind these diseases need a systemic neuromechanical 

description, in terms of the different physiological organs involved in speech 

production, mainly in the laryngeal, naso-pharyngeal and oral subsystems. Possible 

strategies to collect observable acoustic correlates from the speech signal, in reference 

to specific biomechanical systems in larynx (vocal folds), pharynx (velopharyngeal 

switch) and mouth (lingual complex, jaw, lips), are described. Methodologies to 

associate acoustic correlates to neuromotor and neurocognitive activity by means of 

different Statistical Pattern Recognition Techniques are also commented. Results from 

different on-going studies are to be presented and discussed. 

 

Speaker Bio: 

Dr. Pedro Gómez Vilda was born at Burgo de Osma (Soria), Spain. He received the 

degrees of Communications Engineer (MSc. level), Universidad Politécnica de Madrid 

(1978), and Ph.D. in Computer Science, Universidad Politécnica de Madrid (1983). His 

professional and academic activities can be summarized as 1976-77: Scholarship from 

Nuclear Studies Center, Nuclear Energy Board, Spain; 1977-78: I+D Engineer, 

NORTRON Electronics; 1978-82: Assistant Teacher; 1982-88, and 1988-till now: Full 

Professor, Facultad de Informática, Universidad Politécnica de Madrid. His research 

lines are in Signal Processing, Speech Recognition, Biomechanical System Modeling, 
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Bioengineering, Bioinformatics, Pattern Recognition, Neural Networks, Speech 

Perception and Production, Neuromorphic Brain Modeling, Forensic Sciences, and 

Neurological Disease Monitoring. Prof. Gómez-Vilda is author or co-author of 290 

publications, including book chapters and journal articles with international referencing 

in ISBN and/or ISSN, and 105 conferences and lectures in different institutions and 

scenarios. He is currently Head of the Research Group on Informatics Applied to Signal 

and Image Processing, and director of the Neuromorphic Speech Processing Lab, 

Center for Biomedical Technology, Universidad Politécnica de Madrid. He is member of 

IEEE, Life Sciences Systems and Applications Technical Committee, International 

Speech Communication Association (ISCA), and European Association of Signal 

Processing (EURASIP). He is also scientific reviewer of IEEE Transactions on Circuits 

and Sistems, Neural Networks, Speech and Audio and Signal Processing, Speech 

Communication, the Journal of the Acoustical Society of America, Neurocomputing, 

Cognitive Computation, Computers in Medicine and Biology, Biomedical Signal 

Processing and Control, Electronic Letters, and Signal Processing Letters. He has 

been also Professeur Invité par la División de l’Enseignement Superieur et la 

Recherche, France, Enseignant-Chercheur invité par l’Université de Cergy-Pontoise, 

France, Gastwissenschaftler (Invited Professor) an der Universität Regensburg, 

Freeistaat Bayern, Germany, Honorary Professor of Technical University of Cluj-

Napoca, Romania, and Doctor Honoris Causa by Technical University of Cluj-Napoca, 

Romania. He is co-author of three patents in Spain and the USA, and founding partner 

and scientific director of the start-up BioMetroSoft SL (www.biometrosoft.com), created 

in 2011 from a contest of ideas to promote technology-based companies. 

 

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

20

http://www.biometrosoft.com/


Jitter and Shimmer Measurements for Speaker
Diarization

Abraham Woubie1, Jordi Luque2, and Javier Hernando1

1 Universitat Politecnica de Catalunya, BarcelonaTech, Barcelona, Spain
2Telefonica Research, Edificio Telefonica-Diagonal, Barcelona, Spain

abraham.woubie.zewoudie@upc.edu,jls@tid.es,javier.hernando@upc.edu

Abstract. Jitter and shimmer voice quality features have been success-
fully used to characterize speaker voice traits and detect voice patholo-
gies. Jitter and shimmer measure variations in the fundamental frequency
and amplitude of speaker’s voice, respectively. Due to their nature, they
can be used to assess differences between speakers. In this paper, we
investigate the usefulness of these voice quality features in the task
of speaker diarization. The combination of voice quality features with
the conventional spectral features, Mel-Frequency Cepstral Coefficients
(MFCC), is addressed in the framework of Augmented Multiparty In-
teraction (AMI) corpus, a multi-party and spontaneous speech set of
recordings. Both sets of features are independently modeled using mix-
ture of Gaussians and fused together at the score likelihood level. The
experiments carried out on the AMI corpus show that incorporating jitter
and shimmer measurements to the baseline spectral features decreases
the diarization error rate in most of the recordings.

Keywords: speaker diarization, spectral features, jitter, shimmer, fu-
sion

1 Introduction

Speaker diarization is the process of segmenting and clustering a speech recording
into homogeneous regions and answers the question “Who spoke when” without
any prior knowledge about the speakers [1]. A typical diarization system performs
three basic tasks: first, it discriminates speech segments from the non-speech
ones; second, it detects speaker change points to segment the audio data and
finally, it groups these segmented regions into speaker homogeneous clusters.
Speaker diarization can be used in different applications such as speaker tracking
and speech recognition [1].

The performance of a speaker diarization system largely depends on suc-
cessful extraction of relevant speaker independent features. Although short-term
spectral features are the most widely used ones for different speech applications,
the authors in [2] show that long term features can be employed to reveal individ-
ual differences which can not be captured by short-term spectral features. The
current state-of-the-art speaker diarization systems usually make use of short-
term spectral features as representation of speaker traits[3]. However, the work
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of [4] and [5] show that the performance of the state-of-the-art speaker diariza-
tion systems can be improved by combining spectral features with prosodic and
other long-term features.

Jitter and shimmer measure fundamental frequency and amplitude varia-
tions, respectively. Previous studies have shown that these voice quality features
have been successfully used in speaker recognition and emotion classification
tasks. The work of [6] shows that adding jitter and shimmer voice quality features
to both spectral and prosodic features improves the performance of a speaker
verification system. The work of [7] also reports that fusion of voice quality
features together with the spectral ones improves the classification accuracy of
different speaking styles and conveys information that discriminates the different
animal arousal levels. Furthermore, these voice quality features are more robust
to acoustic degradation and noise channel effects [8].

Based on these studies, we propose the use of jitter and shimmer voice quality
features for speaker diarization task as they can add complementary informa-
tion to the baseline spectral features. The main contribution of this work is the
extraction of jitter and shimmer voice quality features and their fusion with the
spectral ones in the framework of speaker diarization task. The experiments are
tested on AMI corpus [9], a multi-party and spontaneous speech set of recordings,
and assessed in terms of speaker diarization error (DER).

This paper is organized as follows. An overview of voice quality features
used in this work is presented in Section 2. Section 3 provides an overview of
agglomerative hierarchical clustering of speakers followed by fusion of spectral
and voice quality features in Section 4. Experimental results are presented in
Section 5 and finally, conclusions of the experiments are given in section 6.

2 Voice-quality features

Although the dominant features for speaker diarization are MFCC, studies such
as [4] and [5] show that long term features such as prosody can also be used
in speaker diarization systems. Long term features are able to acquire phonetic,
prosodic and lexical information which cannot be captured by spectral ones.

Jitter measures variations of the pitch in voice whereas shimmer describes
variation of the loudness. Studies show that these voice quality features can be
used to detect voice pathologies [10]. They are normally used to measure long
sustained vowels where measured values above a certain threshold are consid-
ered as pathological voices. Studies show that voice quality features have been
successfully used in speaker recognition and other speech technology researches.
For example, the work of [10] reports that jitter and shimmer measurements
provide significant differences between different speaking styles.

Although different estimations of jitter and shimmer measurements can be
found in the literature, we focus only on the following three measurements called
absolute jitter, absolute shimmer and shimmer apq3 encouraged by previous
work of [6]. The work of [6] has shown that these three measurements provided
better results in speaker recognition tasks than the other jitter and shimmer
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estimations. The three voice quality measurements are extracted over 30ms frame
length at 10ms rate by means of Praat software [11]. Then, we calculate the
mean of each of the three measurements over a window length of 500ms at 10ms
step to smooth out fundamental frequency estimation and synchronize with the
short-term spectral features.

2.1 Jitter measurement

Jitter (absolute) is a cycle-to-cycle perturbation in the fundamental frequency
of the voice , i.e. the average absolute difference between consecutive periods,
expressed as:

Jitter (absolute) =
1

N − 1

N−1∑
i=1

|Ti − Ti+1| (1)

where Ti are the extracted pitch period lengths and N is the number of extracted
pitch periods.

Fig. 1. Jitter measurement for N = 3 pitch periods

2.2 Shimmer measurement

– Shimmer (absolute) is the average absolute logarithm of the ratio between
amplitudes of consecutive periods expressed as:

Shimmer (absolute) =
1

N − 1

N−1∑
i=1

∣∣20 log
(Ai+1

Ai

)∣∣ (2)

whereAi are the extracted peak-to-peak amplitude data andN is the number
of extracted pitch periods.

– Shimmer (apq3) is the three-point Amplitude Perturbation Quotient, the
average absolute difference between the amplitude of a period and the av-
erage of the amplitudes of its neighbors, divided by the average amplitude
expressed as:
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Fig. 2. Absolute shimmer measurement for N = 3 pitch periods

Shimmer (apq3) =
1

N − 2

N−1∑
i=2

∣∣Ai − (
Ai−1 +Ai +Ai+1

3
)
∣∣ (3)

whereAi are the extracted peak-to-peak amplitude data andN is the number
of extracted pitch periods.

3 Agglomerative hierarchical clustering of speakers

For this work, speaker diarization is performed on a mono-channel audio record-
ing. Our approach is based on the bottom-up version of agglomerative hierar-
chical clustering(AHC). AHC-based diarization has been shown as one of the
most successful approaches to address the problem of speaker clustering [12, 13].
Algorithm 1 highlights the main steps of the AHC popular technique. Input fea-
tures {xi} are partitioned in a set of segments Ĉi, dividing the whole feature
set. The clusters in the first iteration are initialized through previous segments
and a model is built on them. Next, distances d(Ĉk, Ĉl) among cluster models
are computed in a pairwise comparison which aims to group similar regions. The
initial clustering is iterated and the clusters are merged and aligned until some
condition is fulfilled, e.g., a threshold on the previous distance matrix. Finally,
each remaining cluster is expected to represent an ensemble of the data based
on the selected distance measure.

Algorithm 1 Agglomerative Hierarchical Clustering (AHC), bottom-up alter-
native.

Require: {xi}, i = 1 . . . , n̂ : speech segments
Ĉi, i = 1, . . . , n̂ : initial clusters

Ensure: Ci, i = 1, . . . , n : finally remaining clusters
1: Ĉi ← {xi}, i = 1, . . . , n̂
2: repeat
3: i, j ← argmin d(Ĉk, Ĉl), k, l = 1, . . . , n̂, k 6= l
4: merge Ĉi and Ĉj

5: n̂← n̂− 1
6: until no more cluster merging is needed
7: return Ci, i = 1, . . . , n
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In Figure 3, it is depicted a more detailed scheme of the AHC-based speaker
clustering. The previous high level steps are adapted to the speaker diarization
task jointly with the key idea that each cluster Ci should be composed exclu-
sively by speech from the same speaker.

Speech activity detection(SAD): We have used Oracle SAD (the reference
speech/non speech annotations) as our speech activity detection.

Cluster initialization: An initial segmentation is performed based on the ho-
mogeneous partition along time of the speech-only features, see (Fig. 3 block
A). The number of initial clusters is selected automatically depending on the
meeting duration but constrained to the range [35,65] clusters. It aims to deal
with the trade-off between having a significant number of samples for model-
ing and avoiding common issues of AHC, such as overclustering and its high
computational cost. So the number Kinit of initial clusters is defined as

Kinit =
N

Ginit RCC
, (4)

where N stands for the number of features available per cluster and Ginit is
the number of Gaussians initially assigned to each cluster. The complexity ratio
RCC, the minimum number of frames per Gaussian, is fixed to 7 and the Ginit

to 5 Gaussians. Despite of its simplicity, this regular partition of the data allows
the creation of “pure” enough initial cluster which is a key point in the algorithm
[14, 15].

Acoustic modeling : Each set of acoustic features related to a cluster is inde-
pendently modeled using HMM/GMM which is iteratively refined, (Fig. 3 block
B). It is done in each clustering iteration through a two step training and de-
coding process. Each state of the HMM is composed by a mixture of Gaussians,
fitting the probability distribution of the features by the classical expectation-
maximization (EM) algorithm. Note that two independent HMM models are
estimated per each feature stream but their log likelihoods given a feature are
weighted as explained in Section 4. The number of mixtures is chosen as a func-
tion of the available seconds of speech per cluster in the MFCC features and
fixed for the shimmer and jitter features. A time constraint, as in [16], is also
imposed on the HMM topology which enforces the minimum duration of the
speaker turn to be greater than 3 seconds.

Agglomerative distance is based on the Bayesian Information Criterion (BIC)
as a metric among clusters. Furthermore, the stopping criterion, or ending point
of the algorithm, is also driven by a threshold on the same matrix of distances,
(Fig. 3 block C). A modified BIC-based metric [16] is employed to select the
set of cluster-pairs candidates with smallest distances among them. Cluster-pair
(i, j) is merged depending on whether its BICij fulfills
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Fig. 3. Speaker diarization scheme based on Agglomerative Hierarchical Clustering with
automatic complexity selection.

BICij > max
(
γ,BICµ +

3

2
BICσ

)
, (5)

where BICij is the BIC estimation between the clusters i and j performed
as in [16] and γ is a threshold tuned on development data. The BICµ is the
mean of BICij for i 6= j and the BICσ stands for the standard deviation of
the same BIC set. Once clusters are merged, a two-step training and decoding
iteration is performed again to refine the model statistics and align them with the
speech recording, block B (see Fig. 3). The model complexity M j

i , the number of
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mixtures composing the model associated to cluster i at iteration j, is updated
according to the RCC value but only for the MFCC stream. In the case of voice
quality features, Gaussian complexity is fixed manually and different values are
explored. The automatic selection of the model complexity for MFCC features
has shown a successful performance while it avoids the use of the penalty term
in the classical BIC formulation [17, 12]. It is done by the following equation

M j
i =

⌊( N j
i

RCC

)
+

1

2

⌋
, (6)

where N j
i is the number of frames belonging to the cluster i. A more detailed

description of the system can be found in [13, 18].

4 Fusion of spectral and voice quality features

Since the spectral and voice quality features have different dimensions and use
different number of Gaussians per model, two independent HMM models have
been estimated per each feature stream. The spectral features are used in parallel
with voice quality features both in segmentation and clustering. The segmenta-
tion process uses the joint log likelihood ratio of both feature sets of the best
path to create a segmentation hypothesis and the agglomerative clustering uses
∆BIC of fused Gaussian mixture mode scores to decide cluster merging. Given a
set of input features vectors {xk} and {yk}, MFCC and jitter/shimmer respec-
tively, which belong to same cluster, the log-likelihood is computed as a joint
likelihood of both feature distributions as follows:

logP (x,y|θix, θiy) = α logP (x|θix) + (1− α) logP (y|θiy), (7)

where θix is the model of cluster i using spectral feature vectors {x}, and θiy
is the model of the same cluster i using jitter and shimmer feature vectors {y}.
The weight of the spectral feature vector is α and, consequently, (1 − α) is the
weight of jitter and shimmer voice quality features.

5 Experiments

5.1 Database and experimental setup

The experiments are tested on AMI meeting corpus, a multi-party and sponta-
neous speech set of recordings, which consists of roughly 100 hours of speech.
We have selected the 11 evaluation sets of the corpus to evaluate the diariza-
tion error rate of our approach. The average duration per meeting is around 27
minutes.

First of all, any noise of the input audio signal is minimized using Wiener
filtering and we then apply speech activity detection algorithm to detect the
speech segments and discard the non-speech ones.
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Table 1. Average DER results of the AMI corpus for different weighted combinations
of MFCC, and Jitter and Shimmer features(JS) using 2 number of Gaussians for the
JS.

Feature set Weight of MFCC Weight of JS DER

MFCC (Baseline) 1 0 24.76%

MFCC + JS 0.95 0.05 21.45%

MFCC + JS 0.925 0.075 22.76%

MFCC + JS 0.9 0.1 22.23%

The raw speech waveforms are then parameterized into sequences of MFCC
using Fast Fourier Transform based log spectra with 30ms frame length and 10ms
frame shift. The total number of coefficients extracted for the spectral features
are 20. The extracted MFCC do not include deltas. The extraction of the three
voice quality features is done as explained in Section 2. Fusion of the two set of
features is done at the score likelihood level as explained in Section 4.

5.2 Experimental results

The performance of a speaker diarization system is evaluated using diarization
error rate (DER) which represents the error contribution of missed speech, false
alarm and speaker error. 1 We have used the reference speech/non speech an-
notations as our speech activity detection. The reason for using the reference
speech/non speech annotations is that we are only interested to investigate the
usefulness of voice quality features in reducing DER. The use of another speech
activity detection may complicate the task and create more confusion. There-
fore, the false alarms and missed speech have zero values in our experimental
results.

As shown in Table 1, we have applied different weights for both features
sets to find out the optimum set of weight values that provide us with the
best results in terms of DER. The baseline system, which relies on spectral
features, shows a DER of 24.76%. Weighting the MFCC by 0.95 and the voice
quality features by 0.05 gives us a DER of 21.45%. It represents a 13.37% relative
improvement compared to the baseline. We have observed that incorporatingg
jitter and shimmer measurements to the baseline spectral features decreases the
diarization error rate in nine of the eleven AMI recordings. Table 1 also shows
that using different weight values for the jitter and shimmer features shows DER
values better than the baseline.

We have also carried out an experiment to find out the best number of
Gaussians for the voice quality features when its weight value is 0.05. The best
DER result is found when we use 2 Gaussians as shown in Figure 4 which gives us
a DER of 21.45% . The figure also shows that using one, three and five Gaussians
provide better DER values than the baseline.The standard deviations of DER
values in Figure 4 show the DER variations among the recordings.

1 The scoring tool is the NIST RT scoring used as: ./md-eval-v21.pl -1 -nafc -o -R
reference.rttm -S system hypothesis.rttm
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Fig. 4. Diarization Error Rate (DER) and standard deviation as per the number of
Gaussians for the JS with 0.95 and 0.05 weight values for MFCC and JS, respectively.

6 Conclusions

We have proposed the use of jitter and shimmer voice quality features for speaker
diarization experiment as these features add complementary information to the
conventional baseline MFCC features. Jitter and shimmer voice quality features
are first extracted from the fundamental frequency contour, and are then fused
together with the baseline MFCC features. The fusion of the two streams is done
at the score likelihood level by a weighted linear combination of the output log-
likelihoods of each model. Our experiments show that fusing jitter and shimmer
voice quality features with the baseline spectral features shows a 13.37% relative
DER improvement.
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Abstract. This work proposes the use of the iVectors paradigm for
performing continuous emotion recognition. To do so, a segmentation
of the audio stream with a fixed-length sliding window is performed,
in order to obtain a temporal context which is enough for capturing
the emotional information of the speech. These segments are projected
into the iVectors space, and the continuous emotion labels are learnt
by canonical correlation analysis. A voice activity detection strategy is
incorporated to the system in order to ignore the non-speech segments,
which do not provide any information about the emotional state of the
speaker, and to recreate a real-world scenario. Results on the framework
of the Audiovisual Emotion Challenge (AVEC) 2013 show the potential
of this approach for the emotion recognition task, obtaining promising
results as well as using low-dimensional data representation.

Keywords: iVectors, continuous emotion recognition, arousal, valence

1 Introduction

Emotion recognition is a task consisting on extracting information about the
speaker’s emotional state. The emotion recognition field is gaining interest for
different real-world applications. The emotional aspects of human-computer in-
teraction started to receive some attention in the last years, becoming a huge
concern [15]; this interest is caused by the importance of expressivity when deal-
ing with a computer interface, as the interface should be able to detect the emo-
tional state of the user and adapt its behaviour according to it [4]. The use of
emotion recognition for monitoring users’ reaction to advertisement is nowadays
a reality, and it also has paramount importance in the entertainment industry,
either for the development of toys or videogames [14] or for the development of
serious games for aiding people with problems to understand social signs [1].

Emotion recognition can be carried out in two different ways: one is the dis-
crete emotion recognition task, that consists on detecting a set of given emotions,
and the other one is the continuous emotion recognition task, in which the con-
tinuous values of the affect variables have to be estimated [9]. The two problems
are closely related, as a discrete emotion has a correspondence with concrete
values of emotional dimensions; in [16], it is said that the different dimensions of
affect lie in different angles of a circle, and the angle inside this circle depends on
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two different emotional dimensions, namely arousal, which measures the degree
of excitation, and valence, which measures the degree of pleasantness.

Emotion recognition systems can be usually split in three stages, namely
feature extraction, modelling and prediction of the emotional level. On the first
stage, the features used in emotion recognition can be divided in two big groups
according to their time span: low level descriptors (LLD) or instantaneous de-
scriptors are extracted for each time frame, such as Mel-frequency cepstral coef-
ficients, loudness, zero crossing rate, jitter or shimmer; and functionals or global
descriptors are computed using the LLD extracted for the whole audio signal or
for an audio segment covering several audio frames, such as the mean, standard
deviation, quartile, flatness or skewness, among others.

The modelling stage of an emotion recognition system must obtain a repre-
sentation of the speech that reflects the emotional information. Depending on
the features used, different modelling approaches can be found in the literature.
When using functionals, it is common to model the speech using those features
directly or applying feature selection strategies [8]. When dealing with LLD, dif-
ferent techniques can be borrowed from other speech recognition tasks, such as
supervised and unsupervised subspace learning techniques. The use of such tech-
niques in discrete emotion recognition is straightforward, but their application
to continuous emotion recognition has some issues. First, there is not a dis-
crete number of emotions, so the training stage of a supervised learning strategy
cannot be carried out directly; this issue can be partially solved by quantizing
the emotional dimensions [17]. Moreover, an instantaneous value of the emotion
must be estimated, but it is not possible to apply such learning techniques at a
frame rate, as the modelling of speech through these techniques usually requires
a context longer than a few milliseconds. A windowing of the speech can be done
before the modelling stage in order to obtain a longer context [17].

The prediction of the emotional level is usually carried out using machine
learning techniques such as support vector machines (SVM) or random forests
in the discrete case, while in the continuous case strategies such as support vector
regression (SVR) or canonical correlation analysis [10] can be used.

In this work, we present a continuous emotion recognition system as a con-
tinuation of our previous research on speech modelling in continuous emotion
recognition. In [17], we successfully applied the eigen-voices approach to emotion
recognition, and in this work we propose the use of the iVector modelling tech-
nique. The iVector paradigm is considered state-of-art in different tasks such as
speaker recognition and verification [5] or language identification [6] due to its
potential for representing audio in a speaker and channel independent way in a
low dimensional subspace, which are desirable qualities in emotion recognition.
The iVector representation was used in [19] for discrete emotion recognition, but
in this work we present a system that permits the use of this representation
for the continuous task. The validity of this approach is assessed in the frame-
work of the AVEC 2013 affect recognition sub-challenge [13], which consisted
on estimating the continuous levels of arousal and valence in a set of recordings
featuring different speakers and channel conditions.
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The rest of this paper is organized as follows: Section 2 presents the proposed
system for performing continuous emotion recognition; Section 3 describes the
experimental framework used to assess the validity of the proposed system; the
experimental settings are described in Section 4; experimental results are dis-
cussed in Section 5; and Section 6 summarizes the conclusions and future work.

2 Proposed continuous emotion recognition system

Figure 1 presents an overview of the proposed approach for performing contin-
uous emotion recognition, whose different blocks are described in detail in the
rest of this Section. The emotional levels on E different dimensions have to be
estimated by this approach, which, as mentioned in the introduction, can be
divided in three stages: feature extraction, accompanied by a segmentation step,
iVector modelling and estimation of the emotional level. This system is similar
to the one presented in [17], as the feature extraction and segmentation proce-
dures, as well as the approach for predicting the emotional level, are almost the
same; these two systems differ in the modelling of the speech segments, which
in this case is carried out using the iVector paradigm.

Fig. 1. Continuous emotion recognition system

2.1 Feature extraction and segmentation

The first step consists on extracting vectors of F features from the audio signal.
Acoustic features represent a temporal context which usually ranges from 20 to
100 ms; it is not possible to identify an emotion with such a short time span,
a bigger context is necessary. Thus, to obtain vectors that represent a bigger
context, the audio is segmented using a fixed-length sliding window, obtaining

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

33



4 Paula Lopez-Otero, Laura Docio-Fernandez, and Carmen Garcia-Mateo

a set of S segments. In this way, the segments of audio can be represented by
means of Gaussian mixture models (GMMs).

It must be noted that the audio signals may contain non-speech parts, which
act as a nuisance in the continuous emotion recognition system, i.e. the non-
speech parts contribute in a negative way to this procedure, as they do not hold
any information about the speaker’s emotional state. Hence, it is important
to perform voice activity detection (VAD) on the audio signals. To do so, the
approach described in [2] was used, which uses a linked-HMM architecture and
robust features that are independent of the signal energy, making this strategy
robust to noise. An audio segment is considered to contain speech if at least the
50% of its duration was labelled as speech by the VAD strategy.

2.2 iVector modelling

The procedure performed at the previous stage of this system allows the use of
iVectors for modelling the acoustic information in a low-dimensionality space.
Given a Universal Background Model (UBM) with N mixtures, this UBM is
adapted to the segments extracted from the training files using Maximum a
Posteriori (MAP) adaptation, and the means of the resulting Gaussian Mixture
Model (GMM) are concatenated in order to obtain a Gaussian mean supervec-
tor for each segment. As we want to avoid the effects of speaker and channel
variability, the iVector technique is applied to the Gaussian mean supervectors.
This technique defines a low-dimensional space, named total variability space, in
which the speech segments are represented by a vector of total factors, namely
iVector [5]. A Gaussian mean supervector M is decomposed as follows:

M = m+Tw (1)

where m is the speaker and channel independent supervector, T is a low-rank
total variability matrix, and w is the iVector corresponding to the Gaussian
mean supervector. In this training stage, the matrix T is trained as described in
[11].

Once the total variability matrix T is obtained, this matrix and the UBM
can be used to extract iVectors from the acoustic features corresponding to the
different speech segments.

2.3 Prediction of the emotional level

The iVector modelling strategy described above results on an iVector for each
speech segment, which represents all the emotional dimensions at the same time.
Estimated values of the emotional levels of the different dimensions must be
extracted from these vectors; to do so, canonical correlation analysis is applied.
This technique finds basis vectors for two sets of variables (on the one hand, the
iVectors, and on the other hand, the groundtruth emotional levels) such that
the correlations between the projection of the variables onto these basis vectors
are mutually maximized [10]. After training the canonical correlation projection,
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two matrices are obtained which are used to project the iVectors, obtaining as
a result the estimated emotional levels.

Two different strategies can be followed at this point: a projection can be
learnt for each emotional dimension, or a single projection for all the emotional
dimensions can be obtained. The first approach does not take into account the
correlation between the different emotional dimensions, but the second approach
takes advantage of this correlation, which might be due to the emotions them-
selves or might be caused by the rater that labelled the different emotional
dimensions.

It must be noted that, as commented in Section 2.1, the non-speech segments
are not used either for training or testing. Thus, there are parts of the audio
files whose emotional level is not estimated, as they do not have a corresponding
iVector, but it might be necessary to assign them a value for evaluation purposes.
To solve this situation, the mean value of the emotional dimension, computed
over the training labels, is assigned to the non-speech segments.

3 Experimental Framework

The framework of the AVEC 2013 affect recognition sub-challenge (ASC) was
used to evaluate the proposed technique for continuous emotion recognition. This
task consists on the continuous recognition of the emotional dimensions valence
and arousal, and these dimensions have to be predicted for every time instant
of the recording. Both arousal and valence values range from -1 to 1.

The data used in these experiments is a subset of the audio-visual depres-
sive language corpus (AVDLC) [13]. The speakers were recorded in diverse quiet
locations using a laptop and a headset. The database is organized in three par-
titions of 50 recordings each, which are summarized in Table 1. Each recording
features one speaker (either male or female), and there can be several recordings
per speaker, with a time separation of two weeks between different recordings.
The subjects’ age ranged between 18 and 63 years (mean 31.5).

Table 1. Summary of the datasets used in the experiments.

Set Total duration Min duration Max duration

Training 13 h 17 min 8 min 5 s 27 min 20 s

Development 13 h 5 min 14 min 20 s 23 min 55 s

Testing 12 h 59 min 5 min 15 s 23 min 57 s

The recordings were power-point guided, indicating the speaker what to do
at each moment. These tasks consisted in reading excerpts of novels and fables,
singing, telling stories from the speaker’s past, making up a story applying the
Thematic Aperception Test (TAT), and sustained vowel phonation. These tasks
try to provoke different feelings on the speakers such as happiness, by talking
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about their best present ever, or sadness, by talking about their saddest memory
of their childhood.

The recordings included in the database were manually labelled by a team of
23 raters. Each recording was annotated by a single rater, which used a joystick
to instantaneously register the level of arousal or valence (the two dimensions
were annotated separately, not at the same time). In order to address the intra-
annotator variability, all the raters were asked to annotate a reference video, and
these annotations were used to create models that compensated that variability.
The annotations were binned in temporal units of time of the same duration,
which in this case was 1/30 seconds (i.e. equal to the video frame rate).

Figure 2 shows the distribution of arousal and valence in the training and
development datasets (the testing dataset is not included due to the unavail-
ability of its corresponding groundtruth labels). As shown in this Figure, the
most probable value of arousal and valence is 0, which means neutral arousal
or valence. This is due to the fact that, during the recordings, there are long
silence periods which the raters labelled as neutral. It can also be observed in
this Figure that values close to -1 and 1 are not very likely to appear.
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Fig. 2. Distribution of arousal and valence values in the training and development
datasets

The evaluation metric used to measure the performance of continuous emo-
tion recognition approaches in this framework is the Pearson’s correlation coeffi-
cient between the groundtruth labels and the estimated labels, averaged over all
sessions and dimensions. It must be noted that the absolute value of the corre-
lation coefficient is used, as a negative correlation is a correlation anyway. This
fact was not mentioned in the description of the AVEC 2013 ASC challenge [13],
but was mentioned afterwards when the evaluation scripts were released.
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4 Experimental settings

In this continuous emotion recognition system, 16 MFCCs plus delta and deriva-
tives are used, as these features are a common choice for emotional speech anal-
ysis [18], leading to feature vectors of dimension 48. The use of MFCCs is also
supported by previous research in [17], where the best emotion recognition re-
sults were obtained using MFCCs. These features were extracted every 10 ms
using a 40 ms Hamming window and mean and variance normalization is ap-
plied. The window used to perform the audio segmentation has a length of 3 s
with 1 s of overlap. The number of mixtures of the GMM was set to 256 after
observing that the influence of this value in the experimental results was neg-
ligible. Feature extraction was done using the OpenSMILE feature extraction
software [7], and all the tasks that involved iVector training and extraction were
performed using the ALIZE 3.0 toolkit [12].

The training partition of the AVEC 2013 ASC database was used to per-
form the training of the system (UBM, total variability matrix and canonical
correlation projection) as well as to adjust the free parameters of the system, i.e.
the dimension of the iVectors. The development partition was used to test the
performance of the proposed system, and the testing data was discarded due to
the unavailability of their corresponding groundtruth labels.

The validity of the iVector approach for emotion recognition was assessed
by comparing the proposed system with the same system without applying the
iVectors paradigm, i.e. a GMM supervector (GSV) approach [3]. In this GSV
approach, the audio segments were represented by mean supervectors m of di-
mension N · F = 256 · 48 = 12288, according to the notation in Section 2.2.

It must be noted that the rate of the groundtruth labels is higher than the
rate of the iVectors (there is one iVector every two seconds while there is a
groundtruth label every 1/30 seconds); in order to make them have the same
rate, the mean value of the emotional dimension on the time span of the iVector
is used as the groundtruth label to train the canonical correlation basis vectors.
In the test data, as an emotional level is obtained every 2 seconds, the obtained
level is replicated so it fits the rate of the groundtruth labels (i.e. every label is
repeated 2

1/30 = 60 times).

5 Experimental results

The starting point of the experimental validation of the proposed strategy con-
sisted on performing continuous emotion recognition using different dimensions
of the iVectors. To do so, the Pearson’s correlation coefficient between the
groundtruth training labels and the estimated ones was computed for different
iVector dimensions, as presented in Table 2. This Table shows that the high-
est correlation was obtained when using iVectors of dimension 25. It must be
noted that these results were obtained when using the manual VAD of the audio
signals, in order to avoid the nuisance generated by errors on the VAD stage.

A straightforward experiment to prove the validity of the iVector technique
consists on comparing the results when applying this approach and when not

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

37



8 Paula Lopez-Otero, Laura Docio-Fernandez, and Carmen Garcia-Mateo

Table 2. Pearson’s correlation coefficient obtained on the training dataset with differ-
ent iVector dimensions using manual VAD.

Dimension Arousal Valence Average

25 0.1963 0.1862 0.1912

50 0.1859 0.1905 0.1882
100 0.1847 0.1892 0.1870
150 0.1846 0.1868 0.1857
200 0.1863 0.1852 0.1857

applying it. Thus, results obtained with the GSV approach were compared with
those obtained when using the iVector approach. Table 3 supports the validity of
the iVector modelling, as the Pearson’s correlation coefficient of the estimation of
arousal and valence obtained with the iVectors representation is higher than that
obtained when modelling the speech segments with the GSV approach. Another
issue that must be noticed is the dramatic reduction of the dimensionality of
the vectors: while the dimension of the iVectors was 25, the GSV approach used
vectors of dimension 12288.

Table 3. Pearson’s correlation coefficient obtained on the development dataset with
and without using the iVector modelling.

VAD Approach Dimension Arousal Valence Average

Manual
iVectors 25 0.2041 0.1697 0.1869

GSV 12288 0.1717 0.1299 0.1508

Automatic
iVectors 25 0.1846 0.1575 0.1711

GSV 12288 0.1621 0.1264 0.1443

- Eigen-emotions 50 0.1721 0.1404 0.1562

The last step of this experimental validation of the iVector modelling for
emotion recognition was to apply an automatic VAD strategy to the development
segments, in order to observe the impact of making errors in the detection of
speech. The VAD strategy described in Section 2.1 was used for that purpose;
comparing the manual VAD to the automatic VAD results obtained with such
strategy, a missed speaker time of 18.6% and a false alarm speaker time of 1.8%,
with respect to the scored speaker time, were achieved. Table 3 shows that the
system presents some sensitivity to the VAD errors, as the Pearson’s correlation
coefficient is reduced by 0.015 when using iVectors and by 0.007 when using the
GSV approach. These errors are due to the missed speaker time, as there are
speech segments whose emotional dimensions are not being estimated because
they were labelled as non-speech.

Table 3 also shows the Pearson’s correlation coefficient achieved with another
subspace projection-based approach available in the literature, which used the
same experimental framework. This approach, namely eigen-emotions [17], shows
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similar results to those obtained with the GSV technique, but it is outperformed
by the iVectors representation.

6 Conclusions and future work

This work proposed the use of iVectors on the continuous emotion recognition
task, due to the ability of this paradigm to get rid of the speaker and channel
variabilities. The experimental results obtained in the framework of the AVEC
2013 affect recognition sub-challenge showed an improvement on the emotion
recognition results when using the iVector paradigm, as well as a huge dimen-
sionality reduction of the feature vectors used to represent the speech segments.
Hence, the experimental results suggest that the success achieved by the iVector
representation in different speech technologies tasks is extensible to the emotion
recognition field as well. Nevertheless, due to the temporary unavailability of the
groundtruth labels of the test data used in the AVEC 2013 evaluation, it was
not possible to compare these results to those obtained on the test data using
other systems, but a more extensive analysis of this approach will be performed
whenever these labels are available.

An automatic strategy to discriminate speech and non-speech was applied in
order to assess the performance of the proposed emotion recognition approach in
a realistic scenario; this procedure resulted in a slight reduction of the Pearson’s
correlation coefficient due to the errors on the voice activity detection module,
specially to the missed speech errors. Better strategies for voice activity detection
must be developed and incorporated to this emotion recognition system in order
to overcome this reduction of performance.
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Abstract. Adapting a trained model to a new scenario is a challeng-
ing issue in speaker verification. In this research, we show an ensemble
modeling procedure able to adapt previous trained models to different
conditions such as noise type or new database. The starting point of this
algorithm is a set of primary models from a general dataset constructed
by partitioning the data space according to a specific attribute. The re-
gions depend on a chosen attribute. For example, for a noisy condition
the partitions associate each SNR with a specific cluster; for a speaker
space, the clusters are computed linking the data with similar acous-
tic characteristics (similarity measure among speakers). The adaptation
to a new scenario is performed as a discriminative optimization, where
the model parameters update using the information of the positive and
negative samples of the new data. The results obtained showed that the
ensemble adaptation is a suitable solution for both: noisy and clean con-
dition. Our methodology outperforms traditional methods in ∼ 30% for
clean speech and ∼ 40% for noisy speech.

Keywords: speaker verification, noise condition, ensemble approach,
discriminative training

1 Introduction

Speaker Verification (SV) is a detection task which outcome is an acceptance
or rejection decision. The core of the current systems relies, in part or com-
pletely, on the correct model parameter estimation of two classes: targets and
imposters. These ideas have evolved from GMM-UBM (Gaussian Mixture Model
- Universal Background Model) approach [1], to the state-of-the-art factor anal-
ysis approaches [2]. However, the training of the models is still computationally
expensive and depends on the amount of data available.

? Thanks to Cátedra de Seguridad de la Información, Tecnologico de Monterrey, Cam-
pus Monterrey.
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A suitable solution, in this sense, is to find adaptation schemes that may
update the already trained models to new scenarios with minimum effort. These
new scenarios are, for example, a new database with and without noise. For
a clean speech situation, the actual state-of-the-art methods have shown to be
competitive [2]. By using the factor analysis approaches, the loading matrices
handle the variabilities among the target speakers, even when the data belong to
different databases. The noisy conditions are more challenging. In this respect,
there are just few studies that deal with noise from an entire SV point of view.
PRISM [3], was one of the first attempts to analyze the effect of the noise in
the current database. Several solutions with different flavors were explored af-
terwards. Examples of methods that treat the problem using factor analysis are
described in [4, 5]. Lately, techniques based on VTS (Vector Taylor Series) has
shown to be successful [6, 7].

Our research focuses on an alternative method to deal with new data. The
study is motivated by the fact that there are imposters that are more “likely”
to be confused with target speakers. Searching for that imposter-specific data
set might be exhaustive and time consuming. An ingenious manner to find those
imposters that can help to improve the target model is to partition the data
space. Computing specific imposter models for these new clusters and discrimi-
natively optimizing taking advantage of similarity measures reduces the number
of comparisons to be performed. In addition, the procedure also enhances the
target models. The idea was also extended to the condition scenario, i.e., the
target speaker is now a target condition (which may enclose: noise type or Sig-
nal to Noise Ratio) with its corresponding competing conditions. An interesting
partitioning-space approach was presented in [8]. This study clusters the space
based on a) the vocal tract lengths or b) by using the maximum likelihood lin-
ear regression (MLLR) to build a model for each partition. They showed that
by including a multiple background models the results improved in 13.65% and
15.43% for the Vocal Tract Length Normalization (VTLN) and the MLLR re-
spectively.

In next sections, we detail the algorithm. Section 2 describes the methodology
followed highlighting the training stage and the scoring procedure. Section 3
shows the experimental setup and gives the results obtained. Finally, section 4
gives the conclusion of this work and opens discussion for future research.

2 Methodology

In this section, we briefly explain the steps of the ensemble modeling approach to
perform the adaptation. We follow the research in [9, 10]. As shown in Figure 1
we first build an ensemble of the data space; i.e., the space is divided into regions
from which models are computed with the traditional techniques. The idea of
this first partition provides a fair coverage of the data space. Afterwards, the
method adapts the models to our new data, establishing a membership between
every new sample and a certain region (note that the new data includes positive
and negative samples). Next, we perform a discriminative optimization of the
model parameters using the new data. For the test stage, the system computes
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the scores taking into account each partition in the same way the UBM would
be used. After gathering all the scores and performing the fusion a final decision
is obtained.

Fig. 1. System architecture

2.1 First stage training: partitioning background space

The first step of our approach is to build a primary set of partitions (basic prior
partition with the same data used to compose the UBM), called ensemble, using
a known database. Let us define the partitions Ω1, · · · , ΩP from the signal space.
We explored two partition branches: supervised and unsupervised.

Supervised partitioning: The system has prior knowledge of the factors by
which we wish to partition the space data. Below we consider two mechanisms:
partition by noise and partition by speaker. Partitions may similarly be obtained
by other factors such as channel variations.

Environment-based partitions: We partition the signal space according to the
SNR. We divide the range of all possible SNR values into P intervals. Each
interval represents a partition of the signal space. Let SNRC

min and SNRC
max

represent the minimum and maximum SNRs associated with partition ΩC . A
signal X with signal-to-noise-ratio, SNRX , is assigned to a partition C such that
SNRC

min < SNRX ≤ SNRC
max. Note that partitions may also be formed based on

noise type, or other known characteristics of the noise. In this research, however,
we have only considered SNR.

Speaker partitions: We first compute a universal background model (UBM) from
unpartitioned data. We then use an agglomerative clustering procedure to cluster
speakers. Initially, each speaker forms his or her own cluster. From all the current
clusters, we select two clusters with the smallest distance and merge them (the
smallest distance may be computed using criteria as log likelihood, cross-entropy,
euclidean distance between the means, among others.) The procedure continues
until there is no cluster left. Agglomerative clustering iteratively merges the
closest clusters until the desired number of clusters (and consequently, partitions)
is obtained.
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Unsupervised Partitions: When a priori knowledge about the training record-
ings is unavailable, partitions may be formed by clustering them using unsuper-
vised methods. In this research we employed k-means as a clustering tool. The
designer first defines an appropriate number of clusters, K. We relate the clus-
ters according to a specific factor. For example, if we focus on noisy signals at
different SNR (from 0 to 20) a suitable value of K is five, so that it accounts for
five intervals. Once again, the factor by which partitions are formed can be con-
trolled by using an appropriate distance function. Generic clustering based on
Euclidean distances or likelihoods may be used to cluster the data by a dominant
factor.

For each cluster C, the UBM is adapted via MAP adaptation to learn a
model ΛC . Then, two are the input to the adaptation: the models ΛC and the
speakers models ΛS . The latter are obtained using MAP from the UBM. These
models will be adapted in a posterior stage to the new database or scenario.

2.2 Second stage training: Adaptation using the ensemble model

To perform the optimization we define the new positive and negative samples
from the targets (enrollment database) and imposters (speakers extracted that
are not in the enrollment database) . This procedure provides a natural way to
adapt the current models (ΛC and ΛS) to the new data.

We require each background model to be highly specific to the partition they
represent and the new data. Let XS represent the samples from speaker S ∈ S
and XS̄ the recordings from all imposters for S, i.e. X = XS ∪XS̄ . The system
establishes a rough membership (initialization) between every new sample to the
most likely cluster. XS belongs to a specific region Ωp,S and XS̄ belongs to Ωp,S̄ .

Each region is trained following the discriminative training procedure. Let ΛC
represent the model for a partition ΩC . Let χC represent all (training) recordings
assigned to ΩC (including X of the new dataset). For any partition ΩC , let

ΩC̄ =
⋃
C̄′ 6=C

ΩC̄′ (1)

represent the complement of ΩC , i.e. the union of all partitions that are not ΩC .

To perform the discriminative optimization, based on the minimization of
the empirical error, the system adopts a three element formulation including: a
set of discriminative functions, a missverification measure and a loss function:

1. Let g(χ;ΛC) = logP (χ;ΛC) be the discriminant function represent the log-
likelihood of any recording χ computed with the distribution for partition
ΩC .

2. Define d (χ,ΛC), a misclassification measure for how likely it is that a data
χ ∈ χC from ΩC will be misclassified as belonging to ΩC̄ as

d (χ,ΛC) = −g (χ;ΛC) +G (χ;ΛC̄) , (2)

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

44



Lecture Notes in Computer Science: Iberspeech 5

G (χ;ΛC̄) represents the combined score obtained from a partitions in ΩC̄ ,

G (χ,ΛC̄) = log

{
1

|ΩC̄ |
∑

C′:ΩC′∈ΩC̄

exp [ηg (χ,ΛC′)]

} 1
η

, (3)

where |ΩC̄ | is the number of partitions included in ΩC̄ , and η is a positive
parameter.

3. Define a new objective function for discriminative training of ΛC . This func-
tion takes the following form,

`(ΛC) =
1

|χC |
∑
X∈χC

1

1 + exp [−γ (d (χ,ΛC) + θ)]
, (4)

where |χC | represents the number of recordings in χC , and γ and θ are
control parameters.

Finally, the objective function in Equation 4 can be optimized by applying
the following generalized probabilistic descent (GPD) update rule for ΛC :

Λt+1
C = ΛtC − ε∇`(ΛC)|ΛtC . (5)

All of these models are GMMs, i.e., ΛC = {wCk , µCk , ΣC
k }, where wCk , µCk and

ΣC
k are the mixture weight, mean and covariance matrices of the k-th Gaussian

of the GMM for ΛC . To optimize for these individual parameters, the system

computes ∂`(ΛC)

∂wCk
, ∂`(ΛC)

∂µCk
and ∂`(ΛC)

∂ΣCk
. The solution is then plugged in for ∇`(ΛC)

in Equation (5). Details of the final solution of these gradient are shown in the
Appendix.

Once the Ensemble method is performed and the clusters refined according
to the new scenario, the system can be used in known methods such as Minimum
Verification Error (MVE) [11] and FA (Factor Analysis) approaches. We obtained
refined target and imposter models.

2.3 Minimum Verification Error (MVE) approach

The background models ΛC are obtained for all partitions. Next, the system
trains partition-specific target-speaker models, ΛCS by adapting the background
model ΛC and using a similar discriminative approach to train ΛC

S̄
. Note that we

consider the usual MVE approach [11] (the binary case), with just two classes.
In the test stage, the system obtains a score for each trial sample with respect
to every partition.

2.4 Factor Analysis approach

In the same way, the approach can be embedded in the JFA algorithm. Every
partition model is now a set treated separately. The system trains the loading
matrices V , U and D for each cluster and it computes the speaker factors for each
ΩC . In the test stage, the scores for a trial are obtained against each partition.
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2.5 Scoring method

In the test stage, the system performs a scoring method as in [9].
Given the pairs,

{ΛC1 , Λ
C1

S }, {ΛC2 , Λ
C2

S }, · · · {ΛCP , Λ
CP
S },

the set of background models for all P partitions and their corresponding partition-
specific target speaker models for any claimed speaker S, we can compute the
score θS(X) to be employed in the likelihood ratio test for any recording X in
one of several ways. Let

θSC(X) = logP (X|ΛCS )− logP (X|ΛC) (6)

be the likelihood ratio computed in the log domain from the models for partition
ΩC .

The final score, θS(X), for the target speaker with respect to the P models
is called fusion. For a trial j, target a, and P different scores, the linear fusion
is given by,

fj = α0 + α1a1,j + α2a2,j + ...+ αPaP,j . (7)

To obtain the α weights, we employ the logistic regression fusion as stated in
[12, 13]. Target speaker trial scores and imposter trial scores form two matrices:
A is a score matrix of P×K, where P are the different classifiers (partitions) and
K are the number of target trials, and B is a score matrix of P ×L, where L are
the number of imposter trials. Then, the objective logistic regression function
based on the cost is

C =
PT
K

K∑
j=1

log(1 + e−fj−logitPT ) +
1− PT
L

L∑
j=1

log(1 + egj+logitPT ), (8)

where PT is a prior target probability usually set to 0.5. The target and imposter
scores are given by,

fj = α0 +
N∑
i=1

αiai,j gj = α0 +
N∑
i=1

αibi,j . (9)

3 Experimental Setup

This section describes the databases used and the proposed architecture.

Baseline system: The target speakers were initially computed using MAP (all
data available for the 200 users was used to compute the models). The JFA
experiments employed 50 eigenchannels for the latent variable U and 100 for
the eigenvoices V . All the approaches that require an ensemble discriminative
optimization used the usual selection of cohort samples: 500 phrases from each
NIST 2004, 2005 2006, switchboard 1, switchboard 2 and 500 phrases from NIST
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2010 microphone (3000 phrases were used as imposter samples). For ensemble
modeling, we limited to five partitions of the UBM data space obtained from
NIST databases NIST 2004, 2005 2006, 2008 and 2010(microphone recordings)3.
The partitioning was performed blindly and supervised. The score outputs for
the different scoring strategies were fused.

3.1 Adaptation to Ahumada/Gaudi databases:

Ahumada and Gaudi are databases in Spanish [14]. Both databases were recorded
in Castilian Spanish under controlled conditions and include 200 male users for
Ahumada and 200 female users for Gaudi. The ensemble modeling adaptation us-
ing these databases represent our first attempt to extend our knowledge beyond
languages. We followed the description in [15, 14], but we selected 100 users from
each gender, from which imposters and target trials belong to matched and/or
mismatched conditions. All the files were downsampled (if needed to 8 kHz). The
feature vectors include 49 components: 16 static Cepstral, 1 log Energy, 16 delta
Ceptral coefficients, and 16 double delta Ceptral coefficients. Using the Baseline
system as a starting point (target models and partition models), we performed
the ensemble modeling method to produce enhanced scores.

Adaptation to noise conditions: We used babble noise, extracted from the
Aurora 2 database at different SNRS: 0,5,10,15 and 20 dB to be added to both
databases. These new sets will be employed as new scenarios In a first stage,
the ensemble training used five partitions to refine the models. The next stage
adapts the target and the imposter models for each of the clusters.

3.2 Results

Tables 1 and 2 describe the performance for the verification task using different
approaches. Separate results for male and female were computed. Maximum A
posteriori Adaptation (MAP) from a general UBM from another database caused
the EERs and minDCF to be higher than usual. Moreover, when applying ensem-
ble modeling adaptation the results outperformed the previous baselines. Tables
1 and 2 show the same tendency for the noise conditions. The discriminative op-
timization improved the results better than the FA approaches in general. Once
again, the best result was obtained using the ensemble method.

Figure 2 describes the relative improvements for Ahumada (male) database
highlighting the unsupervised partition (consider it to be a more real scenario).
Ensemble modeling resulted in greater improvements for the noise conditions.

Figure 3 shows the relative improvements for the clean and noise conditions.
The results for the Gaudi (female) database are slightly better than the ones
presented for Ahumada, but they follow the same tendency. Ensemble model-
ing approach provides a gain for both; moreover, we observe that the relative

3 The reason to use microphone recordings is that the baseline models contain different
channels.
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Clean Noise
EER minDCF EER minDCF

Baseline MAP 17.35 9.6 22.52 15.3

MVE 15.24 8.9 18.64 11.0

JFA 13.82 7.7 20.32 13.1

Ensemble MVE U 10.32 6.8 12.18 7.2

Ensemble MVE S 8.63 6.3 11.6 6.9

Ensemble JFA U 11.25 7.1 15.24 8.6

Ensemble JFA S 10.50 6.9 13.12 7.7

Table 1. Final results (EER and minDCF) for the Ahumada database.

Fig. 2. Relative improvement summary for the Ahumada database.

improvement is higher for the noisy condition. Note also that the greater im-
provements are presented by the combination of MVE and ensemble approach.
The discriminative optimization enhances both methodologies: JFA and MVE.

4 Conclusion

Adapting the model parameters from a baseline database to unknown data is
a challenging issue. In this paper, we showed an ensemble modeling approach
that naturally adapts for these new scenarios: new database or noise condi-
tions. Moreover, Gaudi and Ahumada databases add a new problem since the
adaptation has to deal with a new language. By partitioning the space in a
first stage of the training, the new specific background models have shown to
perform better adaptation than an isolated UBM. The results showed that the
method improves the baseline, but more importantly, the adaptation of the new
models gain specificity. For future research, the ensemble technique will decide
the number of clusters in an autonomous way. Moreover, channel types may be
examined in detail to have a complete system that can explored the data space
at different levels.
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Clean Noise
EER minDCF EER minDCF

Baseline MAP 16.5 9.3 21.26 14.7

MVE 14.4 7.9 17.45 10.6

JFA 12.4 6.6 19.1 12.4

Ensemble MVE U 9.2 6.0 11.08 6.6

Ensemble MVE S 8.9 5.8 10.88 6.3

Ensemble JFA U 11.05 6.8 13.65 7.7

Ensemble JFA S 10.94 6.5 13.20 7.2

Table 2. Final results (EER and minDCF) for the Gaudi database.

Fig. 3. Relative improvement summary for Gaudi database.

5 Appendix

The solution for the model parameters considers the following:

µ = σ µ̃, σ̃ = log(σ), w =
exp(w̃)∑K
k=1 exp(w̃)

.

For µ, a specific k, dimension d and to avoid bias, let

∇φ`(χ, µ̃k) =
1

|χC |
∑
X∈χC

γ`(1− `) wkN (χ|µk, σk)∑
k′ wk′ N (χ|µk′ , σk′)

(
χ

σk
− µ̃k

)
. (10)

For σk, let

∇φ`(χ, σ̃k) =
1

|χC |
∑
X∈χC

γ`(1− `) wkN (χ|µk, σk)∑
k′ wk′ N (χ|µk′ , σk′)

{(
χ− µk
σ̃k

)2

− 1

}
. (11)

Finally, for the set of weights wk,

∇φ`(χ, w̃k) =
1

|χC |
∑
X∈χC

γ`(1− `) N (χ|µk, σk)∑
k′ wk′ N (χ|µk′ , σk′)

. (12)
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Abstract. This paper summarizes a comprehensive statistical study of a set of 

glottal parameters with the ultimate aim of measuring their capacity to discrim-

inate and detect vocal pathology. The study is concentrated in the analysis of 

relevance of a set of parameters obtained from the analysis of phonated speech, 

specifically an open vowel as /a/. The speech signal was inversely filtered to 

obtain the glottal source, which on its turn was used to generate a set of 51 pa-

rameters, describing its biometrical and biomechanical properties. The study of 

relevance is based on correlation, factorial analysis, parametrical and non-

parametrical hypothesis tests, with the aim of assessing the patholog-

ic/normophonic condition of the speaker. The validation of the results is based 

on discriminant analysis. The conclusions allow establishing the most relevant 

parameters for pathological voice detection. These parameters get high classifi-

cation rates. 

Keywords: Glottal Parameters, Vocal Disease, Diagnostic Support, Discrimi-

nant Analysis 

1 Introduction 

Voice pathologies have become recently in a social problem that has reached a certain 

concern. Pollution in cities, smoking habits, air conditioning, etc. contributes to it. 

This problem is more relevant for professionals who use their voice frequently: 

speakers, singers, teachers, actors, telemarketers, etc. Therefore techniques that are 

capable of drawing conclusions from a sample of recorded voice are of particular 

interest for the diagnosis as opposed to other invasive ones, involving exploration by 

laryngoscopes, fiber scopes or video endoscopes, which are techniques much less 

comfortable for patients. Voice quality analysis has come a long way in a relatively 

short period of time. In regard to the diagnosis of diseases, we have gone in the last 

fifteen years from working primarily with parameters extracted from the voice signal 

(both in time and frequency domains) and with scales as GRBAS [1] drawn from 

subjective assessments by experts, to produce more accurate evaluations with esti-

mates derived from the glottal source. The importance of using the glottal source 

resides broadly in that this signal is linked to the state of the speaker's laryngeal struc-

ture. Unlike the voice signal (phonated speech) the glottal source, if conveniently 
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reconstructed using adaptive lattices, may be less influenced by the vocal tract [2]. As 

it is well known the vocal tract is related to the articulation of the spoken message and 

its influence complicates the process of voice pathology detection, unlike when using 

the reconstructed glottal source, where vocal tract influence has been almost com-

pletely removed. 

The estimates of the glottal source have been obtained through inverse filtering 

techniques developed by our research group, based on the original work of Alku [3, 

4]. We have also deepened into the nature of the glottal signal, dissecting it and relat-

ing it to the biomechanical parameters of the vocal folds, obtaining several estimates 

of items such as mass, loss or elasticity of cover and body of the vocal fold, among 

others. From the components of the glottal source also arise the so-called biometric 

parameters, related to the shape of the signal, which are themselves a biometric signa-

ture of the individual. We will also work with temporal parameters related to the dif-

ferent stages that are observed in the glottal signal during a cycle of phonation. Final-

ly, we will take into consideration classical perturbation and energy parameters [2, 5]. 

In short, we have now a considerable amount of glottal parameters in multidimen-

sional statistical basis, designed to be able to discriminate people with pathologic or 

dysphonic voices from those who do not show pathology.  

On the same line, authors like Kuo [6] have worked with glottal parameters and 

Discriminant Analysis, with the aim of separating healthy voices and voices with 

presence of nodules, achieving success rates of  95%. Oliveira Rosa [7], meanwhile, 

has investigated about the discriminatory power of some single parameters, conclud-

ing that jitter is the best of them, with a rate above 54%. 

This work addresses several issues: first, we will study the distribution of the pa-

rameters. We will take special care in the analysis of the difference between distribu-

tions from healthy subjects and the distributions from pathological subjects. To reach 

this goal we will use different statistical techniques such as: generation of descriptive 

items and diagrams, tests for normality and hypothesis testing, both parametric and 

nonparametric. These latter techniques consider the difference between the groups of 

healthy people and groups of people with an illness related to voice. 

In addition, we are interested in finding statistical relationships between parame-

ters. There are various reasons behind that: eliminate possible redundancies in the 

model, reduce the dimensionality of the problem and establish a criterion of relative 

importance in the parameters. The latter reason will be done in terms of discriminato-

ry power for the criterion pathological/healthy. To this end, statistical techniques such 

as Bivariate Linear Correlation and Factor Analysis based on Principal Components 

[8,9] will be applied. Finally, we will use the well-known technique of Discriminant 

Analysis [8,10] classification applied to different combinations of parameters and 

factors to determine which of these combinations offers more promising success rates. 

To perform the experiments we have used a balanced and robust database, consist-

ing of two hundred speakers, one hundred of them males and one hundred females. 

We have also used a well-balanced proportion where subjects with vocal pathology as 

well as subjects who don´t have a vocal pathology are equally represented. 

The different statistical analyses performed will allow us to determine what param-

eters contribute in a more decisive way in the detection of vocal pathology. The issue 
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of parameter selection will be left for future studies. Therefore, some of the analyses 

will even allow us to present a ranking of the parameters based on their importance 

for the detection of vocal pathology. On the other hand, we will also conclude that it 

is sometimes desirable to perform a dimensionality reduction in order to improve the 

detection rates. Finally, detection rates themselves are perhaps the most important 

conclusion of the work, so this article will be mainly focused on them. 

All the analyses presented in this work have been performed for each of the two 

genders in agreement with previous studies [11] showing that male and female gen-

ders should be treated independently, due to the observed functional differences be-

tween them. 

2 Glottal Parameters 

This work focuses primarily on the study of parameters extracted from the signal 

known as glottal source. Admittedly parameters obtained directly from the speech 

signal as perturbations in the fundamental frequency or amplitude, or as signal-to-

noise ratios or relationships established between the first harmonics and formants 

have been effective in their ability for the detection of pathology. However the pres-

ence of the vocal tract in the analyzed signal provokes some contamination due to 

acoustic-phonetic influences that vocal tract produces itself [2]. To avoid this effect, 

our research group has managed to estimate the signal known as glottal source model 

eliminating the transfer function associated with the vocal tract through the use of 

inverse filtering techniques. The glottal source is a direct consequence of the biome-

chanical behavior of the vocal folds, and can decompose into two different signals: 

the average acoustic wave, associated with the movement of the body of the vocal 

fold and mucosal wave, associated with the movement of the cover of the vocal fold 

[5].  

A set of new parameters were extracted from the glottal signals previously men-

tioned. These parameters can be classified according to their nature into the following 

groups [2]: 

 Disturbance and energy parameters: the first relate to the differences of different 

characteristic values of the glottal source with respect to the average values 

collected in their own environment; second collect values related to the mucosa 

wave or acoustic wave energy. We can see the list in Table 1.   

Table 1. Perturbation and energy parameters used in the study. Parameters 1-7 are estimated 

from the glottal source. 8 is estimated from the mucosal wave (MWC) and the average acoustic 

wave (AAW). 9-14 are estimated from the mucosal wave. The set numbering is internal. 

Nº Disturbance and energy parameters 

1 Pitch  

2 Jitter 

3 Amplitude Shimmer 

4 Slenderness Shimmer 

5 Area Shimmer 
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Nº Disturbance and energy parameters 

6 Ratio Diff. Closure Spike Amp. Neighbours Avg. Value 

7 Ratio Diff. Closure Spike Slenderness Amp. Nbr. Avg. Value 

8 Ratio Energy MWC/AAW                  

9  Ratio 2nd. Harm / Fundamental MWC 

10  Ratio 2nd. Harm. / 1st. Harm MWC     

11 1st. Energy Bin MWC           

12 2nd. Energy Bin MWC           

13 3rd. Energy Bin MWC           

14 4th. Energy Bin MWC           

 Spectral or biometric parameters: related to the characteristic shape associated to 

the envelope of the glottal source power spectral density. We can see the list in Ta-

ble 2.    

Table 2. Biometric parameters used in the study. All parameters are estimated from the enve-

lope of the power spectral density (PSD) of the glottal source. The set numbering is internal, 

and takes into account other parameters that are working on this work. 

Nº Biometrical Parameter Nº Biometrical Parameter 

15  PSD Origin Amplitude Relative 25  PSD Initial Min. Position Relative 

16  PSD Initial Min. Amplitude Relative 26  PSD 1st Max. Position ABS 

17  PSD 1st Max. Amplitude ABS 27  PSD 1st Min. Position Relative 

18  PSD 1st Min. Amplitude Relative     28  PSD 2nd Max. Position Relative 

19  PSD 2nd Max. Amplitude Relative   29  PSD 3rd Max. Position Relative 

20  PSD 3rd Max. Amplitude Relative      30  PSD 2nd Min. Position Relative 

21  PSD 2nd Min. Amplitude Relative      31  PSD 4th Max. Position Relative 

22  PSD 4th Max. Amplitude Relative      32  PSD End Val. Position Relative 

23  PSD End Value Amplitude Relative      33  Slenderness of the 1st V notch  

24  PSD Origin Position Relative 34  Slenderness of the 2nd V notch  

 Biomechanical parameters: related to mechanical properties directly associated 

with the vocal folds: mass loss and elasticities and their unbalances. Referred to 

both the body and the cover of the vocal fold. We can see the list in Table 3. 

Table 3. Biomechanical parameters used in the study. 35-40 are estimated from the envelope of 

the power spectral density of the average acoustic wave. 41-46 are estimated from the envelope 

of the power spectral density mucosal wave. The set numbering is internal, and takes into 

account other parameters that are working on this study. 

Nº Biomechanical parameter Nº Biomechanical parameter 

35 Body Mass         41 Cover Mass                

36 Body Losses  42 Cover Losses             

37 Body Stiffness 43 Cover Stiffness           

38 Body Mass Unbalance 44 Cover Mass Unbalance 

39 Body Losses Unbalance 45 Cover Losses Unbalance 

40 Body Stiffness Unbalance  46 Cover Stiffness Unbalance 
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 Temporal parameters: related to singular points extracted from the time domain 

representation of a cycle of the glottal source phonation. We can see the list in Ta-

ble 4. 

Table 4. Temporal parameters used in the study. All parameters are estimated from the mucosal 

wave and its derivative. The set numbering is internal, and takes into account other parameters 

that are working on this study. 

Nº Temporal Parameter 

47  Open Phase Time      

48  Closed Phase Time    

49  Recovery Phase Time  

50 1st Max. Position Mucosal Wave Correlate      

51 2nd Max. Position Mucosal Wave Correlate      

3 Materials and methods 

The protocol used in the experimentation is based on the following steps:  

1. Descriptive analysis of the parameters, paying special attention to the separation 

between the two main groups in our study: people with speech pathology and peo-

ple free from speech pathology. 

2. Tests of normality of the parameters, taking into account the distinction made in 

the previous section.  

3. Mean difference parametric test (Student's t) between the two groups mentioned 

above. The extent complementary effect size analysis was also included to assess 

the relevance of the differences found. Levene’s test for homogeneity of variances.  

4. Nonparametric contrasts between the two groups mentioned. In particular, tests of 

Mann-Whitney, Moses, Kolmogorov-Smirnov and  Wald-Wolfowitz. These tests, 

as well as the ones mentioned in the previous point were performed on all parame-

ters, in order to facilitate the comparison of results. 

5. Bivariate linear correlation studies between the different parameters, and also be-

tween each of them and the criterion of belonging to the group of healthy subjects.  

6. Factor Analysis based on Principal Components applied on the full set of parame-

ters, and also on significant subsets thereof.  

7. Discriminant Analysis on the full set of parameters and on significant subsets 

thereof. We will also apply this analysis to the factors obtained in the previous sec-

tion. 

The last of the steps above is the core of the study, on which it is mainly based, for 

two main reasons: it offers detection rates, one of the main objectives we pursued. 

Besides, Discriminant Analysis is related with the previous techniques performed, 

since the results given by those are frequently used to determine the inputs of the 

Discriminant Analysis. For example, we have carried a test out using the parameters 
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whose effect size rank has achieved the highest values. We have also performed a test 

using the parameters whose correlation index is highest, and so on.1 

 

The database used for the study is a corpus of 200 subjects (100 male and 100 fe-

male), created by our research group, which evenly distributes the presence and ab-

sence of vocal pathology. Thus, the database can be described as: 50 non-pathological 

female subjects, 50 pathological female subjects, 50 non-pathological male subjects 

and 50 male pathological subjects. This data will be split in two sets for Discriminant 

Analysis: train and test. We have tried several sizes for the sets, in different experi-

ments, but the more frequently proportion used is ninety per cent for training - ten per 

cent for testing.  

The majority of studies analyzes data collected from male and from female inde-

pendently. In general, the need for male and female samples to reach general conclu-

sions is well known [11]; also the research in this field recommends taking into con-

sideration the different physiological characteristics of both genders. The ages of the 

subjects range from 19 to 56, with a mean of 30.02 years and a standard deviation of 

9.94 years. Normal condition has been determined by electroglottography, video-

endoscopy and evaluation GRABS. Also, previously, some criteria that patients must 

meet to fulfill such a condition were established: 

 self-report not having any laryngeal pathology;  

 have a voice according to gender, age and cultural group speaker, plus a suitable 

pitch, timbre, volume and flexibility of diction;  

 be a non-smoker;  

 no history of any surgery related to any laryngeal pathology.  

 no history of endotracheal intubation in the last year.  

Concerning pathological cases, the sample set contains about the same number of 

mild (functional) and moderate pathology grades, comprising polyps, nodules and 

Reinke’s edemae. The recording protocol comprises three different utterances of the 

vowel /ah/ with duration longer than three seconds, taken with a headset microphone 

placed 10 cm from the speaker's mouth. The signals were sampled at 44100 Hz, lately 

undersampled to 22050 Hz. The resolution used was 16 bits. The recordings were 

performed using the external sound board Creative Studio. Segments of 0.2 seconds 

long were extracted from the central part (the more stable) for analysis and parameter-

ization. These segments included a variable number of cycles of phonation: about 

twenty in male voices, with a fundamental frequency of 100 Hz and about forty in 

female voices, with a fundamental frequency of 200 Hz [5]. 

                                                        
1The full details of the work exceed the scope of this article. They will be addressed in future 

works. 
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4 Results 

This section is dedicated to show the results from the most important study: Discrimi-

nant Analysis. This study aims to measure the classification ability from the different 

combinations of parameters. It also measures factors used to consider the fact of hav-

ing or not having a vocal pathology. 

These combinations were chosen based on three main reasons: first, the use of pa-

rameters and factors from the parameters with no prior assumption; second, the nature 

of the parameters and factors, i.e., the family from which they come from: perturba-

tion/energy, biometric, biomechanical and temporal; third, the statistical results of 

previous studies made. Remarkably, we performed a double study in the latter case, 

based first in considering the best parameters of each test (and the factors extracted 

from these parameters), and secondly to consider all parameters (and related factors) 

except the worst from each test. Only in the study related to boxplots it was not possi-

ble to make this distinction, because only two categories for qualitative parameters are 

set in the mentioned study.  

We will highlight one study that has been carried out using all parameters except 

the one labeled with code 024 (mucosal wave power spectral density origin position, 

relative value). The reason to exclude this parameter was found in the study related to 

partial correlation. This study advises the exclusion of the parameter. The list of the 

studies that have been conducted can be seen in Table 5, which also reports the aver-

age detection rate achieved in each case (this overall rate has been calculated as the 

arithmetic mean between the rate for selected cases, the rate for unselected cases and 

the rate for a process of cross-validation). The latter rate is also presented in Table 5, 

as a measure of additional test. Finally, we would like to emphasize that the whole 

study is divided into two parts: male and female data. 

Table 5. Tests and detection rates obtained for the bases of male and female data 

TEST Female data  Male data  

 Avg. 

Value 

(%) 

Cross 

Valid. 

 (%) 

 

Avg. 

Value 

(%) 

Cross 

Valid. 

 (%) 

All the parameters  90.8  86.4 88.2 82.1 

All the factors 95.9 95.6 87.4 86.5 

PERTURBATION/ENERGY Factors   84.4 84.8 82.5 82.1 

BIOMETRICS Factors 87.2 87.0 73.5 73.1 

BIOMECHANICS Factors 86.0 85.2 82.2 82.2 

TEMPORAL Factors 73.7 73.1 65.5 65.2 

PERTURBATION/ENERGY Parameters   85.8 84.9 81.6 80.3 

BIOMETRICS Parameters 89.5 86.6 85.5 79.4 
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TEST Female data  Male data 

 Avg. 

Value 

(%) 

 

Cross 

Valid. 

 (%) 

Avg. 

Value 

(%) 

Cross 

Valid. 

 (%) 

BIOMECHANICS Parameters 91.1 89.8 86.1 83.8 

TEMPORAL Parameters 77.2 75.9 69.8 68.3 

NO PERTURBATION/ENERGY Parameters   90.0 86.0 87.1 82.4 

NO BIOMETRICS Parameters 93.2 89.9 87.2 84.3 

NO BIOMECHANICS Parameters 91.4 87.8 83.1 75.4 

NO TEMPORAL Parameters 90.3 87.0 90.0 85.8 

NO PERTURBATION/ENERGY Factors   90.1 88.9 81.4 80.7 

NO BIOMETRICS Factors 93.8 92.9 86.7 86.6 

NO BIOMECHANICS Factors 94.1 93.5 86.7 85.4 

NO TEMPORAL Factors 93.1 92.2 85.3 83.5 

ALL Parameters EXCEPT 24 91.0 88.1 88.1 82.8 

ALL Factors EXCEPT 24 95.9 95.6 87.3 86.0 

Best Parameters BOXPLOT  92.9 91.6 87.4 87.3 

Best Factors BOXPLOT  92.1 91.6 85.3 85.0 

Best Parameters DISTRIBUTION DIFFERENCE  91.6 88.6 87.3 86.2 

Best Factors DISTRIBUTION DIFF.  92.9 92.9 84.7 83.5 

Best Parameters EFFECT SIZE 92.4 91.4 83.7 81.3 

Best Factors EFFECT SIZE  91.1 90.5 82.0 80.8 

Best Parameters HEALTH CORRELATION  88.3 87.1 84.7 84.1 

Best Factors HEALTH CORR. 87.7 87.5 85.1 85.1 

Worst Param. Excluded DISTRIBUTION DIFF.  91.1 87.1 86.4 83.1 

Worst Factors Excluded DISTRIBUTION DIFF.  95.5 94.5 88.0 87.7 

Worst Parameters excluded EFFECT SIZE 92.2 87.5 88.8 83.4 

Worst Factors Excluded EFFECT SIZE  94.8 94.0 86.8 87.5 

Worst Parameters Excluded HEALTH CORR.  91.5 88.1 86.4 82.0 

Worst Factors Excluded HEALTH CORR.  94.4 93.2 87.2 86.9 

 

The results of the different Discriminant Analysis studies will allow us to conclude 

that for the female database, the best combinations obtained are:  
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1. Using the factors extracted from all the glottal parameters except labeling number 

242: mucosal wave power spectral density origin position, relative value (overall 

measure: 95.9%). 

2. Using the factors extracted from all the glottal parameters (overall measure: 

95.9%). 

3. Using the factors extracted from all considered parameters except the worst from 

the study that takes into account the difference in the distributions: slenderness 

shimmer and ratio mucosal wave correlate / average acoustic wave energy, labeled 

with the numbers 4 and 8, respectively (overall measure: 95.5%).  

Regarding the male database, the best combinations obtained are:  

1. Using all the glottal parameters except the so-called temporals (overall measure: 

90.0%).  

2. Using all parameters except the worst seen from the study that takes into account 

the effect size: amplitude of the first maximum, slenderness shimmer, slenderness 

of the first groove, vocal fold body mass, vocal fold body elasticity, ratio of the dif-

ference between the closure spike amplitude of neighbor cycles with respect to 

their average value and ratio mucosal wave correlate / average acoustic wave ener-

gy, labeled with the numbers 17, 4, 33, 35, 37, 6 and 8, respectively (overall meas-

ure: 88.8%).  

3. Using all the glottal parameters (overall measure: 88.2%). 

The results show some interesting issues: 

 

 We obtain better rates with female data than with male data, in all cases.  

 Cross validation rates are quite high, they are comparable to the average values. 

 Temporal parameters seem to have less discriminatory power than those of the 

other categories. 

 Factors work better with female data; parameters work better with male data. 

 The best results are achieved using a large number of parameters (or factors). In 

fact, the use of all parameters (or factors) reaches one of the best results in both da-

tabases. The statistical experiments performed can adjust these results, sometimes 

improving the rates obtained by eliminating the least favorable parameters for each 

study.  

 Not contradicting the previous point, the categories of parameters considered are 

able to obtain high classification rates by themselves. 

5 Conclusions 

We have carried out a comprehensive statistical study of glottal parameters using a 

database composed of individuals of both genders. The study has mainly focused on 

                                                        
2 Recall that the motivation to eliminate this parameter is found in studies of partial correlation. 
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finding out the most suitable parameters to discriminate pathological and non-

pathological voices, using the Discriminant Analysis technique. 

Thus, the above mentioned technique applied to different combinations of the pa-

rameters and factors allows us to conclude that the use of these parameters reached 

high rates of success in regard to the detection of pathologies of the vocal apparatus.  

Specifically, for the female database, the combination that provides a higher rate of 

success is the one that considers extracted factors from all parameters used in the 

study except the so-called “mucosal wave power spectral density origin position, 

relative value”. On the other hand, the best combination of male data is achieved 

when all parameters are used except the so-called temporal.  
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Abstract. This work analyses the use of clustering as an unsupervised
approach to exploit unlabelled speech in speaker verification. Particu-
larly, we apply Agglomerative Hierarchical Clustering (AHC) over a large
set of unlabelled i-vectors to discover the underlying speaker identities
they belong to. Then, we use those new learned identities as the ground
truth for a subsequent supervised stage based on Linear Discriminant
Analysis. Experiments are conducted on data belonging to NIST SRE
2012 following the protocol defined in the related NIST i-vector Machine
Learning Challenge 2014. Results show how the proposed unsupervised
stage properly exploits unlabelled speech data without a significant loss
of performance (∼ 7% in terms of EER) with respect to a baseline system
where correct labels are provided.

Keywords: Clustering, Speaker Recognition, AHC, LDA.

1 Introduction

Most of the approaches of state-of-the-art speaker recognition systems rely on
speaker labelled data. However, the labelling process implies a big amount of
resources as human assistance, specially when large databases are needed to
achieve high-accurate performance.

We analyse in this work the use of clustering as an unsupervised stage to
group speaker identities from unlabelled data. Those new learned labels are
used as a ground-truth for a subsequent supervised scheme.

This issue has been recently approached in the NIST i-vector Machine Learn-
ing Challenge [14, 7], where participants were asked to develop speaker recogni-
tion systems from unlabelled i-vectors [4].

Motivated by this, we present an analysis of the influence of a clustering
stage in order to label i-vectors to train a speaker recognition system based on
cosine scoring over channel-compensated i-vectors by using Linear Discriminant
Analysis (LDA) technique. Moreover, this could be extend to use its probabilistic
variant, Probabilistic Linear Discriminant Analysis (PLDA) [11], widely used to
deal with speaker recognition tasks.
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2 Speaker Clustering for Variability Subspace Estimation

As reference, a system from manually labelled i-vectors has been considered
and compared with the performance of the same system but from automatically
labelled data.

In order to evaluate the performance of our clustering algorithm, we use a
subset belonging to NIST SRE’12 [13, 7] to perform the experiments.

The rest of this paper is organized as follows. The clustering algorithm used is
introduced in Section 2 and the i-vector extraction process is briefly described in
Section 3. Then, the speaker recognition systems and the performance measures
employed are presented in Sections 4 and 5, respectively. Finally, in Sections 6
and 7, results and conclusions of this work are presented.

2 Agglomerative Hierarchical Clustering

The Agglomerative Hierarchical Clustering (AHC) algorithm is a well-known
unsupervised algorithm used in many machine learning tasks. We briefly describe
its basis in this section.

As an agglomerative approach, each observation is initialised as a cluster
or group. Then, those clusters are iteratively grouped in pairs according to a
defined distance (or similarity) measure, so that the two closest groups create a
new cluster that groups both of them.

Several distance measures can be chosen to compute the distance between
two data points (xi, xj). Most common ones are cosine distance and euclidean
distance, defined as follows:

dcosine = 1−
xix

t
j√

(xixt
i)(xjxt

j)
(1)

deuclidean =
√
(xi − xj)(xi − xj)t (2)

Another key aspect of AHC is the method used to group two clusters (r
and s). This method is known as linkage method. We chose the Unweighted
Pair Group Method With Averaging (UPGMA, Eq. 3) and its weighted version
(WPGMA, Eq. 4) due to the fact that both methods provide robustness against
outliers. These two distances are defined as:

dUPGMA(r, s) =
1

nrns

nr∑
i=1

ns∑
j=1

d(xri, xsj) (3)

dWPGMA(r, s) =
d(p, s) + d(q, s)

2
(4)

where nr and ns are the number of objects in clusters r and s, respectively,
and xri is the ith data point in cluster r. Finally, it is assumed that cluster r was
created by combining clusters p and q, so that the definition of the WPGMA
distance is recursive.
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Speaker Clustering for Variability Subspace Estimation 3

As an stopping criterion to get final cluster, we considered the following two.
Firstly, the maximum number of final clusters was provided considering that
the number of speakers is known. However, if we want to perform a complete
unsupervised clustering stage, this number should be considered unknown too.
Then, the maximum distance among clusters to group was used in the second
set of experiments.

The main issue of this last criterion is how to fix the value of that maximum
distance to reach good clustering performance. In this work, that parameter was
set empirically according to nearest neighbours distances in the development
dataset.

3 I-vectors Extraction

The i-vectors extraction process used in this work is as follows.
First, a Wiener filter (ICSI [2]) is used to reduce noise of audio files, followed

by a stage of Voice Activity Detection (VAD) consisting in a combination of
a simple VAD based on energy and a VAD SoX tool [1]. Then, a Hamming
window of 20 ms with 10ms of overlap is applied. Resulting frames of speech
are parameterized (19 MFCC + c0 + delta) and channel-compensated (Cepstral
Mean Normalization [5], RASTA [8] and Feature Warping are applied [15]).

Then, a gender independent Universal Background Model (UBM) of 2048
Gaussian components is trained using a subset of the development data from
NIST Speaker Recognition Evaluations (from SRE’04 to SRE’10).

Finally, a Total Variability scheme was employed. This scheme shares the
same principles as Joint Factor Analysis (JFA) systems [10, 16], where variability
(speaker and session) is supposed to be constrained, and therefore modelled, in
a much lower dimensional space than the GMM-supervector space. However,
unlike JFA, a total space (represented by a low-rank T matrix), which jointly
includes speaker and session variability is computed instead of computing two
separate subspaces as in JFA (matrices U and V). The T matrix (600 dimensions)
obtained is gender independent, and it was trained with the same data used to
train the UBM.

Furthermore, whitening and length normalization [6] were applied to the
resulting i-vectors in order to deal with non-Gaussian behaviour of i-vectors
distribution and palliate duration variability of utterances.

4 Speaker Recognition System

In this work, a Linear Discriminant Analysis (LDA) modelling has been used in
order to compensate the speaker inter-variability. Thereby, a LDA matrix of 400
dimensions was trained with the development i-vectors and their corresponding
speaker identity labels (manually or automatically obtained). Then, the devel-
opment, model and test i-vectors are projected to this new space and a simple
cosine score over the resulting transformed data has been performed.
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It should be pointed out that as the SRE’12 task considered multi-training,
i.e. more than one i-vector to obtain the speaker model, each speaker model has
been obtained by averaging all the i-vectors belonging to the same speaker.

5 Performance Measures

Two stages of the speaker recognition system are separately evaluated: the clus-
tering algorithm and the speaker verification task.

5.1 Clustering Performance

Two measures have been selected to measure how well the i-vectors are grouped
according to speaker identities, both of them described in [12].

– Cluster impurity, a measure of how many speakers have been grouped within
the same cluster.

– Class impurity, which shows whether the i-vectors of the same speaker have
been assigned to just one cluster or more.

Both are complementary, so the best working point is considered as the one
where both of them are minimum over the dataset.

5.2 Speaker Recognition Systems Performance

In order to measure the performance achieved by the whole speaker recognition
system when facing the speaker verification task, three metrics have been con-
sidered: the Equal Error Rate (EER); the minimum of the decision cost function
(DCF) defined as The NIST i-vector Machine Learning Challenge 2014 [14]; and,
finally, the minimum of the log-likelihood ratio cost (minCllr) [3].

6 Experiments and Results

6.1 Experimental Framework

We perform experiments using a subset of the NIST SRE’12 database. In par-
ticular, three separate subsets have been considered:

– Development set: Used to train the LDA matrix. It consists of 38766 ut-
terances of approximately 10, 30 and 150 seconds of duration from 1775
speakers. These utterances have been automatically labelled by using AHC
algorithm to performed the experiments. For some experiments, i-vectors
computed from utterances of less than 30 seconds of duration have been
discarded. This was motivated by the fact that i-vectors coming from short
utterances are less reliable [9] and could be affecting the performance of the
clustering algorithm or the LDA training stage. When these utterances are
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discarded, 27401 i-vectors remain for the development of the system and the
number of speakers remains the same. For the whitening of the data in the
speaker recognition system, the whole development set has been used.

It should be taken into account that this dataset is a subset of the develop-
ment set provided by NIST in SRE’04, SRE’05, SRE’06, SRE’08 and SRE’10,
and half of the speakers given as training data in SRE’12. All the speakers
considered satisfy the constraint of having at least 8 utterances.

– Train set or model set: Used to create the speaker models by averaging
the i-vectors corresponding to each target speaker. It has 14693 utterances
belonging to 959 different speakers, which correspond to the other half of
speakers from the training data of SRE’12 that have not been used in the
development set.

– Test set: It consists of 16218 utterances of 300 seconds of duration used
to evaluate the performance of the speaker recognition system. These data
come from the test dataset of NIST SRE’12.

All the speech considered in this work corresponds to telephone speech, and
therefore, there is not channel mismatch among development, train and test
data.

In this work, we applied clustering over i-vectors. The cosine distance consid-
ers only the angle between the two i-vectors and, then, provides independence of
the i-vector magnitude, which is believed to be related to the channel informa-
tion [4]. Thus, removing the magnitude improves the robustness of the i-vector
system, so that cosine distance has been used in the experimental part of this
work. The euclidean distance (Eq. 2) was also used performing a previous stage
of length normalization over the i-vectors, but the performance was similar to
the case of cosine distance, so the last one was selected.

Regarding the linkage method, the performance of initial experiments was
slightly better with the UPGMA method, so that most of the experiments of
this work are based on this type of linkage.

6.2 Baseline and Reference Systems

Considering the problem of no having development labels and that we just use
the training and the test datasets to perform the speaker recognition task, the
best we can do is to compute the cosine score between the model and the test i-
vectors. This system will be considered the baseline that we want to outperform
by using the development dataset. The results with this kind of scoring are shown
in Table 1.

As reference system to compare with, we consider a simple LDA-based speaker
recognition system, where the LDA matrix has been trained with real (manually
labelled) speaker identity labels. The results of this system considering differ-
ent development subsets are shown in Table 1. These results represent a lower
bound, i.e., the best we can do with an ideal clustering.

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

65



6 Speaker Clustering for Variability Subspace Estimation

EER(%) minDCF minCllr

Baseline 7.13 0.510 0.233
Ref. 1 5.61 0.451 0.187
Ref. 2 5.32 0.436 0.180

Table 1: Baseline system based on cosine scoring and reference systems (Ref. 1 and Ref.
2) based on LDA-cosine scoring. Ref. 1 system was trained with the whole development
set while Ref. 2 system was train with utterances of more than 30 seconds of duration.

6.3 Experiments over Automatically Labelled i-vectors

We have considered a first preliminary set of experiments where we suppose that
the number of speakers is known. This means that the stopping criterion used
in the AHC algorithm is the maximum number of clusters to create (equal to
1775 in our case). These experiments have been performed in order to select
the parameters of the clustering algorithm, which are the distance measure and
the type of linkage method. Results of the LDA system can be seen in Table 2.
The whole development dataset has been employed. In the case of the euclidean
distance experiments, i-vectors have been previously length normalized.

The best results were obtained when using cosine distance and UPGMA as
linkage method or euclidean distance and WPGMA. Since the results are pretty
similar for these two configurations and the typical distance measure in the i-
vector space is the cosine distance, we select this for the further experiments in
this paper.

In the second set of experiments, the number of speakers is considered un-
known. Then, the stopping criterion chosen is the maximum distance to continue
grouping clusters. The value of this parameter (known as cutoff ) was heuristi-
cally obtained, although the range of values was limited by computing distances
to nearest neighbors in the development set.

Different experiments were performed according to this. The specific config-
uration of each experiment is shown in Table 3, as well as the resulting impurity
values of the clustering obtained. Results can be seen in Table 4. The first row
(EXP 1) corresponds to the results obtained by using the whole development
dataset with the value of cutoff that gave us the best performance. In the second

AHC params LDA-based System

Distance Linkage EER(%) minDCF minCllr

Cosine
UPGMA 6.93 0.472 0.220
WPGMA 6.95 0.504 0.226

Euclidean
UPGMA 7.13 0.480 0.231
WPGMA 6.26 0.500 0.220

Table 2: Performance of LDA-based system considering that the number of speakers is
known when performing the clustering stage.
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Clust.Data Pre-Whitening Cutoff #Clusters Dev.Data Impurities

EXP 1 All No 0.76 3396 All 0.29
EXP 2 All Yes 0.91 2669 All 0.21
EXP 3 All Yes 0.91 1573 Clusters≥ 8 0.12 / 0.19
EXP 4 >30s Yes 0.88 2120 >30s 0.12

Table 3: Configuration and resulting impurities of each experiment when the number
of speakers is considered unknown. It should be pointed out that class and cluster
impurities are the same in the chosen points for experiments 1, 2 and 3.

EER(%) minDCF minCllr

Baseline 7.13 0.510 0.233

EXP 1 7.09 0.494 0.226
EXP 2 5.91 0.467 0.198
EXP 3 5.92 0.455 0.198
EXP 4 5.91 0.463 0.198

Ref. 2 5.32 0.436 0.180

Table 4: Performance of LDA-based system considering that the number of speakers is
unknown when performing the clustering stage.

experiment (EXP 2), a whitening operator was applied to i-vectors previously
to the clustering stage, which has shown to be advantageous for the algorithm.
In the third one (EXP 3), clusters with less than 8 i-vectors were discarded in
order to remove what could be noisy data. And finally, the last row (EXP 4)
of the table shows the results obtained when data of less than 30 seconds were
discarded and development data were whitened before the clustering stage.

Additionally, impurity curves were computed, and the value of cutoff that
minimized both cluster and class impurities was the same that the one that gave
us the best performance after several experiments with different values of that
parameter.

The mentioned curves are presented in Figure 1. According to them, both
applying the whitening operator and discarding short i-vectors resulted in im-
provements of the performance of AHC algorithm. This leads to improvements
in the performance of the speaker recognition systems, as we can see in Table 4.

7 Conclusions

In this work, we have presented the use of a well-known hierarchical clustering
(AHC) approach to group i-vectors according to speaker identity. Once they have
been labelled, a speaker recognition model has been trained and evaluated. The
results have been compared to a reference system that has been trained using
the actual speaker labels provided by NIST.
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Fig. 1: Cluster and class impurities for different values of cutoff parameter of AHC
algorithm. Each graphic corresponds to a different development set and different pre-
processing of data according to the developed experiments: (1) all development set
without any pre-processing stage; (2) all development set, previously whitened; (3)
just data of more than 30 seconds, previously whitened.

It should be highlighted that the performance of the system trained with
estimated labels is pretty similar to the one obtained with the real labels. This
can be considered as an important advantage since it allows taking advantage of
unlabelled data to train speaker recognition systems with little loss in terms of
performance. It also means that the system is robust to incorrect labelled data.
Moreover, it has been observed that this approach presents robustness against
the number of clusters created as well and it does not seem a critical factor when
referring to speaker recognition system performance.

Furthermore, the performance yield by LDA-based systems trained over es-
timated labels is higher than the simple cosine scoring (baseline system), which
means that using development data is beneficial to the speaker recognition task
even though the speaker clusters are not completely accurate.

As future work, we propose to extend this to more complex speaker recogni-
tion systems, such as Probabilistic Linear Discriminant Analysis (PLDA), and
also, to perform experiments using other techniques such as Support Vector
Machines (SVM).
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Analysis of Complexity and Modulation Spectra
parameterizations to characterize Voice
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Abstract. Disordered voices are frequently assessed by speech patholo-
gists using acoustic perceptual evaluations. This might lead to problems
due to the subjective nature of the process and due to the influence of ex-
ternal factors which compromise the quality of the assessment. In order
to increase the reliability of the evaluations the design of new indicator
parameters obtained from voice signal processing is desirable. With that
in mind, this paper presents an automatic evaluation system which emu-
lates perceptual assessments of the roughness level in human voice. Two
parameterization methods are used: complexity, which has already been
used successfully in previous works, and modulation spectra. For the lat-
ter, a new group of parameters has been proposed as Low Modulation
Ratio (LMR), Contrast (MSW) and Homogeneity (MSH). The tested
methodology also employs PCA and LDA to reduce the dimensionality
of the feature space, and GMM classifiers for evaluating the ability of
the proposed features on distinguishing the different roughness levels.
An efficiency of 82% and a Cohen’s Kappa Index of 0.73 is obtained us-
ing the modulation spectra parameters, while the complexity parameters
performed 73% and 0.58 respectively. The obtained results indicate the
usefulness of the proposed modulation spectra features for the automatic
evaluation of voice roughness which can derive in new parameters to be
useful for clinicians.

Keywords: GRBAS, Complexity, Modulation Spectra, Kappa Index, GMM,
voice pathology, Roughness.

1 Introduction

Voice pathology assessment aims at diagnosing and evaluating the condition
of patients with vocal pathologies, in order to find an appropriate treatment
for their disorders. On this context, speech pathologist often employ perceptual
analysis of patient’s phonation to indicate the perceived level of perturbation of
the voice. In these cases, specialists listen to the voice of the patient producing
a sustained vowel or reading a particular passage and rate it conforming to a
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specific procedure. Most of the times, a numeric value is assigned according
to the dysfunction level, where one of the most used rating scale is GRBAS
[1]. This scale is divided into five traits which evaluate different speech quality
characteristics: Grade (G), Roughness (R), Breathiness (B), Aesthenia (A) and
Strain (S).

Each characteristic ranges from 0 to 3, where 0 indicates no affection, 1
slightly affected, 2 moderately affected and 3 severe affected voice regarding to
the corresponding trait.

The main issue affecting the perceptual analysis of voice quality is the in-
herent subjectivity of the process, where external factors might compromise the
quality of the assessment, such as the assessor’s mood, its background training,
fatigue, stress or cultural issues, among many others [2, 3].

With this in mind, acoustic analysis of voice signal techniques might be
considered for reducing the uncertainty of perceptual evaluations. The acoustic
analysis is widely used as a tool for monitoring the patient’s evolution after the
application of a treatment, mainly due to the simplicity of the process, as well
as its low cost and non-invasiveness. Therefore its use in quality assessment of
voice might be beneficial to clinicians, giving them tools to perform evaluations
in a more objective and reproducible manner.

By using classification systems which emulate a perceptual evaluation it
might be possible to identify new acoustic features or parameterizations which
could be used by clinicians as a basis to perform a more objective assessment.
The present paper describes an automatic Roughness(R) evaluation system,
based in complexity and Modulation Spectra (MS) features.

Complexity measurements have been used in several studies to determine
the presence of a pathology related to the phonatory system [4–6] whereas in [7]
GRBAS traits are classified using complexity among other parameterizations.
Besides, MS has been used in [8, 9] to detect pathological voices. In [10, 11] it
was utilized in pathology automatic classification and in [8] to obtain objective
parameters to quantify voice quality. In these studies MS is revealed as a source
of parameters to characterize pathological voices. On the other hand, works as
[12] use acoustic parameters for automatic classification of Breathiness, obtaining
a 77% of efficiency whereas [13] uses MFCC in a GRBAS classification system
obtaining 65% efficiency. On [14–16], Linear Frequency Spectrum Coefficients
(LFSC) are used to classify different traits in order to test the influence of
frequency range in GRBAS perceptual and automatic assessments.

In this paper new MS features are proposed. Moreover, dimensionality reduc-
tion techniques and Gaussian mixture models (GMM) are employed for taking
decisions on the level (0− 3) of R trait using the proposed parameters as input.

The paper is organized as follows: Section 2 presents the theoretical back-
ground of complexity and modulation spectra features. Section 3 presents the
experimental setup and describes the database used in this study. Section 4
presents the obtained results. Finally, section 5 presents the discussion, conclu-
sions and future work.
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3

2 Theoretical Background

2.1 Complexity measures

For extracting complexity measures, it is first necessary to represent the time
series in a m-dimensional space, called phase or state space. In this manner, the
dynamical evolution of the system, all its states and its evolution are described.
The procedure usually employed is called embedding. Through embedding it is
possible to calculate an attractor which is used to obtain the complexity mea-
surements [17].

Some popular features are the Correlation Dimension (CD), the Largest Lya-
punov Exponent (LLE) and also some Regularity measurements such as the
Approximate Entropy (ApEn), the Sample Entropy (SampEn) and the Fuzzy
Entropy (FuzzyEn).

Correlation dimension CD is the autosimilarity of an embedded time series.
It is estimated as presented in [17].

Largest Lyapunov Exponent LLE is a measure of the divergence of nearby
orbits in phase space, thus measuring the sensitivity to initial conditions of
embedded systems. It is estimated as in [17].

Regularity measurements ApEn was proposed in [18], and tries to measure
the regularity of a system. Since ApEn is biased due to a phenomena called
self-matching, the Sample Entropy is proposed in [19]. The Fuzzy entropy is a
further improvement which changes the measurement function used in ApEn and
SampEn by a Fuzzy membership function [20]. All ApEn, SampEn and FuzzyEn
rely on the choosing of the tolerance parameter r, which is usually calculated as
r = α std(·), where α is varied from within a delimited range and std(·) is the
standard deviation of the time series.

2.2 Modulation Spectra

On this study new MS parameters are proposed to characterize the voice signal.
MS provides information about the energy of modulation frequencies that can
be found in the carriers of a signal. It is a bidimensional representation where
abscissa usually represents modulation frequency and ordinate axis, acoustic
frequency. This kind of representation allows observing different voice features
simultaneously such as the harmonic nature of the signal and the frequency mod-
ulation of fundamental frequency and harmonics. To obtain MS, signal passes
through a short-Time Fourier Transform (sTFT) filter bank whose output is used
to detect amplitude and envelope. This output is finally analyzed using FFT [21].
To calculate MS, Modulation Toolbox library ver 2.1 has been employed [22].
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After obtaining MS it is needed to extract some parameters representative
enough to be used in the classification stage. The MS is parameterized using cen-
troids [23] (MSC) and a set of 5 new features: Low Modulation Ratio (LMR) in
modulus and Contrast (MSW) and Homogeneity (MSH) in modulus and phase.

Centroids MSC are obtained along the modulation frequency bands. MS is
reduced to an entire number of bands usually ranging from 6 to 26. Once the
reduced MS is computed, centroids are calculated and normalized taking into
account the energy at the voice pitch in acoustic frequency.

Low Modulation Ratio LMR is the ratio between the energy in the first
modulation band at pitch frequency, E0, and global energy in all modulation
bands covering at least from 0 to 25 Hz at pitch frequency (acoustic band), E25,
as it is shown in equation 1

LMR = 10 · log(
E25

E0
) (1)

Contrast and Homogeneity Representing MS as two dimensional images it
is observed that pathological voices usually seem to have more complex distri-
butions. Images related to normal voices are frequently more homogenous and
have less contrast, as can be seen in Fig. 1

Fig. 1. MS modulus of a normal voice (a) and pathological voice of a patient with
gastric reflux, edema of larynx and hyperfunction (b).

Homogeneity is computed using the Bhanu method described by equation 2
as stated in [24].
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MSH =
∑
Im

∑
Ia

[f(Im, Ia)− f(Im, Ia)]2, (2)

being MSH the MS Homogeneity value, f(Im, Ia) the modulation spectra
(modulus or phase) at point (Im, Ia), and f(Im, Ia) the average value in a 3× 3
window centeredred at the same point, representing Im the frequency modulation
bands and Ia the acoustic frequency bands.

Contrast is computed using a variation of the Weber-Fechner contrast rela-
tion method described by equation 3 as stated in [24].

MSW (Im, Ia) =
∑
I′
m

∑
I′
a

CI′
m,I′

a
(3)

where

CIm,Ia =
|f(Im, Ia)− f(I ′m, I

′
a)|

|f(Im, Ia) + f(I ′m, I
′
a)|

(4)

being f(Im, Ia) MS value (modulus or phase) at point (Im, Ia) and (I ′m, I
′
a)

vertical and horizontal adjacent points to (Im, Ia). The global MSW is considered
as the sum of all points in MSW (Im, Ia).

Regarding MSH and MSW, modulus and phase parameters are used on this
study.

3 Experimental Setup

3.1 Database

The original database used for this study contained 226 recordings of maintained
vowel /a:/ and the ’Rainbow passage’ from the Massachusetts Eye & Ear Infir-
mary (MEEI) Voice Disorders Database, distributed by Kay Elemetrics [25].
Sample frequency has been adjusted to 25 kHz and quantization to 16 bits when
necessary. Duration of the files used for parameterization (only sustained vowel)
ranges from 1 to 3 seconds. Level of R trait has been estimated three times by
two voice therapists. One of them evaluated the whole database once and the
other performed the assessment in two different sessions. Only the 85 files with
total agreement among the three assessments were chosen with the aim of us-
ing a database with highly consistent labels. This reduced set includes 34 male
voices with age ranging from 26 to 58 years with an average of 38 and 51 female
with age ranging from 22 to 52 years with an average of 35. Class distribution
is shown in figure 2.

3.2 Methodology

The methodology employed in this paper is shown in Fig. 3, while each one of its
stages is explained next. Firstly, each signal is framed and windowed using Ham-
ming windows overlapped 50%. The window lengths are varied in the range of
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Fig. 2. Class histogram for trait ’R’

40-200 ms in 20 ms steps. Then, in the characterization stage, MS and complex-
ity features are employed. The feature vector extracted from the MS amplitude
is composed of the following: MSC, LMR, MSW and MSH. Additionaly, MSW
and MSH are computed from the phase. The number of centroids for the MSC
feature is varied in the range of [6, 26] with a step size of 2. The complexity set
of features is composed by CD, LLE, ApEn, SampEn, and FuzzyEn. The α pa-
rameters used for ApEn, SampEn, and FuzzyEn is varied in the following range:
[0.10, 0.35] with a step size of 0.05. Following the characterization, a 6-fold cross-
validation [26] was used for evaluating results, were two experiments are defined:
one without a dimensionality reduction technique, which then feeds the classifi-
cation stage, and another one using various dimensionality reduction techniques
previous classification. In the dimensionality reduction stage PCA [27] and LDA
[28] techniques are used, varying the amount of desired features reduction from
25 to 54 %. Regarding PCA and LDA techniques, only the training data set is
used to obtain the models which are employed to reshape all the data: training
and test data sets. This process is repeated in every iteration of GMM training-
test process carried out for validation. The reduction of dimensions is applied for
both MS and complexity features separately. Finally in the classification stage,
a GMM whose parameters were varied 8 to 128. The assessment of the classifier
was performed by means of efficiency and Cohen’s Kappa Index [29].

4 Results

Best results can be observed in Table 1. All tests were performed using the
described reduced database with and without PCA and LDA techniques. The
training set (5 folds from a total of 6) was used to train the GMM models which
were validated with the remaining test fold following a 6 fold cross-validation
technique.
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Fig. 3. Outline of the ’R’ automatic detector presented in the paper

Table 1. Best Results. Efficiency ± standard deviation and Kappa Index

Parameters Efficiency Kappa Index

Complexity 71 ± 7 % 0.53
Complexity+PCA 67 ± 8 % 0.46
Complexity+LDA 73 ± 8 % 0.58

MS 61 ± 8 % 0.35
MS+PCA 73 ± 15 % 0.56
MS+LDA 82 ± 7 % 0.73

Best results were obtained using MS in 180 ms frames, 8 centroids, 54 % data
reduction through LDA and 14 GMM. Regarding Complexity parameters, best
results are obtained with α = 0.25, 25 % LDA dimensionality reduction and 16
GMM. All results are expressed in terms of efficiency and Cohen’s Kappa Index,
the latter expressing the grade of agreement between the labels assigned by the
GMM classifier and the perceptual assessment done by therapists.

On Tables 2 and 3 confusion matrices are shown respectively for MS and com-
plexity features. These matrices are the sum of the confusion matrices obtained
in each of the six test folds.

Table 2. MS Parameters Confusion Matrix. TR are targets and PR predictions

PR 0 PR 1 PR 2 PR 3

TR 0 38 0 1 0
TR 1 3 1 2 0
TR 2 1 0 10 4
TR 3 2 0 2 21

5 Discussion and Conclusions

On this study an analysis of two different parameterizations applied to human
voice to characterize the level of Roughness(R) has been performed. Dimension-
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Table 3. Complexity Parameters Confusion Matrix. TR are targets and PR predictions

PR 0 PR 1 PR 2 PR 3

TR 0 34 0 0 5
TR 1 2 1 2 1
TR 2 2 1 4 8
TR 3 2 0 0 23

ality reduction methods as LDA and PCA and GMM classification techniques
have been used to analyze the capability of both types of parameterizations to
characterize voice roughness. Best results are obtained with the proposed new
MS parameters and LDA, producing 82 % of efficiency and 0.72 Cohen’s Kappa
Index. As it can be inferred from Altman interpretation of Cohen’s index [30],
shown in Table 4, agreement is considered as good. Moreover, most of errors are
placed in adjacent classes as it can be deduced from confusion matrices in Tables
2 and 3.

Table 4. Altman interpretation of Cohen’s index

Kappa Index Agreement

≤ 0.20 Poor
0.21 - 0.40 Fair
0.41 - 0.60 Medium
0.61 - 0.80 Good
0.81 - 1.00 Excelent

As a starting point, most of the previously exposed tests were performed
with the extended database (226 files) using the three available label groups
separatedly: one of them generated by one therapist and the other two created
by the other therapist in two different sessions. In these cases, on spite of hav-
ing a higher number of files and a more class-balanced database, results rarely
outranged 62 % of efficiency. The details of these tests have not been included
in this work for the sake of simplicity and conciseness. This demonstrates that
consistency of the database labeling is a key point for future work. New studies
should utilize only consistent labels obtained with several therapists in different
sessions.

It is difficult to compare these results with other studies such as [12–16] due
to, as it is stated in [31], there is not a standard database and in this particular
case labeling is different for each work, although results in most of them are
under 80% efficiency. The definition of a standard database with a consistent
and known labeling would lead to comparable results.

As a conclusion, it might be said that results suggests that the proposed
MS parameters could be used as an objective basis to help clinicians to assess

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

78



9

Roughness according the GRBAS scale reducing uncertainty. The use of MS
seems to provide better results than complexity. It would be advisable to study
the creation of a new parameter from the combination of the proposed ones,
being suitable for therapists and physicians. But to obtain highly relevant and
representative results, new tests with a larger database should be performed
which will allow the use of a a slightly different and more consistent methodology.
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Abstract. The motive of this paper is to group speech units in the time frequen-

cy (T-F) domain based on a general monaural cue, whose applications include 

speaker localization, speech enhancement, speech separation, etc. Based on the 

observation that signal energy from each sound source tends to form a cluster in 

the T-F domain resulting from a bank of gammatone filters, in this paper we use 

the energy distribution as a monaural cue to group the T-F units similar to the 

classic watershed algorithm but under the control of cluster shape and curve fit-

ting. Experimental results show that the proposed energy clustering has high 

grouping accuracy (over 93%) and excellent robustness against reverberation. It 

is also shown that the energy clustering improves a purely localization cue-

based separation system by 15-30 percents in the term of hit minus false alarm 

rate. 

Keywords: Energy clustering, Sequence grouping, Speech Separation 

1 Introduction 

Grouping speech in the time-frequency (T-F) domain and classifying these groups 

into separated streams have many potential applications including speaker localiza-

tion, speech enhancement, speech separation, audio information retrieval, hearing 

prostheses systems, etc. When multiple microphones are available, the most ubiqui-

tous approach is beamforming, which attempts to improve the signal-to-noise ratio 

(SNR) of a source using directional information [1]. Other approaches perform a 

time-frequency decomposition of the mixture signals and use interaural time differ-

ence (ITD) and interaural level difference (ILD) in each T-F unit to estimate an output 

signal that originates from a particular direction [2]. These systems use localization 

information as a primary cue to group or to classify speech units, and show rapid 

performance degradation as reverberation is added to the recordings. 

Darwin has suggested that it is unlikely that the auditory system uses spatial infor-

mation as a primary means of attending to individual sources, as individual localiza-

tion cues are highly unreliable in reverberant environments [3]. He argues that much 

of the psychophysical evidence supports an alternative framework in which sound 

source localization may be a product of source separation, rather than a primary cue 
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used to achieve it. In this account, in [4], monaural cues (e.g. harmonicity, on-

sets/offsets, amplitude and frequency modulation) are used first to form auditory ob-

jects (groups of T-F units). These objects are then localized to create auditory space 

which is used as one major cue for classifying objects into separated auditory streams. 

Following the above idea, in this paper, we investigate the distribution of the signal 

energy of T-F units and use it as a monaural cue to group the T-F units, called energy 

clustering. Based on the observation that, in T-F domain resulting from a bank of 

gammatone filters, the signal energy from each sound source tends to form a cluster, 

the T-F units are grouped based on their energy level, similar to the classic watershed 

algorithm [5], but under the control of cluster shape and curve fitting. Energy cluster-

ing covers some of the T-F units which have unreliable or false auditory cues, hence 

has robustness against reverberations.  

Based on our survey, there is only one related system in literature which was pro-

posed by Kollmeier and Koch [6]. They describe a speech enhancement algorithm 

which works in the domain of the modulation spectrum, i.e. a two-dimensional repre-

sentation of AM frequency vs. centre frequency. Energy from each sound source 

tends to form a cluster in the modulation spectrum, allowing sources with different 

modulation characteristics to be separated from one another. Our energy clustering is 

in the T-F domain and is used to group and separate T-F units for speech separation. 

The rest of the paper is organized as follows. Section 2 shows the cue of energy 

distribution. The proposed grouping method is presented in Section 3. In Section 4, 

we evaluate the proposed grouping method and a separation system which is based on 

it via numerical experiments. Section 5 concludes this paper and shows the direction 

of future work. 

2 Energy Distribution in the T-F Domain 

As discussed above, the localization cues are unreliable in reverberant environments. 

T-F unit grouping, which refers to the process of joining T-F units together that are 

thought to primarily contain energy from a single source, can be performed in order to 

pool data across time and/or frequency of a larger region, allowing for more reliable 

classification decisions. Auditory segmentation [4, 8] takes into consideration contex-

tual information beyond individual T-F units. However, at the segment level, the lo-

calization cue is still responsible mainly for all T-F grouping due to short time range. 

Monaural cues are often used to group the T-F units or to form simultaneous streams 

[4] which refer to a collection of T-F units over a continuous time interval that are 

thought to be dominated by the same source. However, some monaural cues, e.g. 

pitch cues, are only reliable for voiced speech [11].  

The motive of this paper is to find a more general cue to group the T-F units with 

robustness against reverberations. We make use of the ideal binary mask (IBM) [7] as 

a mechanism for grouping T-F units generated by the same source. The IBM is de-

fined in terms of premixed target and interference where, for a T-F unit, if the target 

energy in this T-F unit is greater than the interfering energy, it will be labelled as 1 

and otherwise it will be labelled as 0. 
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It is found that the energy distribution of the audio mixtures in the T-F domain 

looks like mountains and almost each peak belongs to one sound source only, as 

shown in Figure 1.a. Specifically, the signal energy from each sound source tends to 

form peaks in both frequency and time domain (Figure 1.b and 1.c). Gaussian model 

is often used to model speech spectrum [12, 13]. However, due to a heavy tailed dis-

tribution, only the part of spectrum that is close to the average point satisfy Gaussian 

curve [14]. Super-model is a better approximation of the speech spectrum in the fre-

quency domain [15]. Meanwhile, due to energy vibration and echoes, the distribution 

of speech energy in the time domain does not like single regular peaks rather than a 

supervision of various irregular peaks, as shown in Figure 1.c. As a result, most of the 

literature of speech enhancement and speech separation consider only the distribution 

of signal amplitude in the frequency domain (speech spectrum) [12-15].  

 

Fig. 1. The distribution of signal energy in the T-F domain resulting from the gammatone fil-

ters in Section 3.1 (a. a mixture of two audio sources in the T-F domain; b. a single audio 

source in the frequency domain; c. a single audio source in the time domain) 

In this paper we explore the distribution of speech energy in the T-F domain and 

use the energy distribution as a cue to group the T-F units, called energy clustering. 

As observed, the energy of speech is like water and it floods from each energy spot 

(the peaks of signal energy). Only the fact that the signal energy tends to form clusters 

in the T-F domain is used in our grouping method, even though the energy distribu-

tion in the frequency or time domain is not regular curve. 

3 Energy Clustering 

In this Section, we first present the used auditory periphery and then describe the 

procedure of energy clustering. 
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3.1 Auditory Periphery 

Human cochlear filtering can be modeled by a bank of bandpass filters. The filterbank 

employed here consist of 128 fourth-order gammatone filters [16]. The impulse re-

sponse of the i-th filter has the following form: 

 
3 ( 2 ) (2 ), 0

( )
0, 

i i i

i

t exp b t cos f t  if  t
g t

otherwise

     
 


 (1) 

where 
ib  is the decay rate of the impulse response, related to the bandwidth of the 

filter, 
if  is the centre frequency of the filter, and 

i  is the phase (here 
i  is set to 

zero). The Equivalent Rectangular Bandwidth (ERB) scale is a psychoacoustic meas-

ure of auditory filter bandwidth. The centre frequencies 
if  are equally distributed on 

the ERB scale between 80Hz and 5kHz, and specifically for each filter we set the 

bandwidth according to the following equations [17]: 

 ( ) 24.7(4.37 /1000 1)i iERB f f   (2) 

 1.019 ( )i ib ERB f  (3) 

In order to simulate the middle-ear transfer function, the gains of the gammatone 

filters are adjusted according to the data provided by Moore et al. [18]. We include 

this middle-ear processing for the purpose of physiological plausibility. In the final 

step of the peripheral model, the output of each gammatone filter is half-wave recti-

fied in order to simulate firing rates of the auditory nerve. Saturation effects are mod-

elled by taking the square root of the rectified signal. Each bandpass filtered signal is 

divided into 20 ms time frames with a 10 ms overlap to create a cochleagram. 

3.2 The Procedure of Energy Clustering 

As shown in Figure 2, the idea of the watershed algorithm has been introduced in 

1979 by S. Beucher and C. Lantuéjoul in [5]. It consists in placing a water source in 

each regional minimum, to flood the relief from sources, and build barriers when 

different sources are meeting. The resulting set of barriers constitutes a watershed by 

flooding. We consider the energy of speech as water. It floods from each energy spot 

(the peaks of signal energy). The procedure of the proposed energy clustering is quite 

like the watershed algorithm but with several control constraints which will be dis-

cussed below.  

Given the T-F units generated by a bank of gammatone filters, we first assign each 

of them an energy level (0-999) uniformly based on their signal energy with an en-

ergy threshold which covers more than 95% or 99% of the total signal energy of all T-

F units, where the scale range 1000 is chosen for a proper granularity. Please note that 

here different scales can be used to enlarge low energy levels where the unit energy 

are densely located which is left as one of the related future work. Besides the energy 

level, another control for the energy clustering is cluster shape control where the ex-
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pected cluster shape is rectangle or ellipse. This is to avoid long and narrow tails in 

energy clusters. 

 

Fig. 2. The classic watershed algorithm by flooding 
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Fig. 3. Mixture of two Gaussian curves 

Considering the mixture of two Gaussian curves, there are mainly four cases as 

shown in Figure 3. From the figure we can figure out straightforwardly that the clas-

sic watershed algorithm can catch the contour of these two peaks for the cases a and b 

as they do not wrap each other. For the case d where the two peaks have almost the 

same location, it is difficult to distinguish the original two peaks. Luckily, experiment 

results show that this case is quite rare (less than 1% for the mixture of two speeches). 

Here we just ignore it and leave it for the further separation with other auditory cues, 

e.g. ITD, ILD, pitch etc. For the case c, Gaussian curve fitting cannot be used to re-

cover the original two peaks because that the curves of the signal energy in the fre-

quency domain are not exactly Gaussian function as discussed in the previous section. 

Here, we approximate the separating boundary to be the point located at the distance 

of one third of the half peak range from the peak centre in the wider side. Experiments 

show that the deviation (error) of the proposed curve fitting method is at maximum 

three channels (overall 128 channels), which is acceptable. Moreover, this deviation 
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can be reduced by the control methods based on auditory cues and cluster shape. This 

method is referred to as curve fitting control in the rest of this paper. 

Another issue is to identify the above cases a-d. Given a peak we first check 

whether it is symmetric. When the deviation of symmetry –the width difference be-

tween the left and right sides - is over a threshold (e.g. 3 channels in our experiments 

with 128 channels in all), the peak is considered as case c. Otherwise, the peak is 

considered as from a single source and belongs to case a, b or d, where the classic 

watershed algorithm is used to catch the contour of peaks as discussed above. 

The procedure of the energy clustering is as follows: 

[a] Consider the residual (e.g. not yet grouped) T-F unit with the highest energy 

level, compare its energy level with the ones of its four neighbours and determine: 

[a.i] group this unit with one of its neighbour if this neighbour has the highest en-

ergy level among all neighbours, this energy level of this neighbour is higher than the 

one of the current unit and the current unit satisfy the constraint of the curve fitting 

control and shape control.  

[a.ii] assign a new group number to it, otherwise. 

[b] Repeat step [a] until all the units with nonzero energy level have been handled.  

 

In this algorithm, we use only the energy cue of T-F units, which is a more general 

cue than other auditory cues like ITD, ILD, pitch, etc. Please also note that in the 

process of energy clustering, the localization cues and pitch cues in the average man-

ner can be also used for the control of the energy clustering process, which will be 

shown in the next section. 

4 Performance evaluation 

We evaluate the performance of the proposed energy clustering-based grouping and a 

separation system based on it by using a corpus which contains 20 utterances (each 

lasts 3s) spoken by three men and two women. All utterances are down sampled from 

44.1kHz to 20kHz. The test set consists of 30 utterances (each last 3s) mixed by two 

speakers randomly at -5, 0 and 5dB. Please note that the test cases of -5 and 5dB are 

in the same mixtures where the stronger one is noted as 5dB while the other one is 

noted as -5dB. The two sources are located at azimuth ±30° respectively. The soft-

ware Roomsim [10] is used to simulate the convolutive mixture in different reverber-

ant rooms: anechoic, percent50 and acoustic tile suspend (ATS). And the original 

sources are used to compute the unit accuracy of the separated speeches. 

We first evaluate the performance of the proposed grouping method and then show 

how well it can improve the speech separation system which is based on location cues 

only. We only consider the audio mixtures of two sources for simplicity. Separation 

of the audio mixtures of more than two sources will be evaluated in the future work. 
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4.1 The Performance of Energy Clustering 

In this section, we evaluate the performance of energy clustering method based on the 

energy cue of T-F units only. We first show the distribution of group size got from the 

energy clustering method for the same mixture of two speeches (1s long) in different 

reverberant rooms, shown in Figure 4. The results show that about 150-200 energy 

clusters are generated by the proposed energy clustering for a one second long mix-

ture of two speeches. We can see that the maximum group size goes up to 280 units 

and the average group size is about 50 units which is much larger than the segment 

size that is around 9 units normally [8]. We also can see that the average group size is 

almost the same in different reverberant rooms. This result confirms that the proposed 

energy clustering has excellent robustness against reverberation. 
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Fig. 4. The distribution of group size 

We evaluate the performance of grouping further based on the grouping accuracy, 

which is defined as the unit assignment accuracy when all the groups are correctly 

classified. Table 1 shows the results. We can see that the grouping accuracy is as high 

as 93% and 96% for energy saved rate 99% and 95% respectively. This means that 

high unit accuracy can be obtained by speech separation systems based on the energy 

groups, which is confirmed in the following section. We can also see that the rever-

beration has almost no influence on the grouping accuracy, which confirms that the 

proposed energy clustering-based grouping has excellent robustness against rever-

beration. For the evaluation of speech separation in the next section, we only consider 

the case of energy saved rate 99% which is a very high rate of energy recovery. 

Table 1. Grouping accuracy 

Energy saved Anechoic Percent50 ATS 

95% 0.9656 0.9661 0.9633 

99% 0.9320 0.9343 0.9355 
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4.2 The Performance of the Separation System 

The grouping method based on energy clustering can be used to improve the perform-

ance of speech separation. A separation system is evaluated where the groups got 

from energy clustering are classified into separated speech based on the average loca-

tion cue of each group which is computed with the Skeleton method [2] and prece-

dence effect weighting [9] [19], shown as follows. 

 
, ,( ) ( , , )   i j i j PE

i j

A w S i j if w Thres    (4) 

  2 2( , , ) ( , , ) exp 2 iS i j Q i j       (5) 

where 
,i jw  is a real-valued weight which measures the energy ratio between unit 

,i ju  

and 
, 1i ju 

 and has a specified threshold (
PEThres e.g. 0.8). A Skeleton function ( , , )S i j   

is formed by superimposing Gaussian functions at azimuths corresponding to local 

maxima (denoted as ( , , )Q i j  ) in the corresponding cross-correlation function, where 

i, j and   are channel index, time (frame) index and azimuth in degree respectively. 

Moreover, the localization cues (ITD and ILD) and autocorrelation (ACC) cues are 

also used for the further control of the energy clustering process. To avoid the unreli-

able cue of a single unit, we perform the control of auditory cues in the term of aver-

age cue for a group or a serial of units. The basic idea is that when the average cue of 

a serial of units is closer to other source than to the source of the current group, this 

serial of units are cut off from the current group and are assigned to a new group 

number. The separation system is denoted as “Energy Clustering-SS”. 

We also compare the performance of our separation system with a purely localiza-

tion cue-based approach. This is an improved purely localization cue-based system, 

noted as PureLoc-IMP, which computes the IBM using segmentation, ITD/ILD, 

precedence effect-based methods, onset/offset, etc. In fact, the proposed separation 

system above is just PureLoc-IMP plus energy clustering-based grouping. This is to 

evaluate how the proposed energy clustering can improve a purely localization cue-

based speech separation system.  

To measure the separation performance, we compute the HIT rate, which is the 

percentage of the target-dominant units in the IBM correctly classified, and the FA 

rate, which is the percentage of the interference-dominant units in the IBM wrongly 

classified. It has been shown that HIT–FA is highly correlated to human speech intel-

ligibility [11]. We also compute the unit classification accuracy, which is the percent-

age of correctly classified units. 

We first compare the unit classification accuracy of these two methods: PureLoc-

IMP and Energy Clustering-SS, shown in Table 2. With enhancements, we can see 

that the proposed Energy Clustering-SS achieves 10-20% improvements over the 

PureLoc-IMP method. Moreover, the unit accuracy of the PureLoc-IMP method drops 

heavily in reverberant environments. However, the unit accuracy of the Energy Clus-

tering-SS merely drops in reverberant environments. This performance confirms 
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again that the proposed energy clustering method has the capability to handle rever-

beration. 

We compare these two methods further in the metrics of HIT, FA and HIT-FA, as 

shown in Table 2. The Energy Clustering-SS achieves a high HIT-FA rate (74-92%) 

which is about 15-30% improvements over the PureLoc-IMP. Please also note that the 

HIT-FA of the PureLoc-IMP method degrades rapidly in reverberant environments. 

Meanwhile, as expected, the HIT-FA of the Energy Clustering-SS merely drops in 

reverberant environments. Moreover, based on our survey, the HIT-FA performance 

(74-92%) of the proposed system is quite high even compared roughly with the results 

obtained by other systems from literature, e.g. 30-70% in [11]. 

Table 2. T-F unit accuracy (the first four rows are for Energy Clustering-SS while the rest four 

rows are for PureLoc-IMP; H-F=HIT-FA, Acc.=accuracy) 

 anechoic Percent50 ATS 

-5dB 0dB 5dB -5dB 0dB 5dB -5dB 0dB 5dB 

HIT 0.896 0.930 0.963 0.907 0.914 0.935 0.920 0.900 0.895 

FA 0.090 0.073 0.042 0.142 0.088 0.041 0.178 0.103 0.045 

H-F 0.806 0.857 0.921 0.765 0.826 0.894 0.742 0.797 0.850 

Acc. 0.945 0.932 0.945 0.928 0.918 0.928 0.907 0.902 0.907 

HIT 0.890 0.860 0.857 0.823 0.783 0.765 0.883 0.746 0.628 

FA 0.247 0.142 0.062 0.339 0.195 0.116 0.418 0.206 0.072 

H-F 0.643 0.718 0.795 0.484 0.588 0.649 0.465 0.540 0.556 

Acc. 0.863 0.851 0.863 0.762 0.765 0.762 0.716 0.733 0.716 

5 Conclusions 

In this work, we use the energy distribution as a monaural cue to group the T-F units 

in the T-F domain similar to the watershed algorithm but under the control of curve 

fitting and cluster shape constraints. Experimental results show that the proposed 

energy clustering has high grouping accuracy (over 93%) and excellent performance 

against reverberation. A separation system is applied which classifies the energy 

groups into separated auditory streams based on the average localization cue of each 

group computed using Skeleton and precedence effect weighting. It is shown that the 

energy clustering improves the purely localization cue-based separation system by 15-

30 percents in the term of HIT-FA.  

The future work includes refining the grouping method based on energy clustering, 

evaluating the performance for the mixtures of more than two sources, combining the 

energy clustering with monaural cues and developing a monaural speech separation 

system. 
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Residual VQ-quantization for speech frame loss
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Abstract. In this paper, we propose a mitigation technique based on an
Minimum Mean-Square Error (MMSE) estimation from the last correctly
received frames. This technique provides replacements to reconstruct not
only the LPC coefficients but also the residual signal.A critical require-
ment in the proposed estimator is the quantization of the speech param-
eters, both LPC and excitation signal. Hence, in this paper we present
several VQ methods based on the well known Linde-Buzo-Gray (LBG)
algorithm extended with different modifications. The performance of our
proposals are evaluated over the AMR codec in terms of speech quality
using the PESQ algorithm. This novel mitigation technique achieves a
noticeable improvement over the legacy codec under adverse channel con-
ditions with no increase of bitrate, with a low computational cost and
without any delay in the decoding process.

Keywords: Speech reconstruction, frame erasure, packet loss conceal-
ment, code-excited linear prediction (CELP), AMR, LPC-residual con-
cealment, MMSE

1 Introduction

In recent years, the widespread deployment of packet-based networks has facil-
itated the development of new services and applications which suppose a lower
cost and accessible alternative to the traditional telephony (i.e. VoIP service).
However, those packet-based networks were originally designed for non-real time
data communications suffering from network congestion and packet delays. Due
to this, the speech transmissions under this kind of networks often leads to high
rates of packet losses and/or consecutive packet losses (bursts) that must be
concealed by the speech codecs. Moreover, the problems of packet losses are ag-
gravated by the fact that modern speech codecs are based on the Code Excited
Linear Prediction (CELP) paradigm [1]. This paradigm provides a high quality
synthesis at a remarkably low bitrate which makes it suitable for bandwidth
limited channels. One of the most widely used codecs for speech coding is the

? This work has been supported by an FPI grant from the Spanish Ministry of Edu-
cation and by the MICINN TEC2013-46690-P project.
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Adaptive Multi-Rate (AMR) [2] as it operates at different bitrates. However,
CELP-based codecs are more vulnerable to frame erasures due to the extensive
use of the predictive filters, particularly the long-term prediction filter (LTP),
responsible of the error propagation [3, 4]. This is obviously a major drawback
of these codecs when they operate over packet-switched networks as a single lost
frame can degrade the quality of many subsequent frames albeit these were cor-
rectly received. Nevertheless, there are already proposed a number of techniques
to minimize or even avoid the propagation error [5–7] but in this paper we are
interested in the concealment of loss itself.

In a previous work [8], we applied an error mitigation technique to the iLBC
[9] codec in order to restore lost frames in a transmission. In that work, we got
the concealment for the LPC coefficients and also for the residual signal from
a replacement super vector obtained with a source-based model of the speech.
Under that approach, a critical aspect was the vector quantization (VQ) of the
residual signal (excitation). In this paper, we propose several modifications to
this VQ method, originally based on the well known Linde-Buzo-Gray (LBG)
algorithm [10], in order to further improve the achieved results. In this paper,
the proposals are evaluated with the AMR codec instead of iLBC codec in order
to test our approach with a codec with error propagation.

The remainder of this paper is organized as follows. In Section 2, we describe
our mitigation technique. In Section 3, we explain how to obtain the replacement
super vectors for each parameter (LPC coefficients and the residual signal) and
the VQ process involved. In Section 4 we describe the experimental framework
and the achieved results with AMR codec. Finally the conclusions are summa-
rized in Section 5.

2 Source-based mitigation of lost frames

When a packet loss occurs, most of the Packet Loss Concealment (PLC) algo-
rithms try to minimize the degradation on the perceptual quality by extrapo-
lating and gradually muting (in the case of consecutive lost frames) the speech
signal. However, the information contained in the source can be exploited to
get better estimations of the lost information. The problem is how to model
this information in an efficient way. In [8], we only considered the last correctly
received frame to estimate the lost information by means of a Minimum Mean-
Square Error (MMSE) approach. In this paper we will consider also when there
are more than one correctly received frame (O frames) in order to obtain better
estimates.

2.1 First order data-source model

In the case of the 1st-order data-source model, we will only consider the last
correctly received frame. Thus, assuming that the speech frame parameters (i.e.
LPC coefficients and residuals) are quantized we can compute the conditional
probability of a certain symbol j (vector quantization center cj ∈ C) at instant
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Residual VQ-quantization for speech concealment 3

Fig. 1. Diagram of the replacement scheme for the LPC and residuals (EXC) param-
eters in a burst.

t+ l granted that symbol i has been previously received at instant t (P (i(t+l) =
j|it = i)). In such a way, we can compute an MMSE estimation of the lost
parameters as [11]:

ĉl(i) =
C−1∑
j=0

c(j)P (it+l = j|it = i), (1 ≤ l ≤ L), (1)

where ĉl(i) is the replacement computed for the l-th frame in the burst, of
maximum size L, provided index (i) was the last symbol received before it and
C is the number of vectors in codebook C.

As we can see in Figure 1, when we have bursts of consecutive losses, the
indexes which represent the LPC filter and the residual signal (iLPC and iEXC)
quantization are extracted from the last correctly received frame and then the
corresponding super vectors (VLPC and VEXC) are selected. These super vectors
will provide an approximation for each loss in the burst up to a maximum length
L. Each replacement super vector is defined as V (i) = (ĉ1(i), ĉ2(i), ..., ĉL(i))
which can be pre-computed from a training database causing no computational
burden at the decoding stage.

2.2 Data-source model of second and further orders

The previous scheme can be extended to an estimation based on the two or
more nearest correct frames. Thus, the estimations can be obtained in a similar
way as (1) but extending the symbol transition probabilities to P (it+l = k|it =
i1, ..., it−O = iO), where O is the desired order of data-source model.

We could obtain the super vectors in the same way as we did before. However,
it must be noted that the procedure to obtain P (it+l = k|it = i1, ..., it−O = iO)
present two important issues. On the one hand, a data-source model of arbitrary
order O can not be affordable due to the amount of required memory, which
increases exponentially along with the order (CO). On the other hand, a certain
combination of O indexes could appear less than a certain number µ of times in
the training database leading to bad estimates.

In order to solve both problems, it is possible to reduce the memory require-
ments by keeping those combinations with length O which appear more than
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µ times in the database. Thus, the required memory will not only decrease but
also we avoid possible bad estimates. Nevertheless, this solution does not ensure
a replacement vector for each combination of O indexes so that it is necessary
to use lower order estimates in order to provide a replacement for non-trained
combinations. Further details of this approach can be found on [11].

In any case, the success of the resultant replacement super vectors will depend
on the quantized parameters (LPC coefficients and the residual signal) so in the
next section we will focus on their representation and codebook generation.

3 Frame reconstruction using LPC and residual signal
estimations

The success of our error mitigation technique depends on how good is our code-
book to provide efficient quantized signals. In the next subsections we describe
the representation and codebook generation for LPC coefficients and residual
signal.

3.1 LPC representation and codebook generation

In this paper, we focus on the residual representation since little or nothing has
been done for this signal in the bibliography. Thus, we keep the same represen-
tation and codebook generation for the LPC as we did in [8]. Hence, we have
extracted the LPC coefficients for each frame and we consider its representa-
tion as Line Spectral Frequencies (LSF). The LSF coefficients are more practical
for coding and estimation because they exhibit the properties of ordering and
distortion independence [12]

In order to calculate the conditional probability of (1) and further orders (O−
order) over the LPC coefficients, an LSF codebook is necessary. This codebook
is obtained by applying the LBG algorithm over the training database. Then,
estimates ĉl(i1, i2, ..., iO) can be easily obtained by averaging the LSF coefficients
found at time instant t+ l for each time in which the combination (i1, i2, ..., iO)
is observed at instant t until t − O over the entire speech database. In such a
way, the conditional probability of (1) is not necessary (but implicitly used) and
quantization errors can be alleviated. Once this is completed, LSF super vectors
are reverted to LPC in order to provide replacements for these parameters at
positions from l = 1 to L.

3.2 Residual signal representation and codebook generation

The representation of the residual signal is achieved in different ways by the
different speech codecs. However, in this work we are interested in obtain a good
approximation of the entire residual signal êc(n), using an unique codebook, that
minimizes the synthesis error ε with respect to the original speech signal. This
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synthesis error is commonly defined as:

ε =
N−1∑
n=0

(h(n) ∗ êc(n)− s(n))
2
, (2)

where N is the length of the frame, h(n) is the LP impulse response and s(n)
is the target signal obtained from the original signal s(n) after removing the
zero-input component.

In this paper, the residual signal approximation (êc(n)) will be given by a
codebook obtained with a VQ method. Nevertheless, although LBG is a well
known method for vector quantization, this method presents several problems
to obtain suitable codebooks for the residual signal:

– The selected centroid from a cell B could lose important information such
as the pitch due to the averaging applied during the computation of the
centroid.

– Two signals with similar shape but different amplitude could be assigned
to different centroids due to the euclidean distance. The residual signals
assigned to a cell B could be significantly different across themselves and we
can obtain a bad representative centroid by averaging.

For these reasons, the LBG algorithm is modified in order to determine which
signals are assigned to each cell and how to choose the corresponding centroid.
In the next subsections we will describe these modifications.

LBG algorithm with kmedoids center criteria In order to solve both
problems, firstly we propose a new method for splitting the training database
into clusters by considering the shape of the signal only and not its amplitude.
Hence, prior to the computation of the euclidean distance between the residual
signal and the center in each cell B, these signal are rescaled into the [−1, 1]
range from their minimum and maximum amplitude (respectively). In such a
way the residual signal is assigned to the cell whose components show a similar
normalized waveform.

Secondly, we consider the kmedoids algorithm [13] such that the cell repre-
sentative (medoid) will be one of the components of the cell B. This medoid is
selected as the closest observed residual to the mean of the cell. Some implemen-
tations differ on the proposed distance function but in this case, the euclidean
distance is selected. We will refer to the proposal whose replacement vectors
(VEXC) are obtained through this method as LBG with kmedoids (LBGK).

Synthesis LBG algorithm. Although the previous algorithm will provide
better codebooks than the standard LBG, we must take into consideration that
our objective is find that approximation ê(n), which minimize the synthesis error
(2). As it is well known, the euclidean distance is not enough to ensure that the
selected centroid will minimizes the error after the LP filtering (h(n)) [8]. Hence,
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the centroid will be calculated as the one which minimizes the synthesis error
with all the elements of the cell B. In this case, we need to modify the kmeans
optimal cell and center criteria in order to obtain the cells and their centroids
in accordance with (2).

During the clustering process of the LBG algorithm, we will consider a syn-
thesis distance defined from the synthesis error in (2) instead of the euclidean
one. Thus, given a residual eb corresponding to the b-th speech frame in the train-
ing database, this is assigned to a centroid c(i) iff ε

(
b, c(i)

)
< ε

(
b, c(j)

)
∀i 6= j,

being ε(b, c) defined as,

ε(b, c) =
N−1∑
n=0

(hb(n) ∗ eb(n)− hb(n) ∗ c(n))2, (3)

where hb(n) and eb(n) are the impulse response and the residual of the b-frame
respectively.

Once the C regions are filled, it is necessary to find the optimal centroid.
Thus, given a set of frames, Bi, all of them corresponding to the cell i, its
optimal center is obtained as,

c(i)new = argmin
c

(∑
b∈Bi

ε(b, c)

)
(4)

Nevertheless, obtaining the optimum center through the previous equation
can be troublesome due to the convolution operation in (3). To solve this, we
can consider performing the minimization in the spectral domain by applying the
DFT transform to the involved signals. In order to linearize the implicit circular
convolution, zero-padding is applied to signals hb and eb, which are extended
to K = 2N − 1 samples (being K the size of the DFT). Thus, we obtain the
following synthesis distance,

ε(b,C) =

K−1∑
k=0

(Hb(k)Eb(k)−Hb(k)C(k))2 (5)

where C = (C(0), ..., C(K−1)) is the DFT of the zero-padded extension of c. It
must be noted that both distances, ε and ε, are not identical and lead to different
meanings for the residual optimization (see explanation in [8]). Hence, by using
distance ε, we can rewrite (4) as follows,

C(i)
new = argmin

C

K−1∑
k=0

∑
b∈Bi

(Hb(k)Eb(k)−Hb(k)C(k))2 (6)

where each DFT bin can be independently optimized as quadratic distances
always return positive values. In this way, each DFT component of the centroid
C(i)

new is given by:

C(i)
new(k) = argmin

C

∑
b∈Bi

(Hb(k)Eb(k)−Hb(k)C)2

0 < k < K − 1 (7)
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Fig. 2. Different methods to obtain the centroid for each algorithm. a)LBG algorithm
b)LBGK algorithm c)SLBG algorithm d)SLBGF algorithm

By means of a least square error procedure we can compute each component as:

C(i)
new(k) =

∑
b∈Bi

H∗b (k)Hb(k)Eb(k)∑
b∈Bi

H∗b (k)Hb(k)
. (8)

The centroid c
(i)
new can be retrieved as the IDFT transform of C(i)

new. We will
refer as Synthesis LBG (SLBG) to this proposal.

Synthesis LBG algorithms with Fixed or Dynamic splitting. Although

the previous method guarantee that the final residual signal c
(i)
new represents the

cell B in terms of minimum distance of (2), this codebook can be improved. This
improvement is based on the fact that the number of elements assigned to each
cluster B, in each iteration, is not the same. Thus, the most populated cell can
be split in order to obtain a better training.

In this way, we split the cell Bi, iff ||Bi||0 > ||Bj ||0,∀i 6= j ∈ C, and then we
propose two training databases:

– Split Bi into two new cells keeping the others cells without changes. We will
call Synthesis LBG with Fixed splitting (SLBGF) to this proposal.

– Split the cell Bi in two new cells but applying again convergence over all the
other cells with new partitioning. We will call Synthesis LBG with Dynamic
splitting (SLBGD) to this proposal.

Before a cell splitting, we considered a parameter α in order to decide when a
cell B should be split or not. The value of α will be critical because if we want
to obtain good estimates in the MMSE estimation, it is necessary to have a
minimum number of elements (α) in each cell of the training database.

The figure 2 shows an example of the partitioning and the resultant centers
of the different proposals. As we can see, each method will select a centroid for
each cluster and will determinate the codebooks for the residual signal. Once
a VQ codebook is trained, the replacement super vectors VEXC are computed
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for each of its centers. In contrast to LSF vectors, residuals found after every
instance of a given center i are not averaged. Instead of that, all these residuals
are grouped into a new set M̂ and then we apply the corresponding algorithm
to find the center (kmeans, kmedoids or the synthesis distance algorithm).

4 Experimental results

We have considered an objective speech-quality test applied over the speech
codec AMR (mode 12.2 Kbps) in order to evaluate the performance of the dif-
ferent proposals. The objective quality test performed is the ITU Perceptual
Evaluation of Speech Quality standard (PESQ) [14].

The frame erasures are simulated by a Gilbert channel, commonly used in
the evaluation of PLC techniques over loss-prone channels, with average burst
lengths (ABL) from 1 to 12 frames and with packet loss ratios (PLR) from 10%
to 50% [8]. Although some channels conditions are known to be non realistic
loss scenarios, in this paper we are interested in testing conditions with long
bursts. Thus, in order to provide good statistics with a number of long burst,
high packet loss ratios must be assumed.

For the PESQ test we have considered a subset of the TIMIT database [15],
downsampled at 8 kHz and composed of a total of 1328 sentences (928 for training
and 450 for test) uttered by a balanced number of male and female speakers.
Since PESQ test recommends utterance lengths between 8 and 20 seconds, those
sentences uttered by a same speaker were joined to obtain longer utterances of
approximately 7 s. The scores obtained for every test sentence are weighted by
their relative length in the overall score.

The replacement super vectors obtained with the different proposals will
allow us to regenerate the lost frames. Nevertheless, these vectors will imply
considerable memory requirements. The LPC replacement super vector is a ma-
trix which size is C×L×p, where p is the number of LPC coefficients (typically
10) and C is the number of combinations of O indexes for the data-source model.
Those indexes are provided by codebooks of 1024 centers. The residual replace-
ment super vector is also a matrix which size is C × L × N , where N is the
number of samples of the residual signal. We have considered L = 20 which
seem enough for most of bursts. If the burst length is longer than L, the last
replacement in the selected super vector will be repeated. As can be noted, it is
a considerable amount of required memory but it is still affordable for currently
available devices.

As shown in the previous section, the different tested proposals differ in
the VQ quantization method (LBG, LBGK, SLBG, SLBGF, SLBGD) for the
residual signal. In the case of SLBGF and SLBGD we have consider α = 100 as
the minimum number of elements in a cell required to split it. The results of our
proposals are presented in Table 1. This table also includes the results obtained
by the AMR codec, with its own PLC algorithm, as a reference (Baseline). As can
be observed, better results are obtained as ABL increases, since our technique
performs better for long bursts.
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Residual VQ-quantization for speech concealment 9

(PLR - ABL) 10-1 10-4 10-12 20-1 20-4 20-12 40-1 40-4 40-12

Baseline 2.819 2.820 2.925 2.273 2.223 2.273 1.348 1.446 1.450

1st-order MMSE

LBG 2.836 2.865 2.924 2.295 2.329 2.369 1.513 1.653 1.729
LBGK 2.871 2.917 2.933 2.366 2.415 2.477 1.575 1.716 1.835
SLBG 2.945 2.974 2.982 2.438 2.474 2.553 1.686 1.792 1.897
SLBGF 2.987 3.014 3.052 2.513 2.538 2.600 1.767 1.879 2.033
SLBGD 3.014 3.037 3.086 2.530 2.554 2.638 1.772 1.899 2.064

2nd-order MMSE

LBG 2.852 2.926 3.014 2.369 2.405 2.466 1.553 1.705 1.798
LBGK 2.902 2.994 3.074 2.423 2.458 2.527 1.622 1.790 1.929
SLBG 2.996 3.044 3.107 2.495 2.566 2.638 1.717 1.882 2.018
SLBGF 3.031 3.078 3.139 2.595 2.595 2.654 1.764 1.913 2.068
SLBGD 3.068 3.106 3.153 2.558 2.617 2.676 1.799 1.941 2.096

Table 1. Average PESQ scores obtained with legacy codec AMR (Baseline) and our
proposals under different channel conditions

In order to consider what is the best proposal, we can observe that the algo-
rithms which apply the synthesis distance (SLBG, SLBGF, SLBGD) obtain bet-
ter results and the best results are achieved by the SLBGD algorithm. However,
its high computational cost and the relatively small improvement in performance
compared with SLBGF, the use of SLBGF algorithm is more suitable.

Moreover, table 1 also shows the results obtained through a 2nd-order model.
In this model, we have set a threshold µ = 100 as the minimum of combinations
of two indexes observed in the training database. As can be observed, significa-
tive improvements are obtained in each quantization method, as source-model
is further exploited. Nevertheless, as before, best results are obtained by the
SLBGD and SLBGF approaches. Finally, it must be noted that our proposals
do not incur in neither bitrate increase nor delay.

5 CONCLUSIONS

In this paper we have proposed a mitigation technique in which LPC coefficients
and the residual signal are both concealed when long bursts appear. In order to
obtain the replacements, a model of the speech source is exploited by an MMSE
estimation. To this end, we have computed separated codebooks for LPC and
residuals parameters. In particular, we present several algorithms which modify
the LBG algorithm and minimize the synthesis error in case of the residual sig-
nal. The best residual codebook is obtained with the SLBGD algorithm but due
to its complexity, the use of SLBGF is more suitable. We also tested our pro-
posals through a 2nd-order model in which further improvements are obtained.
Although in this work codebooks with the entire residual signal are considered,
a better quantization can be achieved by splitting this signal into several sub-
frames. This issue will be addressed in future work.
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10 D. López-Oller, A.M. Gómez, J.L. Pérez-Córdoba

The objective quality tests have shown the suitability of our technique in
adverse channel conditions. Moreover, the proposed technique does not increase
neither the bitrate nor delay in the decoder while computational complexity is
kept at minimum as the replacement vectors are obtained off-line. In addition,
we have proposed an error mitigation technique which is not restricted to a
particular codec.
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The implementation of medial stop clusters in European 
Portuguese:  

An articulatory account and some perceptual data 
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Abstract. The main aim of this paper was to investigate the temporal and spa-
tial organisation of medial stop consonant clusters and its influence on percep-
tion. More specifically, timing and coordination of two following stops were 
investigated and related to its perception by native listeners. The hypothesis to 
be tested here is that if consonants are strongly overlapped, C2 may mask C1, 
leading to the perception of a singleton consonant and a discrepancy between 
production and perception.  
In order to test this, physiological movement data were recorded using a 3D 
electromagnetic articulograph from five first language speakers of EP. For the 
measurements, temporal overlap and spatial magnitude has been analysed with 
RM-ANOVA in R. 37 native speakers of EP participated in the forced choice 
perception experiment with an identification task.  
The results showed that stop clusters presented two consonant targets, but some 
of them were so overlapped, that listeners recover indeed only C2 in perception.  

Keywords: EMA, consonant cluster, double articulation consonants, percep-
tion, overlap, compensation for coarticulation. 

1 Introduction 

In spoken Portuguese medial stop clusters present currently a great variation, in which 
both stops can be realized, the first element of the sequence can be deleted ([ɐtual] vs. 
[ɐktual], actual, ‘actual’) or both elements can be realized with an intermediate vocal-
ic element ([kɐptaɾ] vs. [kɐpɨtaɾ], captar, ‘to get’, Mateus & d’Andrade 2000, Veloso 
2007 for European Portuguese, EP). Evidence from Brazilian Portuguese (BP), in 
which intermediate vowel epenthesis is even more frequent than in EP (Bisol 1999), 
attests vowel epenthesis after bilabial, but its occurrence after velar consonant is unat-
tested (*[fakitu] facto, ‘fact’) or at least seldom (?[kompakitadu] compactado, ‘com-
pact’). 

In a diachronic point of view, sequences of two stops were relatively unstable in 
the words that took part of the oral evolution from Latin to Romance: the first stop 
became vocalized or deleted in Portuguese (nŏcte > /nojte/, ’night’ and lūcta > /luta/ 
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‘fight’), palatalized in Spanish giving rise to an affricate (nŏcte > /notʃe/ and lūcta > 
/lutʃa/), vocalized or a geminate in French (nŏcte > /nuit/ and lūcta > /lutte/) and a 
geminate in Italian (nŏcte > /notte/ and lūcta > /lotta/. The remaining stop sequences 
were directly imported from Classical Latin later on and they did not undergo the 
evolution processes from the spoken transmission mentioned before, Boyd-Bowman 
1954: 41-43, Williams 1968: 86, 94-95).  

From a speech motor perspective, stops are realised with a strong closure that can 
mask or cover adjacent segments maximally. Therefore, sequences of stops are not 
expected to be parallelly transmitted or to overlap without masking each other (Mat-
tingly 1981). However, the place of articulation showed some influence on the recov-
erability of adjacent segments. Stop clusters in Georgian (Chitoran et al. 2002) and 
Moroccan Arabic (Gafos et al. 2010) showed consistently a place-order effect in pro-
duction, in which both stops in front-to-back clusters (eg. /pk/) were timed closer 
together and showed more overlap than stops in the other way round (eg. /kp/). The 
pointed explanation was that sequencing of places of articulation in front-to-back 
order is perceptually more easily recoverable than in back-to-front clusters (Chitoran 
et al. 2002).  

These results are in accordance with previous results showing shorter intervals be-
tween C1 and C2 closures in /tk/ than in /kt/. The production of the first cluster involve 
only tongue dorsum raising von /t/ to /k/, while repositioning of the tongue body may 
be needed from velar to alveolar position in /kt/ and the increased flexibility of the 
tongue tip or blade for /t/ may lead to ore coarticulation of this articulator, compared 
to the tongue dorsum for /k/ (Hardcastle and Roach, 1979). Large amounts of tem-
poral overlap cause accommodation of the spatial distribution of the gestures leading 
to the bending of two sequence gestures in a new intermediate configuration (Brow-
man and Golstein, 1989, Recasens et al. 1993).  

In order to test, which of the precedent prediction better describe the organisation 
of stop clusters in Portuguese, we use physiological EMA-data to analyse the tem-
poral and spatial organisation of bilabial-alveolar and velar alveolar clusters. In this 
analysis the synchronic variation will be related to the place order hypothesis in terms 
of temporal coordination and timing differences in the model of articulatory phonolo-
gy (Browman & Goldstein, 1986, 1988, ff.). A second issue was to relate the temporal 
consonant coordination in production with an identification task in perception in order 
to test, if coordination is matched with the identification of consonant clusters, single-
ton consonants or intermediate vocalic elements. For a baseline with consonant over-
lap in production (e.g. Gafos 2002), the correspondence to the perception of a conso-
nant cluster (CC) is expected if production and perception are matched. However, it is 
possible that changes on the consonantal overlap may not be compensated for and 
they lead to different perceptions. In this case we predict two scenarios: a) C2 would 
be timed to occur later relative to C1 in a /C1C2/ cluster and this would give rise to the 
perception of an intervening vocalic element between the consonants (CVC) b). If C2 
would was timed closed after C1, the latter may be strongly covered by C2 and not 
perceptible by listeners. They may perceive the sequence as a single consonant, which 
should be C2 or as a double articulation consonant. The last effect is expected to be 
even stronger in back-to-front clusters according to the predictions of the place-order 
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hypothesis, in which velar C1 are even more difficult to recover than bilabial ones 
(Chitoran et al. 2002).  

Regarding the Portuguese varieties, the frequent vowel reduction (Mateus & 
d’Andrade 2000) and the high vowel deletion (), suggest a trend to strong coarticula-
tion in EP. The resulting prediction is stronger consonantal overlap in EP than in BP 
and, if perception follows overlap, listeners should also be more inclined to 
(mis)perceive more singleton consonants in EP than in BP. The variation of lexical 
stress permits to test, whether unstressed tokens show more coarticulation and overlap 
than stressed as found before (Byrd et al. 1996). 

The last aim of this study was to investigate whether the listener’s variety plays a 
role in the perception of the stop clusters. The prediction here is that clusters should 
be more readily perceived as singleton consonants by BP than EP listeners, if percep-
tion matches production: that is, if BP requires a wider phasing between consonants 
of a cluster in production, then BP listeners might also require a relatively wide phas-
ing between consonants for them to hear a cluster rather than a singleton stop in per-
ception. In particular, BP listeners should hear the majority of the tightly timed clus-
ters in European Portuguese as singleton consonants. 

2 Temporal and spatial organisation  

2.1 Methods 

Physiological movement data were recorded using a 3D electromagnetic articulograph 
from five first language speakers of EP and four speakers of BP. The EP participants 
were from the Porto region (three male, two female and aged between 24 – 29 years) 
and the BP speakers from the city of São Paulo (three male, one female and aged 
between 23 – 29 years). At the time of the recordings, the speakers were exchange 
students or visitors in Munich and had lived there less than ten months. They were all 
naïve regarding the purpose of the experiment and did not report any speech, reading 
or hearing disorders. The sensors were fixed mid-sagittally on the lips (upper and 
lower lip), jaw and three on the tongue (tip, mid, back). Reference sensors were at-
tached on the maxilla, nose and on the left and right mastoid bones.  
 

Stimuli and data processing  
The speakers repeated every target word embedded in a carrier sentence 8 times. The 
stimuli consisted of the lexical words presented on table 1, containing velar or bilabial 
stop in C1 position and alveolar stop in C2 in medial position. The following vowel 
was held constant for each stimulus set.  

Table 1.  Target words for both experiments presented. 

cluster captar 
captador  
compactado 
compactador 
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CeC tapetar 
tapetador 
quetado 
quetadado 

 

CuC computar 
computador 
cutano 
cutanoso 

 
 

C pada 
padada 
cádiz 
cadastro 

 

 
The audio signal was automatically segmented on the basis of the acoustic signal 

using the Munich Automatic Segmentation System (MAUS: Schiel, 2004), the target 
cluster were corrected manually. The physiological trajectories was labelled with the 
EMU System (Harrington 2010) with a semi-automatic algorithm that identify the 
peak velocities of the closing (PVEL1) and opening (PVEL2) gesture and the maxi-
mal constriction (MAX) from the respective signal. MAX corresponds to the point of 
minimal velocity between the onset and offset of the target. The remaining values for 
gesture onset (START) and offset (END) as well as the achievement (TARGET) and 
release (RELEASE) of the constriction were interpolated from the velocities profiles 
and corresponded to the 20% threshold of the difference between the closest veloci-
ties peaks (see Bombien, 2011:71-80 for a detailed description).  

For the physiological annotation of the bilabial segments, the lip aperture (la) was 
calculated as the Euclidean distance between upper and lower lip sensors. The other 
two consonants were defined based on the vertical movement of tongue tip (tt) for /t/ 
and tongue back (tb) for /k/.  

 
Measurements 
OVERLAP of the velar or bilabial C1 and the alveolar C2 was defined as the differ-

ence between the points in time from C2Start to C1Target divided by the duration of 
the C1Plateau (the plateau was defined as the duration between C1Release and 
C1Target) and subtracted by 1. By subtracting it from 1, higher values indicate more 
overlap (Gafos et al., 2010, Chitoran et al., 2002).  

• An overlap value between 0-1 means that C2 starts during the C1Plateau (e.g. 
Gafos 2002, Gafos et al. 2010, Chitoran et al. 2002).  
• A zero or a negative value means that C2 starts simultaneously to or after the 
C1Release, respectively, which means no overlap of both consonant gestures. 
• A value greater than 1 means that C2 starts before the C1Plateau and both conso-
nants overlap more.  

For the spatial analysis we defined the magnitude of the tongue back and lip aperture 
for C1 between the highest and lowest point in the movement of the closing gesture. 
The velar and bilabial stops in the cluster were compared with intervocalic singletons 
(VCV). 
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Statistics 
The overlap variable were analysed in a Mixed Model (library lme4, Bates et al., 

2011) in R with type (three levels: cluster, CeC vs. CuC), speaker variety (two levels: 
BP vs. EP), C1 (two levels: bilabial vs. velar) and stress (two levels: stressed vs. un-
stressed) as fixed factors and speaker as a random factor. In the case of significant 
interactions between two or more factors, subsequent Tukey post-hoc-tests were run 
with the help of the multcomp library (Hothorn et al., 2008) in the same statistical 
environment. 

 
2.2 Results 

Fig. 1 displays the overlap measurements: The upper panels present the results for 
four BP and the lower panels for the five EP speakers with stressed tokens on the left 
and unstressed on the right. Lexical clusters plotted in black can be compared to the 
lexical CVC sequences with intermediate front vowel in dark grey and with back 
vowel in light grey. Positive values mean overlap of both consonants and negative 
values an intermediate lag between both consonants. 

 
Fig. 1.  Relative gesture overlap [1 − (C2Onset- C1Target)/(C1Release - C1Target)] of the stop 
tokens. The graph shows means and standard deviations over four BP and five EP speakers. 
/Ct/, in which C=/p, k/, corresponds to lexical clusters, /CeC/ and /CuC/ corresponds to the 

CVC sequences with front and back vowels, respectively. For an easier comparison, types were 
plotted in the same colours and do not have any further meaning. 
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The most prominent main effect was of stimuli’s type (χ2[2] = 226.1, p < 0.001) with 
lexical clusters showing most more overlap than CeC and CuC. However, it is evident 
that the positive values obtained in this data are much higher as predicted: The values 
are close to or greater than one, meaning that the second consonant starts before C1 is 
achieved. Although similar trends are showed for both varieties, the speaker’s variety 
had a significant main effect (χ2[1] = 13.1, p < 0.01) on the overlap values, in which 
tokens produced by EP participants showed more overlap than by BP, as well as place 
of articulation of C1 (χ2[2] = 62.7, p < 0.001), with velar showing much more overlap 
than clusters starting with the bilabial C1. Unstressed tokens showed more overlap 
than stressed as expected, nonetheless the effect was greater for the EP (χ2[1] = 17.9, 
p < 0.001) than for the BP tokens (χ2[1] = 9.0, p < 0.01). Tokens in EP showed more 
overlap than in BP, as well as velar position comparing to bilabial and unstressed 
comparing to stressed, so that the combination of the three factors corresponds to the 
most overlapped tokens (unstressed /kt/ in EP). 

 Magnitude of both consonants was not significantly smaller in cluster than in the 
singleton consonant. Consequently, we will concentrate on the relationship between 
temporal overlap and perception in the next sections.  

3 Perception experiment  

3.1 Methods 

The stimuli for the perception experiment were recorded as part of a physiological 
study (cf. Section 3) with a multichannel DAT device from one native speaker of BP 
and one of EP. The target stimuli from the third repetition of both speakers were ex-
cised between their acoustic onset and offset and presented in randomized order in an 
online forced choice experiment. The participants listened to each stimulus separately 
and carried out an identification task in which they responded to each /p/-initial token 
with one of the following four choices <t>, <pt>, <pet>, <put> and to each /k/-initial 
token with one of the following four <t>, <kt>, <ket>, <kut>. Since the main research 
question in this study is the number of elements perceived, we analysed the responses 
for one (/t/) and three elements (CVC) in separated mixed models.  

37 native speakers of EP (11m/26f, originated from Porto and aged between 24-36 
years) and 32 native speakers of BP (10m/22f, originated from Campinas and aged 
between 22-35 years) participated in the perception experiment. None of the subjects 
reported any hearing or reading problems.  

Each listener group was subjected to all stimuli of the EP and BP speaker, respec-
tively. The responses were analysed with two binomial generalized linear mixed 
model (GLMM) on the binary responses for the proportion of /t/ and CVC in the R 
statistical program with the listener name as a random factor and listener variety as 
one of the fixed factor. The listener groups will not be presented separately, because 
we did not found a significant influence of this variable (European vs. Brazilian lis-
tener group). The statistical models will be reported in detail with the presentation of 
the results. 
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3.2 Results 

Fig. 2 present the perceptual answers of what were intended lexical clusters in pro-
duction as produced by the BP speaker on the top and by the EP speaker on the bot-
tom with the lexical clusters with bilabial C1 in the upper bar and with velar C1 in the 
lower bar. The both upper panels present the answers to the BP production tokens and 
the lower the EP token. Black corresponds to the perception of two following conso-
nants (/C1C2/), grey to the perception of the same consonants with an intermediate 
vowel and light grey to one singleton consonant. 

 
Fig. 2.  Proportion of the responses to the BP tokens on the top and to the EP tokens 
in the bottom.  The left panels show stressed and the right panels the unstressed to-

kens. 
 

A quick look on Fig. 2 makes clear, that the perception of the lexical cluster 
showed much variation in the perception of intermediated /CVt/, cluster or singleton 
consonant. The mixed model on the percentage of sequence with intermediate vowel, 
irrespective of the vowel was run with speaker variety, C1 and stress as fixed factors 
and listener as a random factor. It showed a main effect of speaker’s variety 
(χ2[1]=7.3, p<0.001) and C1 (χ2[1]=7.5, p<0.001). Stress showed a small trend to 
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more identification of clusters in unstressed position, but this was not significant. 
Tukey post-hoc tests on the combination of both factors confirmed what became evi-
dent from Fig. 2: The variety of speaker had an influence on the percentage of /CVt/ 
for each cluster in both stress conditions, since the percentage of /CVt/ were signifi-
cantly greater in the Brazilian than in the European tokens (p<0.001 for each combi-
nation). In the Brazilian tokens, the bilabial C1 leaded to the perception of an intervo-
calic element (p<0.001). The same trend was true for the European perception, but it 
was significant just in the unstressed condition (p<0.002) for this variety. Stress and 
listener variety were further tested separately for each production set, but both factors 
had no significant influence on the perceptual responses.  

The proportion of singleton /t/ analysed with a second mixed model showed a sig-
nificant main effect of speaker (χ2[1]=8.9, p<0.001) and C1 (χ2[1]=5.3, p<0.001)  and 
a significant interaction between the factors (χ2[4]=32.0, p<0.001). In the perceptual 
responses the proportion of singleton /t/ was significantly greater in velar context for 
the EP than for the BP data (p<0.001 in both stress conditions). After bilabial conso-
nant the varieties had an influence on unstressed /pt/ (p<0.001) with EP showing more 
singleton than BP, in stressed the same trend in visible but it was not significant.  

Velar C1 leaded to a greater amount of singletons than bilabial in both varieties 
(p<0.001 for both varieties in both stress conditions). The stress condition had an 
influence only in the perception of EP /pt/, in which unstressed tokens were perceived 
often as singleton than stressed (p<0.001). All other combinations showed no effect of 
stress.  

4 Discussion 

The strong overlap of the stops in consonant clusters found here was much greater 
than predicted. This data seem to contradict the idea that stops due to the strong clo-
sure do not overlap strongly in order to not mask the preceding stop. The implications 
of the strong overlap for perception were tested with a part of the stimuli. The percep-
tual results clear showed that the majority of the strong overlapped clusters in EP was 
perceived as singleton consonants. Therefore, the strong overlap cannot be compen-
sate for in perception, since listeners just give the second element in perception.  

The analysis of magnitude showed that both gestures still being realized, so that 
blending of the gestures could not be confirmed. However, the implication of this 
experiment was that even being produced both gestures in EP, they cannot be recover 
anymore even by native listeners. In this sense, production and perception do not 
match, since two gestures are produced and just one can be recovered. The came 
across due to unstable timing relationship, in which two gestures with a strong closure 
are so tiny timed that the first one may not be released and cannot be recovered in 
perception.  

In BP both stops overlap less, but a similar trend was found. If velar-alveolar stop 
clusters cannot be recovered in perception, they may compromise in the language in a 
near future.  
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The strong overlap in EP can be related with the stronger coarticulation of the seg-
ments in EP and the frequent high vowel deletion (Silva 1998). The comparison be-
tween EP and BP make the relationship between production and perception of stop 
clusters even more evident, since smaller overlap lead to the perception of more ele-
ments.   

The place-order effect seems to be contradicted in the production part, since se-
quences with velar C1 presented more overlap than with bilabial. However, the per-
ception part make clear implications of strong overlap in this context for perception 
with the lost of over 60 % of the cluster in EP.  

5 Conclusion 

This study clear showed an apparent contradiction between production and percep-
tion, with two elements being produced and just one of them perceived. However, the 
apparent contradiction could be explained with the clear relationship between overlap 
in production and the perception of stop clusters in two Portuguese varieties.  
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Abstract. Statistical language modeling greatly suffers from the effects
of data sparsity which is tackled by means of smoothing techniques.
Continuous space language models are able to interpolate unseen word
histories but new problems and challenges arise, as a very high computa-
tional cost during evaluation of N -gram probabilities, due to the softmax
normalization constant. Several approaches to study how to reduce this
computational cost have been proposed in the literature. This work tries
to improve the use of pre-computed softmax normalization constants ta-
bles by including the Skipping N -grams technique into Neural Network
Language Models (NN LMs) and describes some experiments conducted
on IAM-DB corpus to validate the viability of the proposed technique.
The skipping for NN LMs works as regularization, but additionally helps
to simplify the use of pre-computation of softmax normalization con-
stants, as will be shown in the preliminary experiments of this paper.

1 Introduction

The estimation of a-priori probabilities of word sequences is one of the main pur-
poses of language models (LMs). They play a key role in many natural language
processing applications such as speech or text recognition, machine translation,
part-of-speech tagging, or information retrieval. The most commonly used LMs
are statistical N -gram models [6, 4], which only consider the N − 1 previous
words to estimate the LM probability for a sequence of words of length |W |:

p(w1 . . . w|W |) ≈
|W |∏
i=1

p(wi|wi−n+1 . . . wi−1) (1)

The use of N -grams is usually restricted, in practice, to low orders, as is
the case of trigrams. Although trigram LMs work well in practice, there are
many improvements over this simple model, including higher-order N -grams,
smoothing techniques, skipping models, clustering models or cache models [4].

The estimation of these models are based on counting occurrences of word
histories in a training corpus. A more recent alternative to the classical “count-
based” N -grams are those based on a continuous representation of the lexicon
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using connectionist approaches, as is the case of Neural Network Language Mod-
els (NN LMs) based on multilayer perceptrons [15, 18, 19].

NN LMs do not require the use of explicit smoothing techniques usually em-
ployed in count-based N -grams (e.g., backing-off), but important computational
issues appear when using large vocabularies, majorly due to output softmax ac-
tivation function. Short-list [15] and pre-computation of softmax normalization
constants [18, 19] allow to reduce significantly this computational cost.

This paper describes the first steps of this research and its main contribution
is to study whether the connectionist skipping N -gram LMs can help to improve
NN LMs performance as a regularization method and as a new technique for
smoothed NN LMs presented in [18].

2 Related language models

2.1 Skipping N-gram LMs

N -grams suffer from data sparsity making it necessary the use of smoothing
techniques. Skipping N -grams [5, 14, 13, 10, 16, 4] can improve the generalization
ability of standard smoothing techniques. The idea is that the exact context will
have not probably been seen during training, but the chance of having seen a
similar context (with gaps that are skipped over) increases as the order of the
N -gram does.

Let us explain the idea with an example: suppose that the sentence “The
little boy likes pizza very much” appears in the training data and we are try-
ing to estimate a 5-gram. The training sentence has contributed to the esti-
mation of p(pizza|the little boy likes). Unfortunately, this sentence cannot help
much in the estimation of p(pizza|the little girl likes). The usual technique of
backing-off would consist of using lower order N-grams. In this case, we would
need to descend until p(pizza|likes). By skipping some words from the past
history, the training sentence is useful to estimate p(pizza|the little — likes).
For instance, the probability of p(pizza|the little boy eats) would benefit from
p(pizza|the little boy —) whereas backing-off would require to descent until un-
igrams as far as the example sentence is concerned.

Skipping N -grams are not only based on skipping words from the past his-
tory but also on the combination of different ways of performing these skips.
Each different way of skipping words can be considered a lower order LM in
some way and the Skipping N -grams are a mixture of them. For example, the
representation of several skipped trigrams (at most two context words are not
skipped) may approximate a higher order N -gram using less resources, which
explains why some authors have considered Skipping N -grams as a poor man’s
alternative to higher order N -grams. Nevertheless, our emphasis here is that
they can also be useful to improve NN LMs probability computation.

2.2 NNLMs

NN LMs are able to learn a continuous representation of the lexicon [15, 18, 19].
A scheme of a NN LM is illustrated in Figure 1 where a multilayer perceptron

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

112



(MLP) is used to estimate p(wi|wi−n+1 . . . wi−1). There is an output neuron
for each word wi in a vocabulary Ω′, a subset of the most frequent words of
the task vocabulary Ω, allowing to increase computation of output layer.3 The
input of the NN LM is composed of the sequence wi−n+1, . . . , wi−1. A local
encoding scheme would be a natural representation of the input words, but it
is not suitable for large vocabulary tasks due to the huge size of the resulting
Neural Network (NN). To overcome this problem, a distributed representation
for each word is learned by means of a projection layer. The mapping is learned
by backpropagation in the same way as the other weights in the NN. After
the projection layer, a hidden layer with non-linear activation function is used
and an output layer with the softmax function will represent the N -gram LM
probability distribution. The projection layer can be removed from the network
after training, since it is much more efficient to replace it by a pre-computed
table which stores the distributed encoding of each word. In order to alleviate
problems with rare words, the input is restricted to words with frequency greater
than a threshold K in training data.
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Fig. 1: The architecture of a 4-gram NN LM during training. In this example,
the history of word wi is represented by hi = wi−1,, wi−2, wi−3.

Pre-computation of softmax normalization constants [18] has been proposed
as a practical solution to the high computational cost of NN LMs output layer.
Following our previous work, in order to compute 4-gram probabilities by using

3 Relating to the output layer, several techniques exist to reduce its computational
cost [8, 15, 18, 2, 12]. Short-list approach [15] is the one used in this work and requires
to combine the NN LMs with another LM for words out of the short-list.
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NN LMs, lower order NN LMs are needed to compute N -gram probabilities for
contexts which softmax normalization constant has not been pre-computed. In
this way, the model performance decreases but a significant time speed-up is
obtained. One drawback of this approach is that it forces the training of several
NN LMs for different N -gram orders.

3 Skipping NNLMs

Since skipping techniques consist of learning several LMs based on different
ways of removing words from the past history, a natural way of introducing
Skipping NN LMs is by training a sole MLP but replacing random positions
in context history by a new special symbol 〈none〉. There exist 2N−1 different
ways of replacing some of the N − 1 words by 〈none〉. After training, 2N−1

models are available, each one with a fixed pattern of skipped positions. The
perplexity (PPL) of each possible skipping model will be evaluated in this paper.
Additionally, skipping the proper positions, it is possible to convert a 5-gram
NN LM into a 4-gram, 3-gram and so on. Softmax normalization constants can
be pre-computed for this unique model using LM training data. When a constant
is not found, instead of using a totally different model with lower order, it is
possible to use the same model but with skipping positions which reduce its
order. We have evaluated this approach, a comparison of PPL results of skipped
lower order models and true lower order NN LMs will be performed in this paper.

It is worth mentioning that the technique described in [11], also coined as
continuous skip-ngram model by their authors, is not related to this work despite
the similarity in nomenclature: the main purpose of [11] consists in learning a
continuous representation of the lexicon of a task in a way that captures the se-
mantic similarity w.r.t. the task. This representation could be used, for instance,
in NN LMs. Their continuous skip-ngram models are log-bilinear classifiers which
receive a word at the input layer and try to predict the neighboring (past and
future) words.

4 Experimental setup

The NN LMs used as baseline for our experiments are fully described in [18, 19].
These models will be extended to construct the Skipping NN LM as described
in the previous section. The experiment is conducted on a task based on the
transcriptions of the IAM-DB [9] handwritten dataset. The training material to
estimate the LMs is taken from LOB [7], Wellington [1] and Brown [3] corpora,
which add up to 402K sentences in total. Validation and test sets were taken
from IAM-DB corpus (920 and 2781 lines, respectively). Since IAM-DB texts are
extracted from LOB corpus, IAM-DB validation and test sentences have been
removed from LOB text data. PPL results will be presented for validation and
test parts of the IAM-DB.

Backprogation algorithm and L2 regularized cross-entropy loss function are
used to train NN LMs and Skipping NN LMs. A projection layer with 256
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neurons and a hidden layer with 200 neurons has been used based in previous
works. For Skipping NN LMs, the input is stochastically perturbed, introducing
the 〈none〉 symbol in zero or more random positions of the input layer. For every
training pattern, the number of skips is sampled from a multinomial distribution.
Given a number of skips, the positions of them are uniformly distributed. The
multinomial distribution is defined to assign a probability of 50% for no skips at
all, whereas the other 50% is distributed over one, two or more skips following
a hyperbolic trend (see Table 1).

Table 1: The number of skips is sampled from the following multinomial distri-
butions, given N -gram order.

# skips bigram 3-gram 4-gram 5-gram

0 50% 50% 50% 50%
1 50% 33% 27% 24%
2 – 16% 13% 12%
3 – – 9% 8%
4 – – – 6%

Once the model is trained, 2N−1 different LMs can be build, having each one
a different combination of skips or 〈none〉 tokens in its input layer. Although
one of the main benefits of Skipping NN LMs is to emulate lower order N -
grams in order to greatly simplify the speed-up technique based on memorizing
softmax normalization constants, in this work we focus on: first, investigating
these emulation capabilities, and, second, computing the probabilities of the first
N1 words of a sentence (for higher order N -grams) before the complete word
history is available.

5 Experimental results

First, an evaluation of the PPL trend for validation data depending on the
none tokens has been performed (see Figure 2). PPL is computed for all of the
2N−1 possible skipping positions. To better interpret the results, let us remark
that the skipping number is a right-to-left bits mask where “0” indicates no
skip and “1” indicates a skip. So, the skip number 7 in a 5-gram refers to the
binary representation 1110, meaning that probability of N -gram at position i is
computed by using word i− 1 and three 〈none〉 tokens. The complete Skipping
NN LMs models consider the combination of the different LMs associated to the
skipping masks. We have performed this combination, for each N -gram order,
using the compute-best-mix tool from SRILM toolkit [17]. The obtained results
are very similar and competitive with those of standard NN LMs but they are
not able to outperform this baseline.

As can be observed in Figure 2, the Skipping NN LMs with a skipping mask
without 〈none〉 performs as well as standard NN LMs while the presence of
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Fig. 2: PPL measured on validation set for Skipping NN LMs varying the skipping
mask together with the baseline PPL of the non-skipping NN LM. The vertical
axes of the four plots show the PPL and the skipping mask appears on the
horizontal axes using the binary notation described in the paper. Upper plot
corresponds to 5-grams. Lower plots correspond, from left to right, to 4-grams,
trigrams and bigrams.

〈none〉 downgrades the results and this effect is more pronounced when 〈none〉
is close to the word to be predicted.

In order to evaluate the future ability of Skipping NN LMs to simplify the
work presented at [18], Table 2 shows the PPL obtained by using no skipping
NN LMs and Skipping NN LMs where the skipping positions are set to model
equal or lower orders. Values from the first row of each table are the PPL values
for each one of the NN LMs. The remaining rows contain the values from each of
the Skipping NN LMs. The last non-void value of these rows is the PPL for the
set without perturbing its input. The previous values are obtained after using
skipping configurations that emulate a lower order ngram. For example, the 4-
gram value for 5-gram Skipping NN LM is obtained after using the skipping
mask that replaces the furthest word from the context by 〈none〉. To get the
trigram value we replace the next word from the context too, and so on.

We can observe that the column values for each table are quite similar. This
means that the PPL values for each one of the NN LMs are similar to the ones
obtained for the Skipping NN LMs which can compute them using the adequate
skipping configuration. Therefore, it is possible to train a single Skipping NN LM
to imitate the behaviour of several NN LMs. Backing off for Skipping NN LMs
has a simpler training procedure, you need only one model, while for NN LMs
you need one model for every N -gram order [18].
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Table 2: PPL results for IAM-DB validation (left) and test (right). For skip
models the PPL has been computed for 0 skips and for skip combinations which
simulate a lower order model.

Ngram order
Model 1 2 3 4 5

5gr No skip – – – – 267
4gr No skip – – – 272 –
3gr No skip – – 280 – –
2gr No skip – 330 – – –

5gr skip 946 334 286 272 269
4gr skip 955 337 284 273 –
3gr skip 990 333 287 – –
2gr skip 963 336 – – –

Ngram order
Model 1 2 3 4 5

5gr No skip – – – – 309
4gr No skip – – – 313 –
3gr No skip – – 319 – –
2gr No skip – 376 – – –

5gr skip 1019 378 326 311 309
4gr skip 1025 383 324 313 –
3gr skip 1045 377 327 – –
2gr skip 1026 381 – – –

6 Conclusions and future work

This work is, to the best of our knowledge, the very first attempt to integrate
the well known technique of Skipping N -grams into NN LMs. NN LMs are
capable of learning distributed representations which might explain that non
additional gain is obtained by including the skipping technique. Coming back
to the example of the little boy which likes pizza, from Section 2.1, it is possible
that in a large corpus the contexts of words boy and girl are similar enough to
make it possible for the MLP to learn a similar representation for these words
so that the effect of skipping is diminished.

On the other side, the capability of Skipping NN LMs to emulate lower order
NN LMs makes them very suitable for greatly simplifying the speed-up technique
based on pre-computation of softmax normalization constants [18] since these
models rely on lower order models when a constant is not found.

As a future work, we plan to investigate the effect of this technique in larger
corpora to give more support to the preliminary results presented here and to
study the effect of the new LM in the overall error of a recognition system.
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Abstract. In the study presented in this paper, we verified how the speech recognition
quality in distributed systems depends on the client device. We confirmed a quality reduc-
tion on mobile devices when compared with the obtained quality from a simultaneously
taken signal from a laptop computer which acts as reference. We analysed the perfor-
mance of applying a gain modification to the signals and the performance of applying
Maximum Likelihood Linear Regression speaker/device adaptation. We also analysed the
performance of applying the gain modification before the speaker/device adaptation, and
vice versa. Results allow to propose a practical solution to improve speech recognition
quality in distributed systems.

Keywords: Speech recognition, speech enhancement, mobile devices, distributed system

1 Introduction

In the last years, smartphones have experienced an exponential increasing in its processing ca-
pabilities, in its available memory, in its connectivity options, and in the type of its embedded
sensors. In addition, distributed systems allow to perform more complex tasks by delegating the
computational load on the server.

Taking into account that the fastest and most effective way of communication for human
beings is speech, we can think about the speech in natural language as one of the most important
forms of interaction with smartphones. Two great examples of distributed ASR (Automatic
Speech Recognition) systems are the recognisers of Google and Apple (Siri) for Android and
iOS, respectively.

However, distributed ASR is only one of the available skills in more ambitious projects such
as the Percepción project [1], whose main aim is to assist people to interact with the environment
using mobile devices as a “sixth sense”.

During the development of a distributed ASR system, in particular as partners of the Per-
cepción project, we could see how the quality of speech recognition when using mobile devices
was significantly degraded with respect to the quality obtained when using a computer. Consid-
ering that we used the same speech recogniser, with the same configuration and same models
(acoustic, lexical, and language), the main differences that could produce such a degradation in
the ASR quality were on the environment, the mobile devices, and the speakers.

In multichannel speech communication systems, the speech signal can be enhanced by using
techniques such as blind-matched filtering [2]. This technique allows to estimate the acoustic
transfer function of each channel, getting a combined output with a maximised SNR (Signal-Noise
Ratio). Our system is single channel, and consequently this technique is not applicable. However,
estimating a matched filter to the transfer function of the device would mean a substantial
improvement in the quality of speech recognition.
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Table 1. Client devices used in this study.

Device Name Model Operating System

Tablet Samsung Galaxy 2 GT-P3110 Android 4.2.2
Smartphone Samsung Galaxy SIII mini GT-I8190 Android 4.4.2
Computer MacBook Pro 7.1 Mid-2010 OS X 10.9.3

In the study presented in this paper, we verified that the degradation of the quality of the
recognition is device-dependent. We analysed the performance of applying a gain modification to
the signals and the performance of adapting the acoustic models to the speaker/device. Finally,
based on the results of this study, we proposed a practical solution to improve distributed speech
recognition quality.

The rest of the paper is organised as follows: Section 2 presents our hypothesis; Section 3
introduces the experimental framework used to verify our hypothesis; Section 4 explains the
performed experiments and the obtained results; finally, Section 5 offers the conclusions.

2 Hipothesis

We assume that the distributed ASR system (see Figure 1) is linear and time invariant. Hence,
the ASR input signals recorded by client devices xd(t) can be expressed by the convolution of
the speech signal s(t) with the environmental he

d(t) and internal hi
d(t) impulse responses of each

client device d:

xd(t) = s(t) ∗ he
d(t) ∗ hi

d(t) (1)

The Equation (1) is transformed into the following equation in the frequency domain:

Xd(f) = S(f)He
d(f)Hi

d(f) (2)

Since the speech signal produced by users S(f) was the same for each device, the ASR quality
differences for each device d were produced only by its impulse response Hd(f):

Hd(f) = He
d(f)Hi

d(f) (3)

Considering Equations (2) and (3), the correlation between the computer signal Xc(f) and
the mobile device signals (Xt(f) and Xs(f) for the tablet and the smartphone, respectively) is:

Xc(f) = Xt(f)
Hc(f)

Ht(f)
= Xs(f)

Hc(f)

Hs(f)
(4)

Therefore, our hypothesis is that with an appropriate model, and on the same environmental
and speaker conditions, ASR quality with mobile devices must be similar to that obtained with
the computer.

3 Experimental framework

With the objective of checking our hypothesis, we performed several experiments using a tablet,
a smartphone, and a computer as client devices to acquire simultaneously the voice signal. Table
1 shows the list of devices used in this study.
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Fig. 1. Voice acquisition and distributed ASR scenario.

3.1 Voice signal acquisition

The acquisition of the voice signal was performed with a sampling rate of 16 kHz and a 16-bit
quantisation, and stored in uncompressed files. For mobile devices, the acquisition was carried
out by using an Android application, and in the case of the computer, by using a Java application.
Both applications had the same audio recording configuration. Figure 2 shows a picture of the
voice acquisition scenario. We tried to get the same speech signal in the three devices in a form
of use as natural as possible. For this reason speakers were sat just in front of the computer,
having the tablet slightly at left and the smartphone slightly at right of the computer.

3.2 Speech features

MFCC (Mel-Frequency Cepstral Coefficients) were extracted from the audio files. The Fourier
transform was calculated every 10ms over a window of 25ms of a pre-emphasised signal. Next, 23
equidistant Mel scale triangular filters were applied and the filters outputs were logarithmised.
Finally, to obtain the MFCC a discrete cosine transformation was applied. We used the first 12
MFCC and log frame energy with first and second order derivatives as features, resulting in a 39
dimensional vector.

3.3 Acoustic modeling

For the training of the acoustic models we used a partition of the Spanish phonetic corpus
Albayzin [4]. This corpus consists of a set of three sub-corpus recorded by 304 speakers using
a sampling rate of 16 kHz and a 16-bit quantisation. The training partition used in this work
included a set of 4800 phonetically balanced utterances, specifically, 200 utterances read by four
speakers and 25 utterances read by 160 speakers, with a total length of about 4 hours. A set of 25
HMM (Hidden Markov Models) (23 monophones, short silence, and long silence) was estimated
from this corpus by using HTK [7]. Each HMM was formed by 3 states with 64 gaussians each
state, giving a total of 4608 gaussians with diagonal covariance matrixes.
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Fig. 2. Voice acquisition scenario.

3.4 Task, language and lexicon models

The task that was used in this study is an oral interface for interaction in a Smart City en-
vironment, specifically, the Smart Campus application of the UJI [1]. This application permits
users to find the location of spaces such as buildings, parking areas, waste deposit areas, interior
spaces and services in the university campus. This Smart Campus application uses a dialogue
manager in order to enhance the quality of speech recognition, and consequently improve the
user experience. For each dialogue state the dialogue manager disposes of a different language
model. These language models are based on a set of finite-state models that determine a number
of categories. For each dialogue state, a set of combinations of these categories was defined as
a way to give meaningful sentences in the corresponding state. These combinations have been
used for the inference of trigram models that employ the expansion on the defined categories.
Additionally, all the task vocabulary was added in order to smooth the language model. These
n-grams language models are in ARPA format and the lexicon model in HTK format. For this
study we used only the language model from the first dialogue state, which covers all the consults
that can be made to the system.

3.5 Test set

The test set was generated from 10 sentences related with the selected language model. These
10 sentences are shown in Figure 3. We got the cooperation of 16 different speakers who read
the 10 test sentences, giving a total test set of 160 utterances per device (about 10 minutes of
speech signal). The set of speakers had the following characteristics:

– They were between 25 and 39 years old.
– They were 3 women, and 13 men.
– 14 of them had higher education, and 2 speakers had secondary education.
– 13 speakers were Spanish, and the other 3 were foreigners.
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Dime el camino a la biblioteca.

Estoy buscando la pizzeria ágora.

Sitúame la facultad de ciencias sociales y humanas.

¿Dónde está el ba~no?

Dime donde está el consejo social.

Indı́came el camino a un aula docente.

El contenedor de vidrio.

Dime cómo llegar a la escuela de ciencias experimentales.

Quiero llegar a la óptica.

¿Dónde hay un aparcamiento de minusválidos?

Fig. 3. Test sentences.

Table 2. Reference results (WER).

Device
Tablet Smartphone Computer

Without adaptation 70.9%± 2.6 43.6%± 3.6 32.2%± 3.1
With adaptation 63.4%± 3.2 27.1%± 2.5 25.9%± 2.3

– 11 of them had Spanish as mother tongue, but 5 speakers had a different mother tongue (3
had Valencian, 1 had Arabic, and 1 had Finnish).

3.6 Speaker/device adaptation

The speaker/device adaptation was successfully used to improve the ASR quality in the UJI
Smart Campus application [1]. In this application, significant improvements were achieved by
using the MLLR (Maximum Likelihood Linear Regression) technique.

In the present study, we used a cross-validation approach to study the effect of speaker/device
adaptation. Thus, we estimated two adapted models for each device and speaker by using HTK
[7] with the MLLR technique using 32 regression classes with full transformation matrix. The
first one was obtained using the first 5 sentences of the test set, and the second one was obtained
using the last 5 sentences. Tests for each set of models were performed with the utterances not
employed in the adaptation.

3.7 Evaluation metrics

As evaluation metric we used WER (Word Error Rate) between the best hypothesis from de-
coding processes and the reference. Confidence intervals of 95% were calculated by using the
bootstrapping method with 10,000 repetitions [5].

4 Experiments

First of all, we obtained the WER reference values for the original signals with and without
speaker/device adaptation. As can be observed in Table 2, the ASR quality degradation on mobile
devices was confirmed by the reference results. Without adaptation, the WER in the case of the
tablet reached 70.9%±2.6, and in the case of the smartphone, although the WER was smaller, it
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Fig. 4. Voice waveform examples.

was still high, remaining at 43.6%±3.6. In both cases, the differences were statistically significant
when compared with the 32.2% ± 3.1 of WER obtained for the computer. The speaker/device
adaptation produced significant improvements for all devices. The improvement achieved in the
case of the tablet was significant, but it was still a high value of WER (63.4% ± 3.2). In the
case of the smartphone the improvement stood out above the rest. With an improvement of 18.5
points of WER, the ASR quality for the smartphone sets in the ASR quality level obtained for
the computer. To perform all the ASR experiments we used the iAtros recogniser [3].

The next step was to analyse the signals to find the reasons that cause these results. In Figure
4 the speech waveforms of the first sentence for one speaker are shown. The first thing that we
can observe is the difference of gain levels and SNR. While for computer (xc(t)) the signal has
38.8dB of SNR without saturation, in the worst case (tablet (xt(t))), we can observe a SNR
of 25.3dB. Moreover, in some points the signal becomes saturated. The same is happening in
the case of the smartphone (xs(t)), with less saturation and a better SNR (33.4dB). When we
compared the spectrum of the signals, we observed a clear difference in the gain levels. Figure
5 presents the spectral analysis of the waveforms showed in Figure 4 using a Hamming window
with a size of 512 samples. We used Audacity [8] to measure the SNR, and to do the waveform
and frequency analysis.

From the analysis performed, we can conclude that the amplitude is the main difference
between the signals. Consequently, we can guess that a modification in the gain of signals could
cause improvements in the recognition quality.

4.1 Gain adjustment experiment

With a second experiment we checked the effect of modifying the gain from 20dB of attenuation
to 10dB of amplification. Moreover, we checked the added effect of adapting the acoustic model
to the speaker/device in two ways; first, by adapting the acoustic model before changing the
gain (Adaptation - Gain), and second, by modifying the gain before adapting the acoustic model
(Gain - Adaptation). The gain level modification was performed with the Sox tool [6].

As can be observed in the results shown in Figures 6, 7 and 8, the modification of gain level
affects the quality of speech recognition. In the case of the computer (Figure 6), no significant
improvement was obtained modifying the gain. However, in the case of the the tablet (Figure
7), the best results were obtained in the range of attenuation between 10dB and 20dB, with
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Fig. 5. Voice spectrum examples.

Table 3. Summary of experiment best results (WER).

Device
Tablet Smartphone Computer

Adaptation - Gain 44.0%± 3.4 26.6%± 2.6 25.9%± 2.3
Gain - Adaptation 28.7%± 2.7 26.5%± 2.6 25.0%± 2.2
Without adaptation 38.0%± 3.0 32.9%± 3.0 32.2%± 3.1

38.0% ± 3.0 as best WER value when applying an attenuation of 17dB without adaptation.
With adaptation, the best WER value was 28.7% ± 2.7 when applying an attenuation of 16dB
before the acoustic adaptation, and 44.0%± 3.4 when applying an attenuation of 14dB after the
adaptation.

For the smartphone (Figure 8) the best results were obtained by applying an attenuation
between 0dB and 15dB; in particular, the best result without adaptation was 32.9% ± 3.0 with
an attenuation of 8dB. The effect of applying the adaptation resulted in a WER of 26.5% ± 2.6
when applying an attenuation of 14dB before the adaptation, and 26.6%±2.6 when applying an
attenuation of 3dB after the adaptation. Table 3 shows a summary of the best results obtained.

5 Conclusions

In this paper we studied the ASR quality for three different client devices on a distributed ASR
system. We verified that the ASR quality for mobile devices is lower than the ASR quality
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Fig. 6. Experiment results for the computer.
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Fig. 7. Experiment results for the tablet.
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Fig. 8. Experiment results for the smartphone.

obtained by using a computer on the same conditions, and through several experiments, we
managed to improve significantly the ASR quality for all devices.

The speaker/device adaptation of the acoustic model enhanced the ASR quality for all de-
vices. Applying only the speaker/device adaptation we achieved a level of ASR quality for the
smartphone similar to the level obtained for the computer. However, in the case of the tablet the
improvement was not enough.

With the gain level adjustment, we achieved an improvement in the ASR quality for both
mobile devices that reached the ASR quality level of the computer. In addition, the greatest
improvement was obtained when we adapted the acoustic model to the speaker/device after the
gain level adjustment.

We leave as an open line of future work the estimation of a device matched-filter. A matched-
filter would involve a higher degree of ASR quality improvement.

A first practical application of this study could be used to improve the ASR quality on the UJI
Smart Campus application. Currently, the system includes a speaker/device adaptation module
that uses the first 5 sentences of the test set to calculate a global diagonal transformation matrix
to adapt the acoustic model. Our proposal is to obtain the optimal gain value for the mobile
device using the adaptation sentences before estimating the adaptation matrix, and notify this
value to the speech recogniser or the mobile device. If this value is communicated to the speech
recogniser, it should adjust the signal gain before preprocessing the signal to obtain the cepstral
features. Another option is to communicate this value to the client device, in order to adjust the
recording gain.

The second option presents several advantages, such as the prevention of the signal saturation
and the reduction of the server computing time.
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Abstract. In this paper a set of experiments on keyword spotting over
a broadcast news database is presented. The main goal of this work
was to understand the advantages and limitations of the basic strate-
gies for keyword spotting described in the literature. For this purpose, a
realistic, but controlled scenario was selected: the Transcrigal database.
This database is composed of recordings of Broadcast News programs
of the local galician television. Using this experimental framework two
basic strategies were implemented: direct word recognition, and contin-
uous speech recognition. In both cases several different implementations
were tested. We obtained best results using word lattices extracted from
N-Best lists which confirms the results described in the literature.

1 Introduction

Keyword spotting (KWS) aims at detecting a given list of keywords in a set of
speech recordings. It is an interesting task in several scenarios where the objec-
tive is to detect a closed set of words or expressions in an audio stream instead of
getting an accurate transcription. Keyword spotting systems are used for index-
ing and retrieval of audiovisual databases or for media monitoring to mention a
few examples.

In this paper we present the results of a series of experiments which were
conducted to test the performance of several basic KWS algorithms using a
controlled experimental framework. Our main objective was to understand the
advantages, disadvantages and limitations of each method, and to contrast our
conclusions with those found in the literature.

With these objectives in mind, we decided to use the Transcrigal database.
This is a database that was compiled and labeled by our research group [4] sev-
eral years ago. It is composed of recordings of broadcast news programs from
the galician local television (TVG), including sport and weather sections. The
programs are mainly in galician language, although there is a significative per-
centage of recordings in spanish language. During the last years, Transcrigal was
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the test-bed used for the development of our speech recognizer in Galician lan-
guage. For this work the database was divided into three sets: train, development
and test. For the development and test data the word error rate obtained was
32.9 and 29.6 respectively.

The most common approaches for KWS may be classified in three groups:
word recognition systems, systems based on large vocabulary continuous speech
recognizers (LVCSR) and systems based on phoneme lattices.

Word recognition is the most basic and straightforward method. The idea is
to use a speech recognizer with a grammar composed of the desired keywords
interconnected using some kind of filler models [6] [5]. To avoid false alarms,
word recognition-based systems use some kind of garbage models to perform a
statistical hypothesis test. The results of this test are employed as a confidence
measure of the word hypothesis to select the desired false alarm/ false rejection
tradeoff. Even with this mechanism, word recognizers are reported to have very
high false alarm rates, so they are commonly used only in conjunction with more
advanced algorithms.

The second method is based on large vocabulary continuous speech recog-
nizers (LVCSR) [10]. The idea is to obtain a complete transcription as good as
possible of the audio data. This transcription may be easily searched to find
the occurrences of the desired keywords. The main drawback of this method is
that the performance of LVCSR degrades heavily when there are acoustic and
language mismatches between training and application conditions. Therefore sys-
tems based on LVCSR may be unreliable if there is no training data available.
A second problem is that LVCSR systems use a closed vocabulary, so keywords
not included in the lexicon during the training stage cannot be retrieved.

A more interesting variant of this method is to perform the search using word
lattices rather than the raw output of decoder [7]. Word lattices are directed
acyclic graphs, where each node represents a single word hypothesis. They are
an efficient and compact method for representing a large amount of alternative
transcriptions. Searching in word lattices is reported to achieve better accuracy
than using the direct transcription [7] [9].

Finally, phoneme lattices [10] are most useful in tasks like spoken term detec-
tion in which fast response of the system is a fundamental requirement [2]. The
idea is to build lattices of phonemes instead of words which may be efectively
searched without a previous knowledge of the keywords. Phoneme lattices are,
however, reported to achieve worse results than LVCSR-based systems [10].

In this work we explored the two first mechanisms of KWS described before:
word recognizers and continuous speech recognizers, leaving the phoneme lattice
for future research. We compared two methods of using LVCSR: direct search
in the best transcription and in word lattices. As we will see in the following
sections, word recognition offered the worst performance, with a high amount of
false alarms for a reasonable rate of keyword detection which confirms the results
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described in the literature. On the other hand we found that word lattices was
the method with better results, with only slightly better performance than direct
search.

The remainder of the paper is organized as follows: Section 2 describes the
experimental framework used in our experiments and describes the evaluation
methods used. Section 3 explains in detail the different systems employed. Sec-
tion 4 draws the results of the comparison of the different techniques used fol-
lowed by the discussion of them. Finally Section 5 shows the conclusions ex-
tracted from the analysis.

2 Experimental Framework

2.1 Transcrigal Database

Our keyword spotting systems were tested on a large database of broadcast news
from the local Galician television [4]. Each news lasts approximately 60 minutes,
and consists of three well separated blocks: news, sports and weather forecast
with its corresponding anchorperson.

The news are mainly in Galician language, but also there are non-reporters
that speak in other languages as Spanish.

All speech data was digitized into 16 bits with a sampling frequency of 16
kHz. In total, there are near 39 hours of recordings. There are an average of 156
speaker turns for each news. Each speaker turn is divided into many files for
which a voice activity detector is used.

For the purpose of the experiment, the database was divided into three in-
dependent partitions: train, development and test. Training data were used to
obtain acoustic and language models. The development set was utilized for ob-
taining the optimal point of DET curve while the test set was used to obtain the
final results. The composition of each partition may be consulted in Table 1.

To define the keyword set, we selected the most frequent words according to
the language model. Therefore there are no out of vocabulary words in this test.
We discarded function words to obtain a final list of 139 keywords. The total
number of occurrences of keywords in the development and test sets is 1637 and
2268 respectively.

Duration #news #files

Train 30h 27m 30.07s 26 6152

Development 3h 32m 55.85s 4 834

Test 5h 7m 5.88s 5 1129

Table 1. Partitions of the Transcrigal database.

2.2 UVigo Speech recognizer

The experiments were performed using the UVigo decoder, developed in our
research group [1]. To reduce the computation time we did not use in this re-
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search our best performing system, which includes acoustic model adaptation
and word-graph rescoring. Instead, a faster but less accurate one pass system
was applied. The UVigo decoder uses the usual token-passing algorithm, with
language model look-ahead and an N-Best re-scoring stage applying an A* stack
strategy. The acoustic models are two state demiphones, with 12 Mel Frequency
Cepstrum Coefficients plus energy and their delta and acceleration values. We
used a bigram based language model (LM) with 60K words, 8M of bigrams and
6M trigrams approximately.
Table 2 shows the perplexity, out of vocabulary (OOV) rate and word error rate
for the development and evaluation set.

Perplexity OOV rate WER

Dev 184.2 2.6 32.9

Eval 218.7 2.2 29.6

Table 2. Perplexity, out of vocabulary rate and word error rate for the development
and evaluation sets.

2.3 Evaluation measures

The performance of a keyword spotting system is measured by the Receiver Op-
erating Characteristics (ROC) curve. In this case, it is a plot of the fraction
of true positives (TPR) out of the actual positives versus the fraction of false
positives (FPR) out of the actual positives. The definitions are:

TPR =
TP

TP + FN
(1)

FPR =
FP

TP + FN
(2)

TP is the number of true positives, FN represents the number of false neg-
atives and FP is the number of false positives. Each point on the ROC curve
represents the system efficiency for a specific trade-off between achieving a high
true positive rate and a low false positive rate. Our experiments are evaluated
using Figure of Merit (FOM)[12], which is the average of correct detections over
1 to 10 false alarms per hour. The FOM is calculated as follows:

FOM =
1

10T
∗ (p1 + p2 + ...+ pN + a ∗ pN+1) (3)

where T is the total duration of the test speech in hours (in this case T is 1
hour) and pi represents the percentage of true hits found before the i’ th false
alarm. N is the first integer greater or equal than 10T - 0,5 and a= 10T - N is
a factor that interpolates to 10 false alarms per hour.
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The system performance was also evaluated by a weighted function of miss
and false alarm probabilities. For the NIST STD06 evaluation the primary met-
ric was the Actual Term Weighted Value (ATWV). To score a posting list (a
list with start, end times, and system detection scores) for a given keyword and
detection threshold, entries in the list are matched to reference occurrences using
a function that accounts for both temporal overlap between the reference and
posting list ofs occurrences and the detection scores assigned by the system. The
metric is defined as follows:

ATWV = 1 − 1

T
∗

T∑
t=1

(Pmiss(t) + β ∗ Pfa(t)) (4)

Pmiss(t) = 1 − Ncorr(t)

Ntrue(t)
, Pfa(t) =

Nspurious(t)

Total −Ntrue(t)
(5)

T is the total number of terms. β represents the cost/value ratio, in this case is
0.1, thus the value lost by a false alarm is a tenth of value lost for a miss. Ncorr

and Nspurious is the number of correct and incorrect term detections,Ntrue is
the total number of true term occurrences in the corpus and Total is the dura-
tion (in seconds) of the indexed audio corpus.

3 Keyword Spotting algorithms

3.1 Word recognition

This is the most simple and straightforward method for KWS. A simple word
recognizer with a grammar which includes all the needed keywords is applied to
the audio stream. The basic procedure is depicted in Figure 1. The top network
represents the recognition grammar, composed of a set of N keywords in parallel.
Each keyword may be modelled using a single Hidden Markov Model (HMM), or
as a sequence of HMMs of subword units [5]. The bottom network of the figure
represents the hypothesis test mentioned in Section 1 [9].

In our experiments, the hypothesis test was built using a phonetic recogni-
tion of the audio stream using the same acoustic models employed in the main
recognizer. For a given word hypothesis wi with acoustic score Pw, we obtained
the contrast score Pa adding the scores provided by the phonetic recognizer over
the same time period. The final acoustic confidence measure was obtained using
the classical expression:

ACM =
Pw − Pa

T
(6)

where T is the duration in frames of the word wi.
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Fig. 1. General scheme of a keyword detection system using word recognition.

3.2 Continuous speech recognition

Keyword spotting using LVCSR may be easily implementing for searching for
the desired keyword on the transcription. The main problem with this method
is that there is no possibility of selecting an operation point to minimize false
alarms. This is a minor problem if the recognizer is highly reliable, but unfor-
tunately, this is not the usual case. Continuous speech recognizers are known to
suffer severe losses in performance when there are mismatches between the train-
ing and application conditions. In the experiments described here we explored
different possibilities for obtaining a ROC curve and selecting an operation point
using the direct transcription. The problem is to identify the reliability of each
word hypothesis, or in other words, to find a word confidence measure. This is
a well-known problem for which several solutions have been proposed (see for
example [3]). The most successful, according to most authors, is to use posterior
probabilites computed from word lattices or N-Best lists [11], a strategy which
will be described in next section.

In the experiments described in this section we used two different mechanisms
to obtain the confidence measures. The first one was to use the same procedure
described by Equation 6, using only the acoustic probabilities of the words.
In the second experiment we used all the scores given by the decoder, i.e. the
combination of the acoustic and LM scores computed as follows:

LCMw = Pw
a + LMW · Pw

LM (7)

where PW
a is the acoustic score of the word w, Pw

LM is the LM score and
LMW is the language model weight.

3.3 Continuous speech recognition with word lattices

In this experiment, we used the UVigo decoder in conjunction with the lattice
tool provided by the SRI-LM toolkit [8] to obtain word lattices with posterior
probabilities. We explored two different procedures: to generate the word lattices
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directly from the decoder; and to extract NBest lists and convert them to word
lattices using the SRI-LM toolkit. In both cases the posterior probabilities were
employed for plotting the ROC curves and finding the optimum operation point
for the development set.

Due to the huge size of the word lattices obtained with the first method, it
is necessary to use a pruning level to discard word hypothesis with low posterior
probability. As we will see in section 4 we found this pruning level to have an
important influence on the system which will be discussed later.

The second strategy used was to build the word lattices from the list of the N
best hypothesis generated by the decoder. We used an upper limit of 200 word
transcriptions for each audio utterance. In this case, the size of the resulting
word lattices made unnecessary the use of posterior pruning.

4 Experimental Results

In this section the experimental results for all KWS methods described in section
3 are presented. The experimental procedure was as follows: all experiments
were performed over the development set. We selected an operation point to
optimize the results in terms of FOM and another one to maximice ATWV.
Both operation points were applied to the evaluation set to obtain the final
results presented at the end of this section.

Figure 2 shows the results for the experiment using LVCSR. Label KWS-
CRAM identifies the experiment using the hypothesis test of Equation 6, while
KWS-CRLM LMW corresponds to the experiments using the sum of the logar-
itmic acoustic and LM scores and an LM weight of LMW (Equation 7).

It can be seen in the figure that KWS-CRAM has better performance than
KWS-CRLM for any LM weight. This is an unexpected result. Confidence mea-
sures based on acoustic scores only are known to give poor perfomance in con-
tinuous speech recognition tasks. Therefore we expected better performance for
KWS also. We think that these results may be somehow biased due to method
of selection of the keywords explained in section 2, but further research will be
needed to clarify this point.

Figure 3 shows the results of the KWS systems using word lattices. The label
KWS-WL PP identifies the experiments using word lattices extracted directly
from the decoder using a posterior pruning level of PP, while KWS-WLNB cor-
responds to the experiment using word lattices extracted from N-Bests lists. We
obtained much better results using N-Best lists than using word lattices. Note
the effect of the pruning level over the KWS-WL experiments. A higher pruning
level produces ROC curves with more extension over the x axis, but with lower
TPR for a given FPR.

Finally, Figure 4 is a compilation of the best results of Figures 2 and 3. The
curve with legend KWS-WR was included for comparison purposes and was ex-
tracted using the experiment with word recognition. Note that the performance
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Fig. 2. ROC curve for the experiments with LVCSR. KWS-CRAM: results using
acoustic confidence measures; KWS-CRLM LMW: results using acoustic plus lan-
guage model scores as confidence measures, with LM weight=LMW.

Fig. 3. ROC curve for the experiments using word lattices. KWS-WL PP: results
using word lattices with a posterior pruning of PP; KWS-WLNB: results using word
lattices extracted from the N-Best lists.

of this method is, as expected, very bad. It can be seen in the figure that the
KWS-WLNB (word lattices with N-Best) has better TPR than KWS-CRAM
(LVCSR with acoustic confidence measures) for all values of FPR, but the latter
method lets the user select an operating point with a less false positive rate.

Table 3 shows the results, in terms of ATWV and FOM, obtained over the
evaluation set, for the three experiments depicted in Figure 4. The results were
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Fig. 4. Comparison of the ROC curves for the best systems of Figures 2 and 3 . KWS-
WR is the curve with the experiment for word recognition.

obtained using the operation point which maximizes ATWV and FOM in the
development set. The system KWS-WLNB offer better results than KWS-CRAM
in terms of ATWV also for this data set. However, KWS-CRAM performs better
in terms of FOM. We think that this effect is due to the fact that in KWS-
WLNB operation points with less false positive rate than in KWS-CRAM may
be selected.

System ATWV Pmiss Pfa FOM Computational time

KWS-WR -0.98 0.148 0.995% 26.06 6.83

KWS-CRAM 0.75 0.115 0.022% 52.73 2.03

KWS-WLNB 0.78 0.118 0.018% 46.49 2.05

Table 3. ATWV, miss and false alarm probabilities, FOM results on the test data and
computational time (measured in real time factor). The experiments was executed in
a server with 2xIntel Xeon, 64 bits, 8cores, 2,33GHz, 8GB RAM.

5 Conclusions and further work

In this paper we have described a set of initial experiments of keyword spotting
over Transcrigal database. Our objective was to identify the advantages and
drawbacks of the basic KWS methods.
We have confirmed most of the results that can be found in the literature: the
methods based on word recognition offered poor performance, with high false
positive rates; the strategies that employ word lattices and posterior probabili-
ties are in general better than those which use the direct transcription provided
by the recognizer.
On the other side, the superiority of the acoustic confidence measure, over the
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use of acoustic and LM probabilities for the continuous speech recognition case,
was an unexpected result which deserves more research.

Finally, future work includes the comparison of these algorithms with the
method of phoneme lattices and the combination of KWS strategies which, ac-
cording to several authors [9] may yield to important improvements.
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Abstract. This paper presents a dynamic LM adaptation based on the
topic that has been identified on a speech segment. We use LSA and
the given topic labels in the training dataset to obtain and use the topic
models. We propose a dynamic language model adaptation to improve
the recognition performance in ‘a two stages’ ASR system. The final
stage makes use of the topic identification with two variants: the first
one uses just the most probable topic and the other one depends on the
relative distances of the topics that have been identified. We perform the
adaptation of the LM as a linear interpolation between a background
model and topic-based LM. The interpolation weight is dynamically
adapted according to different parameters. The proposed method is
evaluated on the Spanish partition of the EPPS speech database. We
achieved a relative reduction in WER of 11.13% over the baseline system
which uses a single background LM.

Keywords: language model adaptation, topic identification, automatic
speech recognition, information retrieval

1 Introduction

The performance of a speech recognition system depends significantly on the
similarity between the language model (LM) used by the system and the context
of the speech that is being recognized. This similarity is even more important in
scenarios where the statistical properties of the language fluctuates throughout
the time, for instance, in application domains involving spontaneous speech
from multiple speakers on different topics. One representative example of this
kind of domain is the automatic transcription of political speeches. Within this
domain, the usage of content words (i.e. those that convey information and
have a specific meaning rather than indicating a syntactic function) depends
on several factors, such as the topic the speaker is addressing, the style of the
speech, the vocabulary used by the speaker and the scenario in which the speech
is taking place. Regarding these factors, in this paper we are focusing on studying
the identification of the topic and its application in the adaptation of language
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models. The performance of the speech recognition system will depend, among
other elements, on its capacity to update or dynamically adapt the LMs. In this
paper we propose a dynamic LM adaptation based on an information retrieval
(IR) approach. We used IR techniques for identifying the topics that are related
to the content of the speech segment under evaluation. This information enables
the system to perform an adaptation of the language model. We explore different
approaches for the dynamic language model adaptation. These approaches are
based on the interpolation between a background model and topic-based LMs.

2 General Overview

In this paper two major tasks can be distinguished: topic identification
and dynamic LM adaptation. Both tasks pursue one common goal, that
is improving the performance of an automatic speech recognition system for
multitopic speech. We integrate these tasks in ‘a two stages’ ASR framework.
In the first stage, an initial speech recognition of an audio segment is performed
using a background LM built from the entire training set. Then, an IR module
automatically identifies the topic based on the results of the initial recognition
pass. This module uses topic models that have been previously trained for each
of the topics available in the database. Using the information provided by the
topic identification system and topic-specific LMs, a dynamic adaptation of the
background LM is performed. In this paper we present different approaches for
the dynamic adaptation of LMs. In the final stage of the framework, the adapted
LM is used to re-decode the utterance.

3 Related Work

The task of topic identification (TI) falls at the intersection of information
retrieval and machine learning systems. In the last years a growing number
of statistical learning methods have been applied in TI from these research
fields [1]. Common approaches includes Latent Semantic Analysis [2], Rocchio’s
method [3], Decision Trees [4] and Support Vector Machines [5]. TI has been
successfully applied in many contexts and disciplines, ranging from topic
detection [6], automated metadata generation [7], document and messages
filtering [8] and the recently developed area, sentiment analysis [9], among many
other fields of application. Nevertheless it is interesting to review the influence
of TI in the field of language model adaptation. Within this field, TI has been
used to study the changes that the language experiences when moving towards
different domains [10]. In that sense, TI is able to contribute to LM adaptation
by adding new sources of information to previously existent models with the
objective of enriching them. This leads to a diversity of approaches in the
field of LM adaptation that can be distinguished regarding the origin of the
new sources of information. Some LM adaptation approaches are based on the
specific context of the task that they are addressing. In these approaches, the new
data is used to generate a context-dependent LM which is then merged with a
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static LM. These new sources of information can proceed, for instance, from text
categorization systems as in [11], from speaker identification systems [12], from
linguistic analysis systems [13] or from the application context itself [14]. Other
approaches are based on analysis and extraction of semantic information. Latent
Semantic Analysis (LSA) is an example of this type of approach. In [15], the use
of LSA is proposed to extract the semantic relationships between the terms that
appear in a document and the document itself. More robust techniques in the
field of information retrieval, as Latent Dirichlet Allocation (LDA) [16], have
also been used for adapting LMs [17]. When using data available online it is
possible to find information related to a large variety of topics. In this regard,
clustering algorithms have been proposed to group together those elements that
share some properties. Topic-based language modeling is an example of this
clustering criterion [18, 19].

4 Topic Identification

In a broad sense, topic identification is the task of automatically identifying
which of a set of predefined topics are present in a document. To perform
topic identification some steps must be followed. These steps are: preprocessing,
document representation, term weighting and topic modeling and identification.

4.1 Preprocessing

The preprocessing stage allows us to to convert both, documents and queries,
to a more precise and concise format. This stage has a substantial impact on
the success of the topic identification process [20]. Typical preprocessing steps
include: structural processing, lexical analysis, tokenization, stopwords removal,
stemming and term categorization. We provide a small description of the steps
in which we made special considerations:
• Stopwords removal. There are several stopwords lists available online for
different languages and for general applications in IR systems. However, generic
stopwords lists do not contemplate terms, that in fact, are very frequent in
domain specific documents. For that reason, we performed the evaluation using
two lists: a generic list with 421 stopwords (List-1) and a domain specific
stopword list (List-2), that we created by adding, to the generic list, those
terms with an Inverse Document Frequency (IDF) value below a threshold.
The IDF measures how common a term is in the whole document collection;
we computed it by using a Term-Document Matrix composed of the 1802
documents in the training dataset and the 16528 terms in the word inventory.
We performed different experiments on the Development set in order to find
the optimal threshold. The lowest topic identification error on this dataset was
obtained by setting the threshold to 0.4435, which means removing the terms
that appear, at least, in 649 documents. The List-2 has 446 stopwords.
• Stemming. This step refers to the transformation of a word to its stem or root
form. For this step, we have used the Freeling Toolkit [21]. Due to few errors in
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the original stemming process, we have modified some of the stemming rules for
the Spanish language of the toolkit.

4.2 Document Representation

The document representation is based on the widely known bag-of-words model.
In this model the relationships between the index-terms and each of the
documents in the collection are represented by a Term-Document Matrix, that
describes the frequency of occurrence of the index-terms in the documents.

4.3 Term Weighting

To improve the capacity of discrimination of the index-terms, weights can
be applied to the elements of the Term-Document Matrix by associating the
occurrence of an index-term with a weight that represents its relevance with
respect to the topic of the document. We have selected the combination of TF
(Term Frequency) and IDF as the baseline weighting scheme for comparing the
results obtained for the topic identification task in this paper. Among the most
common weighting schemes, term entropy (te) is based on an information theory
approach and it exploits the distribution of terms over documents [22]. For the
index-term ti in the document dj , it is defined as follows:

tei,j = 1−
N∑
j=1

pi,j · log(pi,j)

log(N)
, where pi,j =

ci,j
gfi

(1)

Where ci,j represents the term frequency of the index-term ti in the document dj .
gfi is the global frequency of the index-term ti measured over the N documents
in the collection. This scheme may lead to a log zero calculation if an index-term
is not present in a document. It has been suggested to include a smoothing
parameter a, resulting in pi,j = (a + ci,j)/gfi. Indeed, it solves the log zero
calculation, but the evaluation that we have performed on the combination of
TF and this scheme has shown that it does not significantly improve the TF-IDF
baseline weighting scheme. We propose a pseudo term entropy calculation based
on the term entropy formula. Our idea is to assign less weight to the terms that
are equally distributed over the documents in the collection and assign more
weight to terms that are concentrated in a few documents. In this pseudo term
entropy the parameter pi,j is calculated as the weighted sum of ci,j and the
inverse of gfi.

pi,j = β · ci,j +
γ

gfi
(2)

The proposed scheme not only solves the log zero problem, but also improves
the topic identification accuracy as shown in section 6. We performed different
experiments on the Development set in order to adjust the parameters β and
γ. For the evaluation proposed in this paper, the best results were obtained by
adjusting β = 1.5 and γ = 2.1.
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4.4 Topic Models

In this paper we compare two topic models: the Generalized Vector Model
(GVM) and Latent Semantic Analysis (LSA) [2]. Both models represent
documents and queries as vectors in a multi-dimensional space, in which the
number of dimensions is determined by the number of index-terms in the GVM
or the number of latent dimensions in the LSA approach.

In both models, the similarity sim(d, q) between a document d and a query
q can be computed using the cosine distance. According to this distance, each
document is ranked on how close it is to the query. In our approach, we have
gathered all documents in the collection belonging to the same topic into one
document. We have done the same for all the topics. By doing this, each
document represents a distinct topic. So, when computing the similarity between
the query and a document, we are actually computing the similarity between the
query and a topic.

5 Topic-based Language Model Adaptation

Topic-based LM adaptation becomes a strategy to lower the word error rate of
the transcription given by the ASR by providing language models with a higher
expectation of words and word-sequences that are typically found in the topic
or topics of the story that is being analyzed. LM interpolation is a simple and
widely used method for combining and adapting language models [23, 24].

5.1 Language Model Interpolation

Let us consider probabilistic language modeling and let P (w|h) be the probability
of word w given the previous sequence of words h. Then, given a background
model PB(w|h) and a topic-based model PT (w|h) it is possible to obtain a final
model PI(w|h), to be used in the second decoding pass, as

PI(w|h) = (1− λ)PB(w|h) + λPT (w|h) (3)

where λ is the interpolation weight between both models, which has to fulfill
the condition 0 ≤ λ ≤ 1. The topic-based LM is generated by combining several
topic-specific LMs Pt(w|h) in general. In our case, the background model, as well
as the topic-specific models are static models. They are trained once and remain
unchanged during the evaluation. The topic-based LM could be either static or
dynamic. It depends on the adaptation scheme followed, as we will see later in
this paper. This model, as well as the final model PI(w|h), are generated during
the evaluation of each audio segment.

5.2 Interpolation Schemes

Two questions arise at this point. How to generate the topic-based model
PT (w|h)? and, how to determine the interpolation weight λ with the background
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model? For solving these questions, we propose different approaches:
• Hard approach. In this approach, the topic-based LM PT (w|h) is built
by considering only one of the topic-specific language models (Pt(w|h)). This
model is selected as the one related to the topic ranked in the first position by
the TI system. For estimating the interpolation weight λ we define a distance
measure δ between this LM and the background LM. In this approach, our
hypothesis is that the greater the distance between both models, the greater
the contribution of the topic specific model to the final one. This distance is
computed by considering the average difference in the unigram probabilities of
both models.

δT =
1

N

∑
∀wi∈PT

|PT (wi)− PB(wi)| (4)

Where N is the number of unigrams in the topic-based LM PT (w|h). To ensure
the interpolation weight fulfills the condition 0 ≤ λ ≤ 1, we include the
summation of the distances of all the topic-specific LMs to the background model
as a normalization constant. Then, the interpolation weight is computed as the
relative distance between δT and this normalization constant.

λ =
δT∑n
j=1 δj

(5)

Where n is the number of topics and δj the distance of the j-th topic-specific
LM to the background LM.

• Soft-1 approach. In this case, instead of using only one specific-topic LM
for generating the topic-based LM, this model is built on a dynamic basis by the
interpolation of a different number of topic-specific LMs. The Soft-1 approach
tries to gather the dynamic of the specific-topic models Pt(w|h) depending on
the similarity of the audio segment to each of the topics. By doing this, more
relevance is given to the topics ranked in the first positions by the TI system.
The topic-based LM is then computed as follows:

PT (w|h) = α1Pt1(w|h) + α2Pt2(w|h) + · · ·+ αkPtk(w|h) (6)

where k is the number of models considered for obtaining the topic-based LM.
The interpolation weight αi is calculated as the normalized value of the similarity
measure of the TI system.

αi =
sim(di, q)∑k
j=1 sim(dj , q)

(7)

The interpolation weight λ between the background LM and the topic-based LM
was set experimentally in this case.
• Soft-2 approach. This approach is similar to the previous one, but instead
of setting λ experimentally, we have computed it by weighting the relevance of
the topic-specific LMs according to the cosine distance. That is:

λ =
k∑

i=1

sim(di, q)∑k
j=1 sim(dj , q)

· δi∑k
j=1 δj

(8)
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In Soft-1 and Soft-2 approaches, we have considered two additional possibilities:
a) to create the topic-based LM using all the topic-specific LMs, that is by setting
k as the total number of topics, and b) to create the topic-based LM by selecting
the 10 topics with higher positions in the TI ranking.

6 Experimental Evaluation

Our evaluation focuses in two aspects: the evaluation of the topic identification
approach and the evaluation of the dynamic language model adaptation by
means of evaluating the performance of the speech recognition system. Before
discussing the results obtained, we describe the dataset used for the evaluation.

6.1 Dataset

We have used the Spanish partition of the EPPS Database (European Parliament
Plenary Sessions) of the TC-STAR Project to study the performance of the
proposed system. Due to the fact that the training dataset of the database is
the only one that includes distinct labels for the topics, we used it for training,
development and evaluation purposes. The topics have been manually labeled
according to the main discussion subject of each session [25]. We believe that
identifying the topic on short sentences can be ambiguous because few words
do not provide semantic information about the topic that is being addressed.
For that reason we decided to perform the evaluation over segments of audio
with a length no less than a minute. We extracted these segments from turns
of intervention of just one speaker. By this criterion, we obtained 252 audio
segments for the evaluation. Some details of the corpus: The language of the
corpus is Spanish. There are both male and female speakers (approx. 75% -
25% distributed). The domain of the corpus is political speeches. Training set
is composed of 21127 sentences grouped in 1802 speaker turns of intervention.
Development set is composed of 2402 sentences grouped in 106 speaker turns.
The lexicon size is 16.5k words and the Test set is composed of 3738 sentences
grouped in 252 speaker interventions. Each of the speaker interventions belongs
to one of 67 different topics. We also use the EUROPARL [26] text database for
training both background and topic-specific LMs.

6.2 Topic Identification Evaluation

For the topic identification task, the initial performance of the system was
obtained by using the Generalized Vector Model, a classic TF-IDF weighting
scheme and a general domain stopwords list (SW List-1). We will use this
configuration as the baseline to discuss the improvements in the different
approaches that we have applied. We compared the two different lists of
stopwords. We also compared different weighting schemes and the influence of
preprocessing stages like stemming in the topic identification error. Table 1 shows
the results obtained in topic identification using both GVM and LSA approaches.
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Table 1. Topic Identification error (T.ID. error) using GVM and LSA topic models
approaches

Topic identification approach T.ID. error (%)

GVM + TF-IDF + SW (List-1) 35.32 ± 5.90
GVM + TF-IDF + SW (List-2) 34.13 ± 5.85
GVM + TF-IDF + SW (List-2) + Stemming 36.11 ± 5.93
GVM + TF-Entropy + SW (List-2) 34.52 ± 5.87
GVM + TF-PseudoEntropy + SW (List-2) 33.33 ± 5.82

LSA + TF-IDF + SW (List-1) 32.94 ± 5.80
LSA + TF-IDF + SW (List-2) 30.95 ± 5.70
LSA + TF-IDF + SW (List-2) + Stemming 32.14 ± 5.76
LSA + TF-Entropy + SW (List-2) 29.76 ± 5.64
LSA + TF-PseudoEntropy + SW (List-2) 27.38 ± 5.50

In general, LSA outperforms the Generalized Vector Model. In both topic
models, the combination of TF and pseudo term entropy (TF-PseudoEntropy)
reduces the topic identification error when compared to TF-entropy and to
TF-IDF weighting schemes, nevertheless this reduction is not statistically
significant. For both models, Stemming does not significantly contribute in error
reduction. The criterion that we followed for creating the List-2 of stopwords
contributes in most of the cases in reducing topic identification error. The best
combination of parameters is obtained for the LSA model, using the List-2
of stopwords and weighting the terms with TF-PseudoEntropy scheme. This
configuration presents a relative improvement of 22.48% when compared to the
baseline approach.

6.3 Dynamic LM Evaluation

For the evaluation of the dynamic LM adaptation we have used the best
configuration of parameters obtained in the previous section. The initial
performance of our baseline system (i.e. without the dynamic LM adaptation)
achieved a WER of 21.75. In Table 2 the results of the speech recognition
performance when using the proposed approaches for the dynamic LM
adaptation are compared. Although there is no significant difference between
the Soft-1 and the Soft-2 approaches when comparing both variants (all topics
and top-10), there is, in fact, a significant difference between the results obtained
by the Soft-1 - top 10 and the Hard approach, and even better results can
be found when compared to the baseline approach. In general, with this soft
integration we manage to reduce 11.13% of the initial WER.

7 Conclusions

In this paper we have presented a framework for dynamic language model
adaptation based on topic identification. The results in the ASR task have
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Table 2. Comparison between the word error rate obtained for different LM adaptation
approaches

LM Adaptation approach WER Relative Improvement

Baseline (no adaptation) 21.75 ± 0.26
Hard 19.90 ± 0.25 8.51
Soft 1 - all 19.61 ± 0.25 9.84
Soft 1 - top 10 19.33 ± 0.25 11.13
Soft 2 - all 19.65 ± 0.25 9.66
Soft 2 - top 10 19.50 ± 0.25 10.34

shown that a small but statistically significant improvement in word error rate
can be obtained by the adaptation strategy that has been proposed. Adapting
the LM by taking only into consideration the closest topic, improves the baseline
performance, but does not take advantage of all the sources of information
available. The proposed criterion for selecting stopwords and the proposed
weighting scheme have contributed in reducing the topic identification error.
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Abstract. One problem created by the success of video lecture reposi-
tories is the difficulty faced by individual users when choosing the most
suitable video for their learning needs from among the vast numbers
available on a given site. Recommender systems have become extremely
common in recent years and are used in many areas. In the particular
case of video lectures, automatic speech transcriptions can be used to
zoom in on user interests at a semantic level, thereby improving the
quality of the recommendations made. In this paper, we describe a video
lecture recommender system that uses automatic speech transcriptions,
alongside other relevant text resources, to generate semantic lecture and
user models. In addition, we present a real-life implementation of this
system for the VideoLectures.NET repository.

Keywords: recommender systems, automatic speech recognition, video
lectures

1 Introduction

Online multimedia repositories are rapidly growing and being increasingly recog-
nised as key knowledge assets. This is particularly true in the area of education,
where large repositories of video lectures and Massive Open Online Courses
(MOOCs) are becoming a permanent feature of the learning paradigm in higher
education. A well-known example of this is the VideoLectures.NET repository,
which currently includes more than 18,000 educational videos covering different
topics of science.

These repositories are being subtitled in several languages in order to make
them accessible to speakers of different languages and to people with disabil-
ities [4, 21]. The lack of efficient solutions to meet this need is the motivation
behind the European project transLectures [15, 19], which aims at develop-
ing innovative, cost-effective solutions for producing accurate transcriptions and
translations for large video repositories. Transcriptions and translations of video
lectures are the basis from which numerous other technologies can be derived.
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For instance, digital content management applications such as lecture categorisa-
tion, summarisation, automated topic finding, plagiarism detection and lecture
recommendation.

This latter has become essential due to the significant growth of video lecture
repositories. Users are often overwhelmed by the amount of lectures available
and may not have the time or knowledge to find the most suitable videos for
their learning requirements. Up until recently, recommender systems have mainly
been applied in areas such as music [8, 10], movies [2, 22], books [11] and e-
commerce [3], leaving video lectures largely to one side. Only a few contributions
to this particular area can be found in the literature, most of them focused on
VideoLectures.NET [1]. However, none of them has explored the possibility of
using lecture transcriptions to better represent lecture contents at a semantic
level.

In this paper we describe a content-based lecture recommender system that
uses automatic speech transcriptions, alongside lecture slides and other relevant
external documents, to generate semantic lecture and user models. In Section 2
we give an overview of this system, focusing on the text extraction and informa-
tion retrieval process, topic and user modeling and the recommendation process.
In Section 3 we address the dynamic update of the recommender system and the
required optimisations needed to maximise the scalability of the system. The in-
tegration of the system presented in Sections 2 and 3 into VideoLectures.NET,
carried out as part of the PASCAL Harvest Project La Vie, is described in detail
in Section 4. Finally, we close with some concluding remarks, in Section 5.

2 System Overview

Fig. 1 gives an overview of the recommender system. The left-hand side of the
figure show the topic and user modeling procedure, which can be seen as the
training process of the recommender system. To the right we see the recommen-
dation process. The aim of topic and user modeling is to obtain a simplified
representation of each video lecture and user. The resulting representations are
stored in a recommender database. This database will be exploited later in the
recommendation process in order to recommend lectures to users.

As shown in Fig. 1, every lecture in the repository goes through the topic
and user modeling process, which involves three steps. The first step is carried
out by the text extraction module. This module comprises three submodules:
ASR (Automatic Speech Recognition), WS (Web Search) and OCR (Optical
Character Recognition). As its name suggests, the ASR submodule generates an
automatic speech transcription of the video lecture. The WS submodule uses
the lecture title to search for related documents and publications on the web.
The OCR submodule extracts text from the lecture slides, where available. The
second step takes the text retrieved by the text extraction module and computes
a bag-of-words representation. This bag-of-words representation consists of a
simplified text description commonly used in natural language processing and
information retrieval. More precisely, the bag-of-words representation of a given
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Fig. 1. System overview.
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text is its vector of word counts over a fixed vocabulary. Finally, in the third
step, lecture bags-of-words are used to represent the users of the system. That
is, each user is represented as the bag-of-words computed over all the lectures
the user has ever seen.

When the topic and user modeling process ends, the recommender database
is ready for exploitation by the recommender engine (see the right-hand side of
Fig. 1). This engine uses recommendation features to calculate a measure s of the
suitability of the recommendation for every (u, v, r) triplet, where u refers to a
particular user, v is the lecture they are currently viewing and r is a hypothetical
lecture recommendation. In recommender systems, this is usually referred to as
the utility function [13]. Specifically, it indicates how likely it is that a user u

would want to watch lecture r after viewing lecture v. For instance, this utility
function can be computed as a linear combination of recommendation features:

s(u, v, r) = w · x =

N∑

n=1

wn · xn (1)

where x is a feature vector computed for the triplet (u, v, r), w is a feature
weight vector and N is the number of recommendation features. In this work,
the following recommendation features were considered:

1. Lecture popularity: number of visits to lecture r.

2. Content similarity: weighted dot product between the lecture bags-of-words
v and r [6].

3. Category similarity: number of categories (from a predefined set) that v and
r have in common.

4. User content similarity: weighted dot product between the bags-of-words u
and r.

5. User category similarity: number of categories in common between lecture r
and all the categories of lectures the user u has watched in the past.

6. Co-visits: number of times lectures v and r have been seen in the same
browsing session.

7. User similarity: number of different users that have seen both v and r.

Feature weightsw can be learned by training different statistical classification
models, such as support vector machines (SVMs), using positive and negative
(u, v, r) recommendation samples.

The most suitable recommendation r̂ for a given u and v is computed as
follows:

r̂ = argmax
r

s(u, v, r) (2)

However, in recommender systems the most common practice is to provide
the user the M recommendations r that achieve the highest utility values s, for
instance, the first 10 lectures.
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3 System Updates and Optimisation

Lecture repositories are rarely static. They may grow to include new lectures,
or have outdated videos removed. Also, users’ learning progress or interactions
with the repository influence the user models. The recommender database must
therefore be constantly updated in order to include the new lectures added to the
repository and update the user models. Furthermore, the addition of new lectures
to the system might lead to changes to the bag-of-words (fixed) vocabulary. Any
variation to this vocabulary involves a complete regeneration of the recommender
database. That said, changes to the vocabulary may not be significant until a
substantial percentage of new lectures has been added to the repository.

Two different update scenarios can be defined: the incorporation of new lec-
tures and updating the user models, on the one hand, and the redefiniton of the
bag-of-words vocabulary, including the regeneration of both the lecture and user
bags-of-words, on the other. We will refer to these scenarios as regular update

and occasional update, respectively, after the different periodicities with which
they are meant to be run.

– Regular update: The regular update is responsible for including the new
lectures added to the repository and updating the user models with the last
user activity, both in the recommender database. As its name suggests, this
process is meant to be run on a daily basis, depending on the frequency
with which new lectures are added to the repository, since new lectures
cannot be recommended until they have been processed and included in the
recommender database.

– Occasional update: As mentioned in Section 2, lecture bags-of-words are cal-
culated under a fixed vocabulary. Since there is no vocabulary restriction on
the text extraction process, we need to modify the bag-of-words vocabulary
as new lectures are added to the system. The occasional update carries out
the process of updating this vocabulary, which involves recalculating both
the lecture and user bags-of-words.

In order to maximise the scalability of the system, while also reducing the
response time of the recommender, the features Content similarity, Category

similarity, Co-visits and User similarity described in Section 2 are precomputed
for every possible lecture pair and stored in the recommender database. Then,
during the recommendation process, the recommender engine loads the values of
these features, leaving the computation of features User content similarity and
User category similarity until runtime. The decision to calculate the features
User content similarity and User category similarity at runtime was driven by
the highly dynamic nature of the user models, in contrast to the lecture models,
which remain constant until the bag-of-words vocabulary is changed.

4 Integration into VideoLectures.NET

The proposed recommendation system was implemented and integrated into the
VideoLectures.NET repository during the PASCAL2 Harvest Project La Vie
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(Learning Adapted Video Information Enhancer) [12]. Said integration is dis-
cussed here across five subsections. First, we describe the VideoLectures.NET
repository, in Section 4.1. In Section 4.2 we give a brief overview of the transLec-
tures project, as part of which transcriptions of sufficient accuracy as to be
usefully deployed were generated for lectures in this repository. Next, we ad-
dress topic and user modeling from video lecture transcriptions and other text
resources, in Section 4.3. In Section 4.4 we describe how recommender feature
weights were learned from data collected from the existing VideoLectures.NET
recommender system. Finally, we present our evaluation of the system in Sec-
tion 4.5.

4.1 The VideoLectures.NET Repository

VideoLectures.NET [20] is a free and open access repository of video lectures
mostly filmed by people from the Jožef Stefan Institute (JSI) at major confer-
ences, summer schools, workshops and other events from many fields of science.
It collects high quality educational content, recorded to high quality, homoge-
neous standards. The portal is aimed at promoting science, the exchange ideas
and knowledge sharing by providing high quality didactic contents not only for
the scientific community, but also the general public. VideoLectures.NET has so
far published more than 18,000 educational videos. Relevant details regarding
the repository can be found in Table 1.

Table 1. Basic statistics on the VideoLectures.NET repository (June 2014)

Number of videos 18,824
Total number of authors 12,252
Total duration (in hours) 11,608
Average lecture duration (in minutes) 37

4.2 transLectures

The generation of accurate speech transcriptions for the VideoLectures.NET
repository was carried out as part of the European research project transLec-
tures [19]. transLectures aims to develop a set of tools for the automatic genera-
tion of quality transcriptions and translations for large video lecture repositories.
At the scientific level, the goals of transLectures are to advance the state-of-the-
art in model adaptation (to the domain, to the speaker, and using title searches
and text data extracted from the presentation slides) and intelligent human-
machine interaction, both as means of efficiently improving the end quality of
the automatic transcriptions and translations generated.

The English subset of the VideoLectures.NET repository was automatically
transcribed using the transLectures-UPV Toolkit [18]. The recommender system
was able to access the transcriptions via the transLectures Platform API [16, 17].
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4.3 Topic and User Modeling

The first step in generating lecture and user models involved collecting textual
information from different sources. In particular, for VideoLectures.NET, the
text extraction module gathered textual information from the following sources:

– transLectures speech transcriptions.

– Web search-based textual information from Wikipedia, DBLP and Google
(abstracts and/or articles).

– Text extracted from lecture presentation slides (PPT, PDF or PNG using
Optical Character Recognition (OCR)).

– VideoLectures.NET internal database metadata.

Next, the text extraction module output was used to generate lecture bags-
of-words for every lecture in the repository. These bags-of-words, as mentioned
in Section 2, were calculated under a fixed vocabulary that was obtained by
applying a threshold to the number of different lectures in which a word must
appear in order to be included. By means of this threshold, vocabulary size
is significantly reduced, since uncommon and/or very specific words are disre-
garded. Once defined, term weights were calculated using term frequency-inverse

document frequency (td-idf), a statistical weighting scheme commonly used in
information retrieval and text mining [9]. Specifically, tf-idf weights are used to
calculate the features Content similarity and User content similarity. Finally,
the VideoLectures.NET user activity log was parsed in order to obtain values
for the feature Co-visits for all possible lecture pairs, as well as a list of lectures
viewed per user. This list was used together with the lectures bags-of-words
to generate the users bags-of-words and categories. These, in turn, were used
to calculate User content similarity and User category similarity, respectively,
as well as User similarity for all possible lecture pairs. In a final step, all this
data was stored in the recommender database in order to be exploited by the
recommender engine in the recommendation process.

4.4 Learning Recommendation Feature Weights

Once the data needed to compute recommendation feature values for every pos-
sible (u, v, r) triplet in the repository was made available, the next step was to
learn the optimum feature weights w for the calculation of the utility function
shown in Equation 1. To this end, an SVM classifier was trained using data col-
lected from the existing VideoLectures.NET näıve recommender system (based
only on keywords extracted from the lecture titles). Specifically, every time a
user clicked on any of the 10 recommendation links provided by this recom-
mender system, 1 positive and 9 negative samples were registered. SVM training
was performed using the SVMlight open-source software [7]. The optimum fea-
ture weights were those that obtained the minimum classification error over the
recommendation data.
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4.5 Evaluation

Although there are many different approaches to the evaluation of recommender
systems [14, 5], it is difficult to state any firm conclusions regarding the quality
of the recommendations made until they are deployed in a real-life setting. The
La Vie project therefore provided an ideal evaluation framework, being deployed
across the official VideoLectures.NET site. The strategy followed for the objec-
tive evaluation of the La Vie recommender was to compare it against the existing
VideoLectures.NET recommender by means of a coin-flipping approach. Specif-
ically, this approach consisted of logging user clicks on recommendation links
provided by both systems on a 50/50 basis and comparing the total number of
clicks recorded for each system.

The results did not show any significant differences between the two rec-
ommenders in terms of user behaviour. This can be explained by the fact that
user-click count alone is not a legitimate point of comparison for recommendation
quality. For instance, random variables not taken into account might influence
how users respond to the recommendation links provided. As an alternative, we
can compare the rank of the recommendations clicked by users within each sys-
tem. Specifically, for each recommendation clicked by a user in either system,
we can compare how the same recommendation ranked in the other system.
This might be a more appropriate measure for comparing the recommendations
in terms of suitability. However, additional data need to be collected in order
to carry out this alternative evaluation. This data is currently being collected
and future evaluation results will be obtained following this rank comparison
approach.

Despite the lack of objective evidence for assessing the comparative perfor-
mance of the La Vie system, subjective evaluations indicate that the proposed
recommender system provides better recommendations than the existing Vide-
oLectures.NET recommender. Fig. 2 shows recommendation examples from both
systems for a new user viewing a random VideoLectures.NET lecture. Although
recommendation suitability is a subjective measure, La Vie recommendations
seem to be more appropriate in terms of content similarity.

5 Conclusions

In this paper we have shown how automatic speech transcriptions of video lec-
tures can be exploited to develop a lecture recommender system that can zoom
in on user interests at a semantic level. In addition, we have described how the
proposed recommender system has been particularly implemented for the Vide-
oLectures.NET repository. This implementation was later deployed in the official
VideoLectures.NET site.

The proposed system could also be extended for deployment across more
general video repositories, provided that video contents are well represented in
the data obtained by the text extraction module.

By way of future work we intend to evaluate the recommender system using
other evaluation approaches that measure the suitability of the recommendations

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

156



Using Automatic Speech Transcriptions in Lecture RS 9

Fig. 2. On the left, La Vie system recommendations for a new user after viewing
“Basics of probability and statistics” VideoLectures.NET lecture. On the right, recom-
mendations offered by VideoLectures.NET’s existing system.

more accurately, such as the aforementioned recommendation rank comparison.
In addition, it is our intention to perform several analysis on the importance of
the speech transcription with respect to other variables regarding recommenda-
tions quality.

Acknowledgments. The research leading to these results has received fund-
ing from the PASCAL2 Network of Excellence under the PASCAL Harvest
Project La Vie, the EU 7th Framework Programme (FP7/2007-2013) under
grant agreement no. 287755 (transLectures), the ICT Policy Support Programme
(ICT PSP/2007-2013) as part of the Competitiveness and Innovation Framework
Programme (CIP) under grant agreement no. 621030 (EMMA), the Spanish
MINECO Active2Trans (TIN2012-31723) research project, and by the Spanish
Government with the FPU scholarship AP2010-4349.

References
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Abstract. Sexist language is the use of language that reinforces differences be-
tween women and men. Sexist language has a strong social influence, since prop-
agates beliefs that get reflected in social behaviour, and therefore must be avoided
in order to guarantee equal opportunities for women and men. This is specially
important in public institutions documents. Nowadays, detecting and correcting
sexist language in official documents is a hand-made task. However, this task
could benefit of the use of Text Classification techniques in order to detect sexist
expressions and allow their correction. We present the use of several text clas-
sifiers in the detection of sexist language in Spanish official documents. Results
show that the automatic detection guarantees a low rate of sexist expressions in
the final document (about 10%) with an admissible extra review work.

1 Introduction

Language is a tool of daily and massive use in modern cultures, and is a mainstream
influence in human thinking and behaviour, making concepts and ideas to be assimi-
lated in a conscious and (most times) unconscious way. Language is strongly linked
to culture, and allows to build reality and truth. Thus, language is as well a powerful
manipulation tool, as Aldous Huxley said in his famous sentence “Words are magical
in the way they affect the minds of those who use them”.

From this viewpoint, we can understand the importance of sexist language in our
culture. Sexist language is usually defined as the use of speech that reinforces and per-
petuates gender stereotypes and status difference between women and men [6]. Sex-
ist language has strong implications on the development of social sexist attitudes, as
some studies reveal [31]. Thus, avoiding sexist language may lead to a more equal-
opportunity society since many sexist attitudes would disappear by properly managing
the language. The use of language that avoids sex implications leads to the so-called
inclusive language.

Of course, sexist language problem is highly dependant on the language. Low-sexed
languages such as English present sexist treatment in only a few cases: use of third
person personal and possessive pronouns (he, she, his, her), some typically used nouns
that presuppose gender (fireman, waitress, mankind), and some unfortunate sentences
that reinforce stereotypes (e.g., “After the nursing student graduates, she must face a
difficult state board examination”, but not all nursing students are women, or “Wives

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

159



2

of senior government officials are required to report any gifts they receive”, but not all
senior government officials are men) [11].

However, strong-sexed languages present more problems. This is the case of the
Spanish language, where not only nouns and pronouns are sexed, but articles and ad-
jectives as well. Thus, sexist language is more present in this type of languages, where
it is more difficult to find neutral nouns and adjectives in the daily use of the language.

Anyway, in the last years some advances have been achieved to avoid sexist lan-
guage, such as style recommendations (English usage recommendations are available
in [24], Chapter 8, and [34] defines recommendations for Spanish in university envi-
ronment). Moreover, many political actions have been taken in order to improve equal
opportunities, including inclusive use of language (e.g., creation of Ministerio de Igual-
dad by the Spanish government in 2008, now included in the Ministerio de Sanidad),
although many decisions have been controversial from the linguistic point of view (e.g.,
proposing the use of inexistent words or adopting ungrammatical structures).

In any case, changing social uses is a long and difficult task that must be led by
public institutions, since they must be models on upholding laws, and equal oppor-
tunities laws are present in many countries. Thus, official language must avoid sexist
terminology and guarantee the use of inclusive language.

In this framework, it is of particular importance reviewing official texts in order to
avoid sexist expressions, by changing them into inclusive expressions. In this task, Ma-
chine Learning techniques, and more specifically Text Classification (TC) techniques,
could be applied to automatically detect whose sentences of a document are sexist and
offer them to the reviewer in order to be changed. There exists one computer applica-
tion, called Themis [32], that allows for this correction task in Spanish texts, but no de-
tails on how sexist language is detected are known. Thus, to the best of our knowledge,
the task of detecting sexist language by using TC techniques has not been addressed
until now, although it has been a topic of high interest in social science [30, 31, 20].

In this work, we are addressing the problem of the identification of sexist language
in Spanish official documents by using TC techniques; this identification would be used
in the framework of the task of correcting the contents of official documents by a human
expert. Therefore, the assessment measures must take into account both the number
of sexist expressions that could appear in the final document and the corrector effort.
Several types of models were used and compared. Section 2 shows a review on the usual
text classifiers and makes an overview of the features of those that we used. Section 3
describes the data corpus and its features. Section 4 details the experiments and the
corresponding results. Section 5 offers the main conclusions and depicts possible future
work lines on this topic.

2 Review of text classification techniques

As far as we know, no previous work on automatic detection of sexist language based on
TC techniques is available. Thus, in this section we give an overview of the most popular
TC techniques. General TC techniques are described in [19], Chapter 16 and [28]. These
techniques include non-parametric distance-based methods (also known as exampled
based methods, such as K-Nearest Neighbour), Naive Bayes models [18], Rocchio’s
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method [25], Decision Trees [23], regression methods such as Linear Least Square
Fit [35], linear classifiers inferred via the Perceptron algorithm [26], Support Vector
Machines [14], and Neural Networks [27].

In our case, we centered in the techniques described below, along with the most
popular works that employed the corresponding model.

2.1 K-Nearest Neighbour classifier

The K-Nearest Neighbour (K-NN) classifier is a classical classifier based on the dis-
tance between the representation of the labelled objects (prototypes) and the object to
be classified; it employs a voting scheme such that the unknown object is classified into
the class with most votes in the set of the nearest K prototypes according to a given
definition of distance.

K-NN has been applied as baseline or comparing system in TC tasks; for exam-
ple, for the classical Reuters task [13, 16, 12]. In general, this classifier shows a good
performance in TC, but it presents the drawback of its high time complexity [28].

2.2 Naive Bayes models

The Naive Bayes model relies on the assumption that the different features that compose
the objects are independent among them; thus, the conditional probability is assumed
to be the product of the conditional probabilities for each feature (i.e., for feature vector
X = x1x2 . . . xD and class C, P (X|C) =

∏D
i=1 P (xi|C)).

The two most popular versions of the Naive Bayes models are the multinomial and
the Bernoulli classifier; the first one is used when documents are represented as counts
of words (bag-of-words), whereas the second is used when documents are represented
by the presence or absence of the words (binary features). Many works have used Naive
Bayes classifiers; for example, to classify e-mail contents in spam and no-spam [36], or
for the Newsgroup and the Reuters tasks [15]. In general, these methods are considered
a quite simple but effective technique in the TC field.

2.3 Discriminant Linear Functions

Discriminant Linear Functions are discriminant functions that present a linear form, i.e.,
gc(x) =

∑D
i=1 wixi + w0, where D is the data dimensionality and wi are the weights

(w0 is a special weight called bias). These weights can be optimised for a training set
by using the Perceptron algorithm [26].

A few previous works used the Perceptron algorithm and the inferred Discrim-
inant Linear Functions in TC; for example, for the Reuters task [21, 7]. In general,
Perceptron-based classifiers have obtained good performance in many experiments [28].

2.4 Support Vector Machines (SVM)

Support Vector Machines (SVM) are non-probabilistic models based on obtaining the
widest separation between the samples of two classes by projecting them in another
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space of representation; the projection function is called kernel. Points closest to the
border between the classes constitute the Support Vectors that give name to the tech-
nique and allow classification in each class.

SVM have been applied in many TC works: basic SVM outperform other classifiers
on the Reuters and Ohsumed tasks [13]; active learning on SVM has been used to
improve classification on Reuters and Newsgroups tasks [33]; string kernels for SVM
have been used as well on the Reuters task [17].

3 Experimental data

The data set used for the experiments was built from excerpts of different Spanish public
institutions documents, since it is specially relevant in these official institutions to avoid
sexist expressions (according to the non-sex discrimination principle stated in article 14
of Spanish Constitution [10]). The different texts were extracted from:

– Boletı́n Oficial del Estado (BOE) [3]: Spanish official newspapers that publishes all
laws and public dispositions of the Spanish government.

– Boletı́n Oficial del Paı́s Vasco (BOPV) [4]: official newspaper for the public dispo-
sitions of the Basque Country government.

– Boletı́n Oficial de Castilla y León (BOCyL) [2]: official newspaper for the public
dispositions of the Castilla y León autonomic government.

– Diari Oficial de la Comunitat Valenciana (DOCV) [8]: official newspaper for the
public dispositions of the Comunitat Valenciana.

– Grants calls and official norms of the Universitat de València.

The data was extracted in the form of sentences, i.e., the units to be considered
for classification are sentences, not whole documents or shorter word sequences. Al-
though the classifier will not indicate which part makes the sentence sexist, sentence is
a short enough unit to allow a fast detection of the sexist expression. The total number
of selected sentences is 2000, with a vocabulary of 7238 words (including punctuation
marks and numbers). The average length per sentence is of 38.7 words. Each sentence
was manually labelled by an only human expert as sexist or non-sexist according to
criteria described in [22], giving a total of 1100 sexist sentences and 900 non-sexist
sentences. Some samples of sentences are shown in Figure 1.

In order to reduce the vocabulary size and avoid excessive data sparsity, a dimen-
sionality reduction [29] was applied to the original corpus. This reduction was applied
in four different steps, giving as a result four different corpora:

Corpus A Original corpus without punctuation marks.
Corpus B Corpus A without prepositions.
Corpus C Corpus B without conjunctions.
Corpus D Only nouns, pronouns, articles, and adjectives from the original corpus;

these categories where detected by using a POS-tagger.

Table 1 shows the different features of the five corpora (original and the four de-
rived) that were used in the experimental part. Feature extraction consisted of encoding
each sentence as vectors of size equal to vocabulary size, where in each position is
encoded the number of occurrences of the word corresponding to that position in the
vocabulary (i.e., a bag-of-words representation).
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Las personas interesadas dispondrán de un formulario para cumplimentar la solicitud en soporte
informático . NOSEXIST
Todos tienen derecho a conocerlos y usarlos . SEXIST
Se consolidará y ampliará la oferta de cursos y seminarios en materias relacionadas con la igual-
dad de oportunidades en los planes de formación del personal de la Administración de la General-
itat , tanto en número de ediciones como incorporando nuevas acciones formativas . NOSEXIST
Mejorar la formación de los responsables en la gobernanza y gestión de dichas entidades , en
especial en las nuevas herramientas e instrumentos de gestión . SEXIST

Fig. 1. Some examples of sentences in the corpus, along with their label. Sexists expressions
are “Todos” (instead of “Todas las personas”) for the second sentence, and “los responsables”
(instead of “las personas responsables”) in the fourth sentence.

Table 1. Text corpora features.

Feature / Corpus Original A B C D
Vocabulary size 7238 7297 7277 7105 5041

Avg. sentence length 38.7 35.5 29.0 26.0 21.4

4 Experiments and results

In this section we present the experimental protocol we followed for the different tech-
niques, the assessment measures, and the obtained results.

4.1 Experimental protocol

All the experiments were performed using a cross-validation approach on the datasets,
using 5 partitions (i.e., 1600 sentences for training and 400 sentences for test). With
respect to the parameters of the classifiers:

– K-NN: it used Euclidean distance and values from K=1 to K=50 (in steps of 5)
– Naive Bayes multinomial classifier: employed Laplace smoothing, with smoothing

values equal to 2−i, for i = 0, . . . , 40

– Naive Bayes Bernoulli classifier: apart from encoding in binary the feature vector,
employed simple truncation smoothing, with the same values that the multinomial
classifier

– Discriminant Linear Function (Perceptron): the Perceptron algorithm was employed
with a maximum number of 100 iterations, margin (b) values 0, 0.5, and 1, and
learning factor (α) values 0.1, 0.5, and 1

– SVM: employed different kernels (linear, polynomial, radial, sigmoid) and cost
values from 1 to 109

All the techniques were implemented in Octave [9] using its standard features, ex-
cept for SVM, were the libSVM library port to Octave was employed [5].
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4.2 Assessment measures

The final framework for this task would be situated in an environment where a human
corrector has to detect and change sexist sentences by non-sexist sentences. Therefore,
the evaluation measures have to take into account two main factors: how many sentences
must be revised by the corrector and how many sexist sentences would not be corrected.

The first factor is the percent of sentences classified as sexist; however, we are only
interested in reviewing those that are really sexist, and the misclassified (non-sexist
classified as sexist) is the extra work the reviewer has to do; thus, we will use this
measure (which is usually known as False Positive - FP) for assessment of the effort.
The second factor is the percent of sexist sentences classified as non-sexist (which is
usually known as False Negatives - FN).

Apart from these basic measures, other measures can be used:
– Classification error rate (CER): percent of sentences misclassified (equivalent to

the sum of False Positive and False Negatives).
– Precision, recall, and F-measure: classic Information Retrieval measures that have

been extensively used in TC as well (see for example [28]).
– Receiver Operating Characteristic (ROC): curve that presents the relation between

False Positive Rate (FPR) and True Positive Rate (TPR) for a confidence threshold.
– Area under ROC (AROC): area covered by a ROC curve with respect to the area

covered by the baseline ROC curve (identity function).
Results in Subsection 4.3 will reflect these measures for the different classifiers.

Along with results, confidence intervals of 95% were computed by using the bootstrap-
ping technique, as described in [1], by using 10,000 repetitions.

4.3 Results

Table 2 shows the initial best results, at CER level, of the different classifiers presented
in Section 2. Best results for each technique and corpus usually present the same pa-
rameters: multinomial employs smoothing parameter equal to 2−11 (except for corpus
D, with 2−13), Bernoulli uses smoothing of 2−10 or 2−11, Perceptron employs b = 0 or
b = 1, with α = 0.1 (except for corpus D, with α = 0.5), and SVM use cost equal to
1000 and sigmoid kernel (except for corpus B, that obtains the best result with a radial
function). Only K-NN classifier presented an irregular behaviour, but results for differ-
ent K values in the same corpus did not present significant differences (except in a few
cases). Confidence intervals for CER are in all cases around ±1.8.

From these initial result we can extract some preliminary conclusions. The first con-
clusion is that, taking into account that the a priori-based classifier will give a CER of
45% (classifying all sentences as sexist), all the presented classifiers improve signifi-
cantly this baseline. Another conclusion is that the K-NN classifier does not work well
for this task, since it presents a CER which is significantly higher in all cases with
respect to other classifiers. Among the other classifiers, differences are not significant
except in a few cases (e.g., Bernoulli and SVM for original corpus).

In global, Perceptron-based classifier presents the best results (except for the origi-
nal corpus), with best result for corpus B (26.7 CER). Nevertheless, as previously said,
there are no significant differences in Perceptron results with respect to the multinomial
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Table 2. Initial best results (%) for each classifier and corpus at CER level, along with False
Positive (FP) and False Negative (FN) results.

Corpus Original A B C D
Classifier CER FP FN CER FP FN CER FP FN CER FP FN CER FP FN
K-NN 40.6 30.5 10.1 40.2 23.3 16.9 39.4 30.2 9.2 39.0 29.6 9.4 40.1 33.8 6.3
NB mult 28.6 18.8 9.8 28.7 18.4 10.3 28.6 17.8 10.8 28.0 17.7 10.3 28.1 17.6 10.5
NB Bern 30.4 17.9 12.5 30.0 18.1 11.9 30.5 18.9 11.6 30.1 18.3 11.8 29.7 17.9 11.8
Perceptron 27.4 15.6 11.8 26.8 15.0 11.8 26.7 14.7 12.0 27.0 16.6 10.4 27.4 15.7 11.7
SVM 26.9 15.9 11.0 27.4 15.7 11.7 27.2 15.9 11.3 27.3 16.1 11.2 27.5 16.2 11.3

Table 3. Precision (P), recall (R), and F-measure (F) results (ratios). Classifiers are the same than
those of Table 2.

Corpus Original A B C D
Classifier P R F P R F P R F P R F P R F
K-NN 0.59 0.82 0.69 0.62 0.69 0.65 0.60 0.83 0.70 0.61 0.83 0.70 0.58 0.88 0.71
NB mult 0.71 0.82 0.76 0.71 0.81 0.76 0.71 0.80 0.75 0.72 0.81 0.76 0.72 0.81 0.76
NB Bern 0.70 0.78 0.74 0.70 0.78 0.74 0.70 0.79 0.74 0.70 0.78 0.74 0.71 0.79 0.74
Perceptron 0.73 0.79 0.76 0.74 0.79 0.76 0.74 0.78 0.76 0.73 0.81 0.77 0.73 0.79 0.76
SVM 0.73 0.80 0.76 0.73 0.79 0.76 0.73 0.79 0.76 0.73 0.80 0.76 0.73 0.79 0.76

or the SVM classifier results, and only a few with respect to the Bernoulli classifier.
Apart from that, differences among the different corpora are not significant for a given
classifier, which shows the robustness of the techniques even for very sparse spaces.

Results on FN (that is one important measure since it gives the final percent of sexist
sentences that will remain in the corrected corpus) show a better behaviour for K-NN
and Naive Bayes multinomial classifier (FN<10), but at the expense of having a higher
load of revision work. This is especially noticeable for K-NN, with FP values around
30%. In the case of the multinomial classifier a better balance is found, and it could
be considered as a reasonable option (it guarantees around 10% of no corrected sexist
sentences with an extra revision of around 18%).

Table 3 shows the precision, recall, and F-measure results for that classifiers that
achieved best CER for each corpus and set of parameters. These results confirm that
K-NN presents the lowest performance and that Perceptron-based and SVM classifiers
have the best behaviour, with small differences with respect to multinomial classifier.

A final assessment measure that can be obtained is based on confidence classifica-
tion for each classifier, by using ROC curves. In this case, the critical event is classifi-
cation as non-sexist, since the critical error is classifying a sexist sentence as non-sexist
(FN event). Therefore, confidence measure is taken in terms on how confident is classi-
fied a sentence as non-sexist, and is computed for each sentence based on the difference
between the probability the model assigns to each class for that sentence. Differences
are normalised to obtain the confidence measure in rank [0-1] and TPR (non-sexist cor-
rectly classified) and FPR (sexist incorrectly classified) are computed for the different
values of the confidence measures obtained for each classifier.

Figure 2 shows the ROC curves associated to the best combination of classifier-
corpus for each type of classifier. These results confirm that K-NN is the classifier with
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Fig. 2. ROC curves for best classifier of each type based on CER results: K-NN corpus C, multi-
nomial corpus C, Bernoulli corpus D, Perceptron corpus B, SVM original corpus. Diagonal line
shows the baseline.

lowest performance, whereas Perceptron-based classifier shows the best behaviour, very
similar to that of SVM. Naive Bayes-based classifiers show a bit lower performance; in
those two classifiers, again multinomial classifier shows a bit better performance than
the Bernoulli classifier. To complete these results, AROC measure was calculated for
best classifiers of each type for each corpus; results are shown in Table 4 and confirm
the same conclusions that were obtained by using CER and F-measure.

5 Conclusions and future work

In this work we have presented the detection of sexist language in Spanish official
documents by using TC techniques. This detection is presented in the framework of
official texts correction, where sexist sentences must be detected and changed into non-
sexist sentences. A variety of text classifiers were tested and compared. The Perceptron-
based classifier was the one that presented a lowest classification error. However, Naive
Bayes multimodal classifier provided a lower number of False Negative results (i.e.,
sexist documents that are not detected and remain in the final revised corpus) at expense
of a bit higher reviewing effort (False Positives). Preprocess techniques applied to the
corpus did not reveal a significant influence. CER results were contrasted with other
measures, such like precision-recall and ROC-AROC, giving similar conclusions.

Future work could be directed to improve the performance of the classification by
employing other classifiers (e.g., decision trees, Hidden Markov Models, Conditional
Random Fields), by improving general feature extraction (e.g., using bigrams or tri-
grams instead of a bag-of-word representation, using stopwords), by extracting more
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Table 4. AROC values for the best classifiers of each type in each corpus.

Corpus Original A B C D
Classifier
K-NN 0.59 0.62 0.59 0.60 0.57

NB mult 0.69 0.69 0.69 0.70 0.70
NB Bern 0.68 0.68 0.68 0.69 0.69

Perceptron 0.72 0.72 0.72 0.71 0.72
SVM 0.71 0.71 0.71 0.71 0.71

specific features (e.g., gender detection, POS categories), or by enriching the corpus
with more examples. This work could be considered as a first step on using TC for
social-aware tasks; thus, not only sexist language could be detected, but racist or dis-
criminatory language in general. A more advanced step could be the classification of
text contents according to age scales, i.e., determining if a text has contents that are suit-
able for all ages, for children older than 7, only for adults, etc. The application of this
last task would be immediate for web page filtering and parental control when access-
ing web pages. Apart from that, extension to other languages and types of documents
(not only official documents, but other social impacting documents such as newspapers,
advertisements, etc.) is a must in order to extend the sexist language detection to all so-
cial layers. Finally, in the framework we proposed, sexist sentences must be converted
into non-sexist sentences, and Machine Translation techniques could be used to make
proposals to the reviewer in order to speed-up the whole process.
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Abstract. The recent improvements in Automatic Speech Recognition
(ASR) systems, both in performance and computational efficiency, al-
low us to develop new tools for the welfare of society. One of the social
sectors that can highly benefit from these systems are the hearing im-
paired since they could obtain transcripts of live speech in an increasing
number of environments. Still, the specific conditions present on board
the airplane pose several challenges. This paper introduces a tool to im-
prove the integration and autonomy of people with hearing disabilities in
airplane cabins through a system which provides captions of the crew’s
announcements to passengers in a readable format similar to subtitle.

Keywords: Accessibility, ASR, noise, hearing disability, airplane, tool

1 Introduction

Creating accessibility directives has long been associated solely to physical envi-
ronments such as architectural barriers. However, today this concept is evolving,
taking on more types of disabilities, and covering a wide range of actions that
must be taken into account in the social and political strategies in order to
achieve universal accessibility.

People with sensory disabilities are those affected by hearing or sight im-
pairments (sometimes both). These people face activities limitations and social
participation restrictions due to socio-environmental factors. Access to informa-
tion and communication are among their basic needs some of which could be
answered by developing new solutions based on automatic speech recognition
technology.

According to data from the World Health Organization (WHO), more than
5% of the world’s population (about 360 million people) have hearing loss, 32
of them are children [9]. As an example, there are around one million of people
with hearing impairment in Spain, according to the National Statistics Institute
(Instituto Nacional de Estadstica –INE–) [6].

Currently, unassisted aid1 for people with hearing disabilities wishing to
travel by plane is limited to very specific places in airport terminals. In these posi-

1 Help without the assistance of another person.
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2 Improving accessibility on board the airplane with ASR

tions magnetic induction loops are used to guide them throughout the airport[3].
Once they are on-board however, the aid disappears and every communication
with them.

The tool presented in this paper is designed to fill this gap by providing
captions of the crew’s announcements to passengers. It integrates an ASR system
[10], transcribing the crew’s utterances and displaying them as captions both in
the own airplane displays and as a web service accessible in personal devices
such as cellular phones or tablets through an intranet.

Figure 1 describes the tool service. A simple graphic user interface helps the
crew configure the tool and passengers access and read the captions in their own
personal devices.

Fig. 1. Service description (Source:[11], p. 17)

This paper is organized as follows: Section 2 presents the challenges faced
by ASR-based tool for assistance to people with hearing impairments on-board
the airplane outlined in Section 1. Section 3 describes the experimental set-up
designed to test the system. Experiments and results are presented in Section 4
and finally Section 5 draws some conclusions.

2 Challenges to overcome

This tool deals with continuous speech in two different languages (English and
Spanish) and is adapted to cabin noises. In particular, the following requirements
were taken into account:
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1. Speaker dependent: specific profiles are created for the individual members
of the crew since the performance was very affected by this feature.

2. Noise robustness: noise on board an aircraft is specific of this environment.

3. Continuous speech: crew announcements are produced in natural continuous
speech.

4. Large generic vocabulary: though part of the vocabulary is specific and cer-
tainly some kind of adaptation would be of help in this case, we have con-
centrated in the previous challenges for the moment, leaving this issue for
future work and thus employed a large generic vocabulary.

As we said before, cabin noise is an important limitation for the development
of these kind of systems. Most of the important messages are announced during
take-off and landing. Measurements of noise inside cabins indicate that they
range between 60 and 65 dBA before take-off, 80-85 dBA during the flight and
75-80 dBA when landing[7]. Nonetheless if the microphone is properly positioned
(close to the mouth of the speaker) and has a noise-cancelling mechanism the
noise effects would be considerably lowered.

A classical mismatch problem appears when the acoustic models have been
trained in a clean environment and the actual environment in which the system
should operate is noisy as depicted in Figure 2.

Fig. 2. Problem of robustness in ASR

Several preliminary experiments were carried out to enhance the input signal
by noise removal and filtering techniques and also by modifying the input features
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4 Improving accessibility on board the airplane with ASR

by using Spectral Subtraction procedures but the fact that the speech engine2

chosen is a proprietary software posed important limitations to the application
and success of these techniques. Instead, we opted for a speaker dependent model
adapted also to noise.

3 Experimental setup

3.1 Databases

Since the goal is to use a large vocabulary continuous speech system we chose
a testing database materials from an audio book. In particular, we used dic-
tated speech for about 15 minutes per chapter with volume and speakers’ tones
changes.

These characteristics are very similar to the actual situation in which the
tool would be used, since the crew’s speeches are scripted and tone and volume
depend on the stress and fatigue to which they are subject.

The audio book selected was Alice’s Adventures in Wonderland by Lewis
Carrol (1832 - 1898). Two audio recordings were used3:

– BookA: is the audio book read by the same speaker, in US English. [1]
– BookB: is the audio book where each chapter was read by a different speaker,

in US English. [2]

All audio files were resampled at a frequency of 16 kHz and converted to
.WAV format.

The book was split into 12 chapters, 2 of them used for training (see Table
1) and the rest, for testing the tool (see Table 2). Also, recordings of aircraft
cabin noise were collected and employed to produce noisy versions of the pre-
vious materials at different SNRs. In particular, all the audio was mixed with
aircraft cabin noise at different Signal Noise Ratio (SNR) (see Table 3), using
the MATLAB [8] tool Add Noise [12].

3.2 Acoustic modeling

The ASR tool allows to create and adapt acoustic models in both English and
Spanish. Five acoustic models were used to assess the tool:

1. Acoustic Model #1: US English model, with large vocabulary and not adapted
to any speaker.

2. Acoustic Model #2: US English model, with large vocabulary and adapted
to the speaker using the first and fourth chapters (about 24 minutes) of
BookA.

2 Dragon NaturallySpeaking c©2014 Nuance Communications, Inc., was chosen due
to its ability to perform speaker adaptation, the availability of a large expandable
vocabulary in both English and Spanish

3 A detailed description is included in PFC: Herramienta de transcripción automática
de los comunicados al pasaje aéreo. Chapter 4 [11].
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Table 1. Audio for training

Train: BookA

Chapter Length (min:seg)

1 11:20
4 12:46

Total 24:07

Table 2. Audio for test

Test: BookB Test: BookA

Chapter Length (min:seg) Gender Length (min:seg)

1 10:27 M 11:20*
2 11:59 F 11:10
3 17:08 F 08:46
4 19:20 M 12:46*
5 13:06 F 11:49
6 12:39 M 14:45
7 17:01 M 11:47
8 13:03 M 13:02
9 14:45 M 13:11
10 22:17 F 12:51
11 09:56 F 10:17
12 12:38 F 11:43

Total 2:54:19 2:23:27

Chapters marked with * were not used for test.

Table 3. SNR levels for test

SNR (dB) -18 -12 -6 -3 3 6 12 18

3. Acoustic Model #3: US English model, with large vocabulary and adapted
to noise and speaker using the first and fourth chapters (about 24 minutes)
of BookA with added noise at SNR = -6 dB.

4. Acoustic Model #4: Spanish model, with large vocabulary and adapted to
speaker with chapter first and fourth of BookA (in Spanish version).

5. Acoustic Model #5: Spanish model, with large vocabulary and adapted to
speaker with chapter first and fourth of BookA (in Spanish version) mixed
with noise at SNR = -9 dB.
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4 Experiments and results

In order to characterize the tool, the following tests were performed with the
audio materials described in Section 3.2:

1. Speaker independent test (Id. 1): clean input speech (without aircraft cabin
noise) and Acoustic Model #1.

2. Speaker dependent test (Id. 2): clean input speech (without aircraft cabin
noise) and Acoustic Model #2.

3. Noise robustness test (Id. 3): noisy input speech (with additive aircraft cabin
noise at different SNR ratios) and Acoustic Model #1.

4. Noise model adaptation test (Id. 4): noisy input speech (with additive aircraft
cabin noise at different SNR ratios) and model adapted with a noisy speech
at SNR = -6dB (Acoustic Model #3).

A final simulation where the Spanish models with adaptation to speaker
(Acoustic Models #4 and #5) are tested with clean or noisy live speech as will
be further explained.

Also, as said before, preliminary tests were also carried out with noise pre-
filtering using Spectral Substraction (SS) [13], but results were not encouraging.

Results are shown in terms of the Word Recognition Rate (WRR) which
was computed by using NISTAlign [4] from CMUSphinx [5]. This tool allows to
compare two texts (the original one and the automatic transcription obtained
with the ASR system) and returns as a result the percentage of correct words
once the alignment between texts is performed.

– Table 4 presents results from test Id 1 and Id 2. As can be seen, speaker
adaptation plays an important role by highly improving the performance on
BookA. A marginal improvement is also observed on BookB.

Table 4. Test 1 and 2 results summary

Test 1 and 2 results summary (% WRR)

Id Mean

1 BookA 70.73
BookB 51.26

2 BookA 85.01
BookB 52.49

– Table 5 shows results from test Id 3 and Id 4 presented as the mean of the 10
chapters for each SNR and the total grand mean. Again the model adapted
to speaker and noise improves the performance but only up to SNR = 3 dB.
Above this SNR, the adaptation is detrimental which should be taken into
account.
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Table 5. Test 3 and 4 results summary

Test 3 and 4 results summary (% WRR)

Id SNR (dB) Mean

-18 -12 -6 -3 3 6 12 18 clean

3 14.91 34.49 60.12 67.88 76.26 78.66 81.34 82.65 83.86 64.69
4 21.05 49.81 67.09 71.56 76.71 78.02 79.13 79.12 76.87 66.60

Clean: The audio book was not mixed with noise.

– A final simulation was run in the laboratory where a speaker with a micro-
phone headset read a guided welcome message. The noisy conditions where
recreated by placing a loudspeaker playing the noise recorded inside the
cabin (see Figure 3). Table 6 and Figure 4 show the results obtained.

Fig. 3. Simulation

Table 6. Simulation summary

Simulation results (% WRR)

Simulation Case WRR

1 Clean speech - Acoustic Model #4 97%
2 Clean speech - Acoustic Model #5 0%
3 Noisy speech - Acoustic Model #4 42%
4 Noisy speech - Acoustic Model #5 88%

As shown in Table 4, Table 5 and Figure 4 the test results were conclusive.
First, as expected, an adapted speaker model will perform better than a

speaker independent one. Second, the model adapted to the environment in
which it will be used (matched conditions), will get better results.
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Fig. 4. Simulation results (% WRR)

5 Conclusions

A tool based on ASR to achieve the integration and autonomy of people with
hearing disabilities in the aviation industry has been presented. It provides tran-
scriptions of the crews announcement to airline passengers. Some features of
these systems and their current limits, due to the noisy environment in which
they operate, have been discussed.

This study has been performed on artificially distorted signals, so it would
be desirable to test the performance of the system on a real scenario.

Anyway, there is a need to develop more new accessibility systems that will
provided more accessible and autonomous environments for all people.
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comunicados al pasaje aéreo. Universidad Carlos III de Madrid, March 2014.

12. K. Wojcicki and K. Florian. Add Noise. MATLAB, 2011-2013. BSD Li-
cense. Available at: http://www.mathworks.com/matlabcentral/fileexchange/

32136-add-noise/content/addnoise/addnoise.m.
13. E. Zavarehei. SBoll79. MATLAB, 2005. No BSD License. Avail-

able at http://www.mathworks.com/matlabcentral/fileexchange/

7675-boll-spectral-subtraction/content/SSBoll79.m.

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

177



A comparative study between generative and
discriminative statistical models for unsegmented

dialogue annotation

Carlos-D. Martı́nez-Hinarejos and José-Miguel Benedı́
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Abstract. Dialogue systems employ the dialogue strategy to define is behaviour
in their interaction with users. The dialogue strategy is usually based on models
whose parameters are estimated from dialogues annotated in terms of Dialogue
Acts. Therefore, dialogue annotation is necessary to obtain dialogue systems, but
manual annotation is hard to achieve and automatic annotation is desirable to
obtain at least a draft annotation. The annotation problem can be formulated as an
statistical optimisation problem on a sequence of turns. Some previous annotation
works assumed the segmentation of turns into relevant subsequences (segments),
but this segmentation is not usually available. Probabilistic annotation can be
based on different statistical models. In this work, we compare the performance
of two different paradigms: generative and discriminative models. These models
are applied and compared in unsegmented dialogue annotation of two dialogue
corpora of different nature.

1 Introduction

Dialogue systems are computer systems that interact with human users by means of
dialogue. Dialogue systems are usually directed to solve a given task. In the last decade,
there have been many projects with the aim of developing a dialogue system, such like
Companions [18], Classic [13], or PARLANCE [9], among others. The core component
of a dialogue system is the dialogue manager, which decides how to manage the user
input and which output and actions must be produced. These decisions are taken by
using the dialogue strategy, that uses user input, previous development of the dialogue
(dialogue history), and other data sources (e.g., database related to the system task).

There are many proposals for determining the dialogue management, but they are
usually divided into two classes by their approach: rule-based and data-based (or sta-
tistical). Rule-based approximation uses a set of rules, usually manually defined, that
govern the dialogue system. Data-based case employs a statistical model for deciding
the system response. Rule-based needs a human expert and is hard to create or adapt
the rules. In contrast, data-based estimates automatically the strategy, but needs large
labelled sets. Currently, data-based approach is the most usual in dialogue systems.

The concept of annotation that arises in the data-based approach consists of apply-
ing a set of labels that models the discourse structure during the dialogue. These labels
represent the current state of the dialogue and the actions that can be performed by a
dialogue system at each point of the interaction. Consequently, each label is associated
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to a communicative function or a dialogue situation. Thus, the models become defined
in terms of the set of labels. Since only the dialogue relevant information is represented
in the label (and consequently used by the model), the models become simpler.

There have been many proposals to define the set of labels, but the most widely
accepted proposal is annotation based on Dialogue Acts (DAs). A DA is defined as a
label that represents the meaning of a dialogue segment (or utterance [15]), which is
any subsequence in a dialogue turn that has a relevant paper in the dialogue process.

The final aim of the annotation is to estimate the parameters of the dialogue models
from a set of dialogues. Therefore, the first step is to annotate the training data with the
set of DAs; thus, given a set of dialogues where segmentation is usually not available
but the whole dialogue transcription is available, segments must be identified and DA
labels must be properly assigned to each segment. Manual annotation of dialogues is
hard and time-consuming; therefore, employing statistical models (estimated from a
manually annotated subset of dialogues) for obtaining a draft annotation of the corpus
is an interesting option in order to reduce annotation effort.

Most proposals on statistical models for dialogue annotation are based on generative
models. For example, in [15], an approach based on generative models - Hidden Markov
Models (HMM) and N-grams - is used on a segmented version of the SwitchBoard
corpus [8]. These models are easy to estimate, but they impose severe restrictions on
the nature of the probability distribution. In the last years, discriminative models have
gained attention for many Natural Language Processing tasks due to its less restrictive
nature and the advances on its estimation. For example, in [12], a discriminative model
- Conditional Random Fields (CRF) [16] - is proposed for annotating chat dialogues.

In any case, most of this works assume that segmentation of dialogue turns into
segments is available [15, 17], which is not realistic in many cases. In this work we
compare the performance of generative models (HMM and N-grams) and discriminative
models (CRF) for the annotation of unsegmented dialogues in two dialogue corpora of
different nature and features. Section 2 presents the general statistical framework along
with the generative and discriminative approximations to dialogue annotation. Section 3
describes the used corpora (SwitchBoard [8] and Dihana [3]). Section 4 details the
experiments and results. Section 5 offers the conclusions and final remarks.

2 Statistical dialogue annotation models

Given a dialogue with T turns, WT
1 defines the sequences of words (input) for each

turn, whereas UT1 defines the corresponding DAs sequences (output). The dialogue an-
notation problem could be seen as an optimisation problem that can be formulated as:

Û = argmax
UT

1

Pr(UT1 |WT
1 ) (1)

This problem could be solved by using a model, which could be generative or
discriminative, of the probability. Generative models model the joint probability, i.e.:
Pr(UT1 ,W

T
1 ), which via Bayes rule can be used in the maximisation of the posterior

probability. However, discriminative models directly model the posterior probability.
The following subsections detail how generative (HMM) and discriminative (CRF)
models fit to the dialogue annotation framework.
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2.1 Generative models: Hidden Markov Models

Equation (1) can be defined through a generative model, which models Pr(WT
1 , U

T
1 )

instead of Pr(UT1 |WT
1 ), because the optimisation is independent of Pr(WT

1 ). Then, by
using the Bayes rule, Equation (1) can be reformulated as:

Û = argmax
UT

1

Pr(WT
1 , U

T
1 ) = argmax

UT
1

Pr(WT
1 |UT1 ) Pr(UT1 ) (2)

By factorising in terms of turns t = 1, . . . , T and assuming that words of turn t (Wt)
do not depend on previous turns words (W t−1

1 ), Equation (2) can be approximated by:

Û ≈ argmax
UT

1

T∏
t=1

Pr(Wt|U t1) Pr(Ut|U t−11 ) (3)

Let Wt = w1w2 . . . wl be the word sequence of turn t, where l is the sequence
length. We can decomposeWt into r segments asWt = wl1 = ws1s0+1w

s2
s1+1 . . . w

sr
sr−1+1,

where s = (s0, s1, . . . , sr) is the segment representation and sk is the index of the seg-
ment k of Wt. Then, we rewrite the probability distributions of Equation (3) in terms of
this ‘hidden’ segmentation s and the number of segments r, by expressing Ut = ur1 and
Wt = ws1s0+1w

s2
s1+1 . . . w

sr
sr−1+1, providing as final expression:

Û ≈ argmax
UT

1

T∏
t=1

∑
r,sr1

r∏
k=1

Pr(wsksk−1+1|uk1 , U
t−1
1 ) Pr(uk|uk−11 , U t−11 ) (4)

where it is assumed that words of segments previous to k (wsk−1

1 ) do not affect words
in current segment k (wsksk−1+1).

For the final implementation of Equation (4), some assumptions are taken: (1) the
probability of wsksk−1+1 only depends on the DA uk, (2) the probability of the DA uk
only depends on the n−1 previous DA, (3) only the optimal segmentation is taken (i.e.,
summation on r, sr1 is changed by a maximisation). Then, the final model is:

Û ≈ argmax
UT

1

T∏
t=1

max
r,sr1

r∏
k=1

Pr(wsksk−1+1|uk) Pr(uk|u
k−1
k−n+1) (5)

In this implementation, Pr(wsksk−1+1|uk) is modelled by a Hidden Markov Model
and Pr(uk|uk−1k−n+1) by an N-gram of degree n.

Estimation of the parameters of this model would be obtained with the training set of
annotated dialogues, and a Viterbi process would be applied to unlabelled test dialogues
in order to obtain their draft annotation. The experiments presented in Section 4 will
study the performance of this model for the available data.

2.2 Discriminative models: Conditional Random Fields

Equation (1) can be directly modelled by using discriminative models that provide the
estimation of the conditional probability. Following a notation similar to that presented
in [16], this can be done by using Linear Chain Conditional Random Fields (CRF):
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Pr(y|x) = 1

Z(x)

T∏
τ=1

exp

(
K∑
k=1

θkfk(yτ , yτ−1,xτ )

)
(6)

Here, x and y are the input and output sequences of size T and Z(x) is a normal-
isation factor that guarantees the definition of a proper probability. fk (k = 1, . . . ,K)
is the set of feature functions that associate inputs and/or outputs and form the actual
distribution probability; usually, these functions are known as bigram features, since
relates output in τ and in τ −1. θk are weights for the K probability distributions of fk.

In the case of dialogue annotation, input sequences are the words of the dialogue
W and output sequences are DA labels U . Thus, following the turn notation of Equa-
tion (2), expression in Equation (6) could be adapted by using y = UT1 , x = WT

1 , and
using productories that decompose the original one in terms of turns and words in turns.

In order to use word based features, a redefinition of the sequence of DA UT1 is
needed. For a given turn t, we have the DA sequence Ut = U = u1u2 . . . urt and the
word sequenceWt =W = w1w2 . . . wlt . In this case, we introduce in U a metasymbol
# that represents the empty output for those words wi that are not final words of a
segment (i.e., no DA is attached to that word). Therefore, U gets transformed into V =
v1v2 . . . vlt , with vi = # when wi is not a final word of a segment and vi = uj when
wi is the final word of the j-th segment of turn t.

Consequently, the final CRF model for DA annotation of a dialogue is provided by:

Û = argmax
UT

1

Pr(UT1 |WT
1 ) = argmax

UT
1

T∏
t=1

lt∏
i=1

exp

(
K∑
k=1

θkfk(vi, vi−1,wi)

)
(7)

Notice that normalisation factor Z(WT
1 ) disappears since it does not affect the max-

imisation. Moreover, words are represented by feature vectors (wi), and therefore more
data than only the word could be given as input (e.g., word position, POS-tagging, etc.).

With the selection of a set of feature functions and estimating the weights with
training dialogues, a Viterbi process could be applied for obtaining a draft annotation
of unlabelled dialogues. Experiments in Section 4 will show the performance of this
discriminative model and compare it with the proposed generative model.

3 Experimental data

In this section we present the data that we used in the experiments. Two different cor-
pora are introduced: the SwitchBoard corpus [8] and the Dihana corpus [3]. These two
corpora present dissimilar and complementary features that allow to check the perfor-
mance of the models in different situations. The corpora differ respect to the vocabulary
size, the set of DA, the nature of the interaction, the semantic restrictions, etc. A sum-
mary of their features is presented in Table 1.

3.1 SwitchBoard corpus

The SwitchBoard corpus [8] is a popular corpus of telephone conversations in English
between two human speakers that discuss about general defined topics. The corpus
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Table 1. Summary of the features of the SwitchBoard and the Dihana corpus. For Dihana, U
means user turns and S system turns.

Corpus SwitchBoard Dihana
Language English Spanish
Nature Human-human Human-computer
Semantically restricted No Yes
Number of dialogues 1155 900
Number of turns 115,000 6280 U + 9133 S
Vocabulary size 42,000 900
Annotation scheme SWBD-DAMSL IF-DIHANA

Number of DA labels 42 248

Spk Seg Transcription Lab
S1 S1-1 Yeah, aa

S1-2 to get references and that, sd
S1-3 so, but, uh, %
S1-4 I don’t feel comfortable about leaving my kids in a big day care centre, simply

because there’s so many kids and so many <sniffing> <throat clearing> sd
S2 S2-1 I think she has problems with that, too. sd

Fig. 1. Example of SwitchBoard annotation. The meaning of the labels is statement-non-opinion
(sd), uninterpretable (%) and agree/accept (aa).

recorded spontaneous speech, with frequent overlaps and interruptions between the
speakers, and with several spontaneous speech phenomena (such as hesitations, non-
linguistic sounds, etc.) and background noises. A total of 1155 conversations (approxi-
mately 115,000 turns) were recorded and manually transcribed. Vocabulary size is about
42,000 words. Total recorded speech signal is about 95 hours.

Switchboard dialogues were annotated with the SWBD-DAMSL [11] scheme, that
comprises a total number of 42 different labels. The labels cover communicative func-
tions such as statement, question, etc., but with associated subtypes (e.g., statement-
opinion and statement-non-opinion). The manual labelling gave an inter-annotator agree-
ment with a Kappa value of 0.8 [11]. An annotation example is given in Figure 1.

SwitchBoard has become in the last years a sort of standard corpus to evaluate anno-
tation models. This is demonstrated by the different published works that used Switch-
Board to evaluate their proposed models, such as [15, 17, 14]. Some of these previous
works do not give details on the corpus preprocessing or experimental framework.

In our case, the preprocessing of the SwitchBoard corpus removed interruptions and
overlaps by joining the separated pieces of turns (consequently, all the segments in the
turn remain in a single speaker interaction), all the punctuation marks were separated
as single words, and all the words were transcribed to lowercase1.

1 Corpus available at www.dsic.upv.es/˜cmartine/research/resources.html.
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Spk Seg Transcription
Level 1 Level 2 Level 3

S S1 Welcome to the railway information system. How may I help you?
Open Nil Nil

U U1 I want to know the departure times from DEP-TW(Valencia)
Que Dep-h Org

U2 to Madrid
Que Dep-h Dest

U3 arriving on DATE(May the 15th of 2004).
Que Dep-h Day

S S2 Do you want to leave on DATE(Sat, May the 15th of 2004)?
Conf Day Day

U U4 Yes.
Accept Day Nil

Fig. 2. An excerpt of an annotated dialogue (translated from Spanish into English) from the Di-
hana corpus. Nil denotes the absence of information. Words in capital letters denote categories.

3.2 Dihana corpus
The Dihana corpus [3] is a set of 900 telephone dialogues in Spanish between a hu-
man user and a Wizard-of-Oz (WoZ) environment [6], in order to simulate a human-
computer interaction. These dialogues were directed by the definition of scenarios in
a task related to railway information (timetables and fares) for long-distance trains in
Spain. The only restrictions during the acquisition were defined by the scenarios, and
no other syntactical, lexical, or semantic restriction was applied in the interaction.

The corpus acquired conversations from 225 speakers (153 male and 72 female)
that presented small Spanish dialectal variants. The total number of turns in the corpus
is 6280 for the users and 9133 for the system, with a vocabulary of approximately
900 words. The total amount of acquired signal is about 5.5 hours. All the dialogues
were manually transcribed, including special annotation marks for spontaneous speech
phenomena. No overlaps or interruptions were present in the corpus. The spontaneous
speech marks were removed for obtaining the final version of the corpus to be annotated.

The set of DA labels that was defined for the annotation of Dihana is an adaptation
of the Interchange Format (IF) used for dialogue annotation [7], by adapting its three
different levels (speech act, concept, and argument) to the Dihana task [1]. This set is
composed of a total of 248 different labels (152 for user turns and 95 for system turns).
An annotation example is provided in Figure 2.

In contrast with SwitchBoard, Dihana is not such a sort of standard dialogue corpus,
but it presents several interesting features for the implementation of actual dialogue
systems: it is a medium-size corpus, task-oriented, with vocabulary limited to the task.
In conclusion, Dihana is a useful corpus to complement the conclusions obtained with
SwitchBoard and check the models in a real dialogue system framework

The preprocessing of the Dihana corpus includes lowercase transcription, separation
of punctuation marks, adding a speaker mark (U for user and S for system) to each word,
and a categorisation into task categories such as town names, hours, dates, etc.2.

2 Corpus available at www.dsic.upv.es/˜cmartine/research/resources.html.
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Reference B | Z Z Z | K K K | B | Q Q |
System Z | Z Z Z Z Z | B B | Q Q | Error computation
Lenient × X X X × × × X X X 4 Err/10 Ref = 40%
Strict × × × × × × × × X X 8 Err/10 Ref = 80%
SegDAER S1 D S2 S2 C C (1D + 2S)/(2C + 1D + 2S) = 60%

Fig. 3. An example on how to calculate the different assessment measures. Reference and system
show the DA labels present in the reference and given by the system (B, Z, K, and Q represent
DA labels, | represents segment limits). In Lenient and Strict measures, × means error and X
correct. In SegDAER, Sk means substitution (two Sk with the same k value represent the same
substitution), D deletion, and C correct.

4 Experiments and results

In this section we present and compare the results provided by the generative model
(HMM-based model) and the discriminative model (CRF) for dialogue annotation.

Assessment measures for the annotation task are the Lenient and Strict measures
(as defined in [2]) and the SegDAER measure:

– Lenient : calculates the number of words with incorrect DA label divided by the
total number of words.

– Strict : calculates the number of words with incorrect DA label or incorrect seg-
mentation divided by the total number of words (the difference with Lenient is that
takes into account if the word is in the correct segment).

– SegDAER (Segmentation and DA Error Rate) calculates the edition errors between
sequences composed of DA labels joined to their position.

Figure 3 presents an example on how calculate the different measures. Lenient and
Strict are standard assessment measures in dialogue annotation. SegDAER is proposed
to avoid a feature common to Lenient and Strict, which is that they consider all the
words of the segment affected by the label and the boundaries; however, in an annotation
framework, labels can be considered to be at the end of the segment (and they would be
interpreted to affect all the words of the segment), and correcting them (in position or
in value) would imply edit operations on the label, not on the total sequence of words.

Our experimental framework is based on using a cross-validation approach. In the
case of the SwitchBoard corpus, we used 11 partitions of 105 dialogues. In the case of
the Dihana corpus, since it presents different features with respect to size, vocabulary,
etc., the cross-validation partitions are 5 partitions of 180 dialogues3.

Since the experiments are for dialogue annotation, input for the models are whole
dialogues. Therefore, the search is performed from the first word in the first turn of the
dialogue up to the last word of the last turn of the dialogue. Only turn boundaries are
supposed to be available and they are taken into account to force output labels at the
end of each turn, since we consider that DA labels do not span between different turns.
No other information on segmentation is given at the input of the system.

3 Partitions available at www.dsic.upv.es/˜cmartine/research/resources.html.
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Table 2. Lenient, Strict, and SegDAER SwitchBoard and Dihana results with HMM and different
DA n-grams, and with CRF. Confidence intervals lower than±0.2 in SwitchBoard and than±0.6
in Dihana.

HMM 2gr HMM 3gr CRF

SwitchBoard
Lenient 30.9 31.0 38.5
Strict 79.7 79.5 63.7

SegDAER 60.7 60.5 48.9

Dihana
Lenient 13.2 13.1 24.4
Strict 61.4 61.5 25.0

SegDAER 33.7 34.5 26.5

Table 3. DAER and SegER results for best HMM and CRF for SwitchBoard and Dihana.

DAER SegER
HMM CRF HMM CRF

SwitchBoard 55.8 45.9 40.7 20.3
Dihana 15.3 26.3 25.6 3.6

The HMM experiments tested different values for the degree of the DA n-gram
(from 2 to 5). The CRF experiments were performed by using CRF++4 with CRF-L2
algorithm, C = 1, and η = 5 · 10−3; features were the word and whether it is final or
not; the template file was that given with CRF++ for the Base-NP task; this template file
includes as feature functions unigrams based on the word and on the DA label (spanning
from current position up to two positions backward and forward) and a bigram based
function. To check the statistical significance, 90% confidence intervals were calculated
using bootstrapping with 10,000 repetitions for all the experiments [4].

Experiments produced the results presented in Table 2, where only bigrams and
trigrams with HMM are shown since they were the experiments that provided better
results for that model. In all cases, CRF presents significantly better results in terms of
Strict and SegDAER, but results are worse than those of HMM for the Lenient measure.

Error analysis was directed to detect the types of errors that the models committed;
basically, errors could be caused by wrong DA labels or by wrong segmentation. The
metrics for these errors could be derived from SegDAER. When considering only DA
labels (which is known as DAER, Dialogue Act Error Rate), errors on wrong DA la-
bel assignment are computed. By only considering segmentation boundaries (which is
known as SegER, Segmentation Error Rate), errors on wrong segmentation are com-
puted. Results in Table 3 show DAER and SegER for the best HMM model and for the
CRF model for both corpora.

As can be seen, in the SwitchBoard corpus both models produce most part of the
errors due to wrong DA label assignment; although segmentation errors in this corpus
are high as well, they are lower than DA errors. CRF model presents the best errors for
the two types of errors, with a dramatic decrease of segmentation errors.

4 http://code.google.com/p/crfpp/
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However, in Dihana corpus, which is task oriented and presents a more regular
DA sequence structure, errors in the generative model are mainly due to segmentation
errors, whereas in the discriminative model DA label assignment errors are dominant.
Moreover, the CRF model presents a very accurate segmentation (which could explain
the high decrement of the Strict measure shown in Table 2), but an error rate in DA
label assignment higher than that produced by the HMM-based model.

In general, we can conclude that for the annotation task, CRF discriminative model
provides better results than the HMM-based generative model. This conclusion is sim-
ilar for two corpora with different features, and it can be considered as general enough,
although experiments with other corpora would be necessary to confirm it. The differ-
ence in the corpora does not affect on the quality of the segmentation that CRF obtains
(in any case better than for HMM), but with a high number of different labels, CRF
presents an accuracy lower than HMM for assigning the DA label, possibly due to the
higher number of parameters that has to estimate.

5 Conclusions and future work

In this work we presented a comparison on the annotation of dialogues in terms of DA
by using a generative and a discriminative approach. The generative model was based
on Hidden Markov Models (HMM) and N-grams. The discriminative model was based
on Conditional Random Fields (CRF). Results show that the annotation based on CRF
provides better results that any other combination for the Strict and SegDAER mea-
sures, while for the Lenient measure (which is not as sensitive for segmentation errors
as Strict and SegDAER), HMM provides better results. Anyway, using discriminative
models and more specifically CRF seems a better alternative than using generative mod-
els. This discriminative model produces better segmentations, but with respect to DA
assignment, its accuracy depends on the nature of the corpus and labels (in a general
corpus provides less error than the HMM-based model, but for a task-oriented corpus
provides a higher error). However, it must be taken into account that HMM were fine
tuned with respect to training and decoding parameters (e.g., the Grammar Scale Factor
which modules the influence of the N-gram), whereas CRF was used directly without
much optimisation of the different parameters and features, using values recommended
in the literature.

Future work will be directed to explore the performance of these models on other
corpora such like ICSI meeting [10] or AMI [5], which are more difficult since they
involve multy party dialogues. Since the presented models show a different behaviour
with respect to the kind of errors they produce, its combination would be an interesting
research way, in order to obtain a system with the advantages of both types of models.
Finally, a more in-depth experimentation with CRF would be desirable in order to tune
the different parameters and features involved in the annotation process.
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1. Alcácer, N., Benedı́, J.M., Blat, F., Granell, R., Martı́nez, C.D., Torres, F.: Acquisition and
Labelling of a Spontaneous Speech Dialogue Corpus. In: SPECOM. pp. 583–586 (2005)

2. Ang, J., Liu, Y., Shriberg, E.: Automatic dialog act segmentation and classification in multi-
party meetings. In: ICASSP ’05. vol. 1, pp. 1061–1064 (2005)

3. Benedı́, J.M., Lleida, E., Varona, A., Castro, M.J., Galiano, I., Justo, R., López, I., Miguel,
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Abstract. In the later years the amount of freely available multilingual
corpora has grown in an exponential way. Unfortunately the way these
corpora are made available is very diverse, ranging from simple text
files or specific XML schemas to supposedly standard formats like the
XML Corpus Encoding Initiative, the Text Encoding Initiative, or even
the Translation Memory Exchange formats. In this document we defend
the usage of Translation Memory Exchange documents, but we enrich
its structure in order to support the annotation of the documents with
different information like lemmas, multi-words or entities. To support the
adoption of the proposed formats, we present a set of tools to manipulate
the different formats in an agile way.

Keywords: parallel corpora, annotated corpora, TMX

1 Introduction

Multilingual corpora [7] are very rich resources. They have been used for very dif-
ferent tasks like training machine translation software [5,4], extracting bilingual
resources [18,8,19] or information retrieval [9,10].

Unfortunately there is no widely used standard to share parallel corpora at
their raw level or with part-of-speech annotation. Some corpora are made avail-
able in specific XML formats together with simple programs to process them.
Some others are made available in formats like the Text Encoding Initiative
(TEI) or the XML Corpus Encoding Initiative (XCES). Unfortunately these
standards are not flexible enough for the tasks they are being used, and there-
fore each user expand and/or interpret the standard by their will [17].

In this document we present a set of extensions to the Translation Memory
Exchange (TMX) format to store annotated multilingual corpora. Our main
guideline was that these formats should be easy to process using standard XML
parsers, following the TMX schema, but not making it awkwardly difficult to
parse. Instead of just describing the format, we will show a set of tools ready
to process them. These tools are available as Open-Source Software and can be
used and bettered by any user.
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First, in section 2, we will briefly discuss the available formats for encoding
parallel corpora. Then, in section 3, we will detail the annotated translation mem-
ory exchange (atmx) and the partially lemmatized translation memory exchange
(pltmx) formats, including some examples. Follows section 4 that presents the
tools used to produce these formats, and section 5 that explains how to use our
toolkit to process these formats. Finally, section 6 draws some conclusions and
points different evolution directions.

2 Parallel Corpora Encoding Formats

There are a few standards to encode parallel corpora. The main problems [17]
with these standards are the lack of documentation and evolution:

– The Text Encoding Initiative (TEI) is not devoted specifically for this pur-
pose, and its way to encode parallel corpora is not versatile: parallel corpora
are usually encoded in two different files, one for each language, and then a
mapping file. This makes its processing error prone.

– The XML Corpora Encoding Standard (XCES) is outdated, unmaintained
and incomplete. There are some researchers that still release their corpora in
this format but, as the standard is silent regarding a lot of details, researchers
tune the format to their will, making it hard to process.

– The Translation Memory Exchange format is quite simple to encode transla-
tion memories. As a sentence aligned parallel corpus can be seen as a trans-
lation memory this format has been used by some projects to encode parallel
corpora. Nevertheless, it does not support, natively, any kind of mark-up to
annotate the corpus.

– The XML Localization Interchange File Format (XLIFF) is specially used
to store software localization translations. Just like TMX, it can be abused
to store parallel corpora, but the XML overhead is bigger than using TMX.

Given the status of these formats there are some adaptations, just like ours,
to known standards. For example, Forcada [3] proposes an idea similar to our,
but extending the TMX tags at their limits. Although this gives extra flexibility
to the annotation process, it makes it extremely difficult to keep track of the
annotation. Also, the addition of XML tags for each word makes the document
huge. Note that if a raw TMX for a parallel corpus can take up to 3 Gigabytes,
adding annotations to each word using standard XML tags can make the file 3
to 5 times bigger.

Another Achilles’ heel for the wide use of these formats is the lack of tools
prepared to their manipulation.

3 The Annotated TMX Format

Annotated corpora can be powerful tools for developing and evaluating linguistic
theories [6], forging a path for greater linguistic understanding and rigour. Anno-
tations may include structural mark-up, part-of-speech (PoS) tagging, parsing,
and numerous other representations.
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3.1 Basic Format

As discussed previously the simpler formats that are being used are TMX and
XLIFF. The first one is more known and therefore, there are more tools that
deal correctly with it. This resulted in choosing TMX as the base format for our
work. Figure 1 shows a two translation memory excerpt of a TMX file.

<tmx version="1.4">
<header creationtool="po2tmx" creationtoolversion="1.9.0"

segtype="sentence" adminlang="en" srclang="en"/>
<body>
<tu>
<tuv xml:lang="EN">
<seg>Display dialog boxes from shell scripts</seg>

</tuv>
<tuv xml:lang="PT">
<seg>Apresentar caixas de diálogo a partir de scripts de consola</seg>

</tuv>
</tu>
<tu>
<tuv xml:lang="EN"> <seg>Type your password</seg> </tuv>
<tuv xml:lang="PT"> <seg>Introduza a sua senha</seg> </tuv>

</tu>
</body>
</tmx>

Fig. 1. Example of a TMX file with two translation units.

The next decision is how to annotate the text inside each one of the TMX
translation units. Our main goal when discussing this issue was to reduce the
overhead of the annotation. With this in mind, and given that a lot of researchers
use the Open Corpus Workbench [2] to encode their corpora we defined the
Annotated Translation Memory Exchange format (atmx) as a sort of fusion
between the formats of both TMX and CWB. With this fusion we eliminate the
need for an XML entry in each text line and another in each tag, making this
format very economic. Figure 2 shows the annotated TMX for the translation
units shown in Figure 1.

Note that, given the column-oriented approach, where each column represents
a layer, it allows the user to add desired level of annotation. The most common
columns are word, POS and lemma, as they are the usual output of taggers.
Syntactical anotation (treebank-like) can be easily used adding one or more
columns for labeled dependency graphs or similar. The same approach is used
in the CoNLL3 data format, MaltParser [11], and others.

3 CoNLL is the Conference on Computational Natural Language Learning, that often
includes shared tasks, where data is made available in a specific format.
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<tu>
<tuv xml:lang="en"><seg><![CDATA[ <s>

Display display NN
dialog dialog NN
boxes box NNS
from from IN
shell shell NN
scripts script NNS

</s> ]]></seg></tuv>

<tuv xml:lang="pt"><seg><![CDATA[ <s>
Apresentar apresentar VMN0000
caixas caixa NCCP000
de de SPS00
diálogo diálogo NCMS000
a a SPS00
partir partir VMN0000
de de SPS00
scripts scripts NCMP000
de de SPS00
consola consola NCFS000

</s> ]]></seg></tuv>
</tu>

Fig. 2. Translation unit from a atmx file.

3.2 Region Annotation

One of the big problems with corpora annotation is the way XML forces tags
to be properly nested. So, when annotations nest clearly, the proposed approach
allows the use of user-defined tags. For example, Figure 3 shows how one can
annotate multi-word expressions.

Note that the sentence tags (‘s’) and the multi-word expression tags (‘mwe’)
are inside a CDATA section. This means they will be completely ignored by
any TMX parser. But in the other hand, after retrieving the CDATA contents,
they can be fed up to a XML parser for further processing. For other types of
annotations, that can not be properly nested, different CQP layers (columns)
can be used.

4 Input Tools

To produce an annotated TMX we need a tool to process the TMX file, and
another one to produce annotations for each language segment. To process TMX
files we use XML::TMX [1], a Perl module that is ready to deal with big TMX files
whose Data Object Model (DOM) does not fit into memory. For the annotation
we conduced several experiments with two different tools: Apertium-Tagger [15]
and FreeLing [13,14].
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<tu>
<tuv xml:lang="en"><seg><![CDATA[ <s>

<mwe lema="text_view" pos="NP">
Text text NN
View view NN

</mwe>
</s> ]]></seg></tuv>

<tuv xml:lang="pt"><seg><![CDATA[ <s>
<mwe lema="vista_de_texto" pos="NP00000">

Vista ver VMP00SF
de de SPS00
Texto texto NCMS000

</mwe>
</s> ]]></seg></tuv>

</tu>

Fig. 3. Extract from a atmx file with multi-word annotation.

The approach for each of these taggers is slightly different.

– The API for FreeLing is available to be used in Perl [16] which allows to use
one or more languages at the same time. Therefore, the TMX is processed
one translation unit at a time, where each language is fed to the language
tagger (algorithm 1). This approach is useful for any tool that allows the use
through an API.

– For the use of Apertium-Tagger, the TMX is processed previously, creating
two different files, one for each language. These files are processed indepen-
dently by the tagger, and then joined together in the resulting TMX file
(algorithm 2). This approach is useful for external tools that do not export
a simple API.

Note that meta-information is stored in the TMX header prop elements, like
with columns and tags are present in the current file, for each specific language.

5 Output Tools

To make a specific format usable by third-parties it is very important to release
software that can be used with the formats. In this section we present three tools
that process annotated TMX files and produce different type of resources:

– codify the multilingual corpora into Open Corpus Workbench (OCWB);
– produce partially lemmatized translation memories (pltmx);
– extract probabilistic translation dictionaries (PTDs) taking into account

words morphological information.
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Algorithm 1: Tagging process
using a library.
langs← langs(TMX);
foreach segment ∈ TMX do

foreach l ∈ langs do
segl ← selectl(segment);
taggedl ← tagl(segl);

rebuildTU(tagged)

Algorithm 2: Tagging process
using an external tool.
langs← langs(TMX);
foreach segment ∈ TMX do

id← id+ 1;
foreach l ∈ langs do

segl ← selectl(segment);
save(id, segl, filel);

foreach l ∈ langs do
tagl(filel);

foreach id ∈ IDs do
foreach l ∈ langs do

segmentl ← fetch(id, filel);

saveTU(segments);

5.1 Exporting to CWB

The format used to annotate the corpora was taken from the OCWB format. This
allows the direct importation of the annotated corpora into it. The Perl module
XML::TMX::CWB4 include a method to import a translation memory (being it
annotated or not) into OCWB, and allowing the choice to import some specific
languages only. This process includes the encoding of each language corpus and
then the alignment import for every language pair.

The module also supports the inverse operation, exporting the OCWB into
an annotated TMX file.

5.2 Computing Lemmatized Dictionaries

One useful resource extracted from multilingual dictionaries are word alignments,
like the ones extracted by Giza++ [12] or the Probabilistic Translation Dictio-
naries (PTD) extracted by NATools [18].

We are specially interested in the probabilistic translation dictionaries. These
dictionaries compute relationships between words from the two languages that
comprise a parallel corpus. Statistically, it is expected that this relationship
maps words from a source language to their translations in a target language. A
standard PTD entry is presented in Figure 4.

There are two big problems when computing PTD. The first one is related to
certain linguistic constructs, like the use of auxiliary verbs, where the statistical
nature of the algorithm will create relationships between the auxiliary verbs. The
second problem is related to unbalanced morphology complexity. For example, in
Portuguese (and in most of the romance languages) a verb produces easily more
than a hundred forms, but in English it will produce just half a dozen. This kind
4 Available in https://metacpan.org/pod/XML::TMX::CWB
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imaginar



image : 57.75 %
(none) : 3.99 %
imagining : 3.64 %
fathom : 3.63 %
wondered : 3.18 %
picture : 2.74 %
imagined : 2.54 %
conceive : 1.84 %

imagine



imaginar : 48.89 %
ideia : 4.15 %
imagina : 3.85 %
suponho : 3.85 %
imaginava : 3.79 %
imagine : 2.31 %
sabia : 1.55 %
imagino : 1.53 %

Fig. 4. Two example of entries from a standard PTD, generated from a TMX file. The
first example has Portuguese as source language and English as target language. The
second example maps English to Portuguese.

of relation will create lots of relations between a single form in English to a lot
of Portuguese forms, with each of these relations having a very low probability.

To help in this alignment we can use annotated TMX. Given that this format
includes annotations we can take advantage of them to reduce ambiguity and
reinforce asymmetrical relations. This can be done at different levels:

– It is possible to use only lemmas. In this situation the huge amount of forms
of verbs is not a problem, given they will be all replaced by the infinitive
form. This will happen similarly for other word categories.

– Together with the lemmas we can add portions of its part-of-speech. For
example, adding a prefix to specify the word category (noun, verb, adverb,
adjective, etc), and therefore obtain translations for words when used in
different syntactic contexts.

– Also, we can use the idea of partially lemmatized translation memories (that
will be discussed in the next section) to obtain a mix of standard and lem-
matized PTD.

As an application example consider the construction of a bilingual verbs
dictionary bootstrapped by parallel corpora. Consider the following process:

1. Produce an annotated TMX file from a standard TMX file;
2. Collapse each word entry to a token that saves its part-of-speech;
3. Use NATools to extract a pair of probabilistic translation dictionaries;
4. Filter the resulting dictionaries to include only verbs.

The result of applying this process to a literary corpus is shown in Figure 5.

v_imaginar



v_imagine : 44.47 %
v_wonder : 10.81 %
v_think : 4.41 %
v_suppose : 0.76 %
v_sense : 0.70 %
*v_have : 0.58 %

v_imagine



v_imaginar : 59.24 %
v_supor : 2.29 %
v_ver : 2.19 %
v_pensar : 2.08 %
v_descobrir : 0.14 %
*v_ir : 0.04 %

Fig. 5. Probabilistic Translation Dictionary of verbs.
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In fact, step two of this process can be useful for different tasks. We can
collapse each word information in different ways, like above, adding a part-of-
speech mark to the lemma. The next section introduces the concept of pltmx,
a TMX file whose words are special tokens.

5.3 Partial Lemmatized Translation Memories

Sometimes it is useful to convert an annotated TMX to something more simple
that can be processed easily as if translation units were traditional sentences,
but keeping some morphological information. We tackled this problem defining
the concept of partially lematized translation memories (pltmx). These transla-
tion memories follow exactly the TMX standard, but instead of including simple
words, or even the CQP annotation syntax, it includes tokens that mangle to-
gether words or lemmas, and some details of part of speech. Figure 6 shows the
translation unit from Figure 2 as a partially lemmatized translation unit.

<tuv xml:lang="en">
<seg>v_display adj_dialog n_box from adj_shell n_script</seg>

</tuv>
<tuv xml:lang="pt">

<seg>v_apresentar n_caixa de n_diálogo p_a_partir_de n_script de
n_consola</seg>

</tuv>

Fig. 6. Example of a partially lemmatized translation unit.

In the example verbs, names and adjectives were replaced by the pattern
〈pos+ _+ lemma〉. Remaining words were kept unchanged. Of course that the
way these substitutions are chosen depends highly on the specific purpose of the
experiment.

Figure 5 presents a PTD extracted from a pltmx. Compare the result from
the previous unprocessed PTD. In this situation we have a quite strong relation
between the verb imaginar and imagine, instead of the several weak relations
of all the verb forms. Also note that, removing verb forms gave space to other
interesting word to appear.

These resources can be used to bootstrap monolingual verb dictionaries as
well. Consider the composition of a PTD, that maps the Portuguese language
into the English language, with the PTD that maps the English language into
the Portuguese language. This process creates a pseudo-probabilistic set of syn-
onyms. The information associated with imagine, imaginar is presented in Fig-
ure 7.

Starting form a standard atmx, we can easily produce a pltmx (using the
default available converters or adapting them to our necessities) and, based on
that, build a set of reusable tools to produce scalable rich bilingual resources.
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imagine



imagine : 26.76 %
wonder : 6.57 %
think : 3.93 %
see : 1.29 %
suppose : 0.94 %
sense : 0.31 %
*have : 0.26 %
assume : 0.24 %
watch : 0.05 %
imply : 0.05 %
*do : 0.04 %
consider : 0.04 %
look : 0.02 %
find : 0.02 %
discover : 0.02 %
figure : 0.01 %

imaginar



imaginar : 27.22 %
pensar : 6.30 %
supor : 1.13 %
ver : 0.96 %
perguntar : 0.93 %
saber : 0.35 %
sentir : 0.28 %
*ter : 0.19 %
achar : 0.14 %
perceber : 0.08 %
descobrir : 0.07 %
*haver : 0.04 %
pressentir : 0.03 %
calcular : 0.03 %
notar : 0.03 %
*ir : 0.02 %

Fig. 7. Pseudo-Probabilistic Synonymous Set.

6 Conclusion and Future Work

In this paper we defended the necessity of a simple yet versatile format to store
multilingual annotated corpora. In order to achieve this we suggested the use
of the Translation Memory Exchange format blended with the Open Corpus
Workbench column-oriented format. The result allows the annotation of corpora
with few overhead of syntactic sugar.

We presented a pair of algorithms using two different approaches, FreeLing-
lib based and using external taggers (like Apertium-Tagger), to produce this
format.

When processing corpora in annotated TMX format we were able to take
advantage of the linguistic information for different objectives, like the extraction
of lemmatized probabilistic translation memories. In our experience the use of
pltmx proved to be very important and effective because they allow the use
of word-based tools over annotated TMX. pltmx recycles annotated sentences
back to sentences.
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Abstract. This paper presents a system for detecting answering ma-
chines in call centers. The task is to distinguish if the audio from the
other side of the telephone line belongs to a recording or to a person.
The challenge of this system is to make a decision after processing the
first three seconds of audio.
The detector system tells the call center whether hanging up or trans-
ferring the call to a human agent. Three sources of information are used
for making the decision: the time to pick up the phone, the percentage of
silence in the three seconds of audio and the recognized word sequence.
The system was tested in a real scenario but few calls were used.

Keywords: automatic speech recognition, call centers, answering ma-
chine detector

1 Introduction

Automatic Speech Recognition (ASR) systems are used for several purposes
besides the standard task of converting speech to text. Spoken Language Trans-
lation is one of the most common applications of ASR where the text is not
given as a result to the user [3]. Another common use is as part of Interactive
Voice Response (IVR) systems [4]. Asterisk is a software platform for call cen-
ters where ASR can be integrated in order to automatically perform usual and
repetitive tasks [8, 1]. Asterisk is used as the baseline platform for several appli-
cations, namely, call centers, IVR systems, automatic call distributors, desktop
dialers, auto-dialers, and more [1].

When used for making outbound calls in auto-dialing tasks such as tele-sales
or political campaigns, the automated dialer uses an unfiltered list of phone num-
bers. So, each outbound call can be answered by a person, a fax or an answering
machine reproducing a recorded message. Faxes are easy to be automatically de-
tected, however, distinguishing between a person and an audio message recorded
by a person is much more difficult. Non-detected answering machines waste the
time of agents.

Several solutions for detecting answering machines exist. LumenVox [7] checks
if there is the typical beep after the recorded message. The software of Plivo [10]
detects recorded messages by using heuristic algorithms which are based on tone
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of voice, speed of spoken word, etc. The solution provided by the default an-
swering machine detector in Asterisk [2] analyses the audio signal in order to
obtain the amount of silence at the beginning and at the end of the utterance.
This solution also counts the number of possible words by searching for transi-
tions between silence and speech. Then, following some knowledge-based rules a
decision is made. The company Twilio [11] proposes a solution that consists in
looking for the typical pattern when a person answers the phone. A person says
Hello and then waits for the other party to respond Hello. Basically, a sound
followed by silence. However, the typical pattern for recorded messages is to
continue speaking, this is constant sound with no silences.

In the present work, we present a system that combines several of the above-
mentioned approaches. Our ASR [5] is used as part of the system whose main
goal is to differentiate whether an incoming audio signal via the telephone line
corresponds to an answering machine or to a person who is answering the phone
call. Our ASR has been integrated into an automatic dialer system based on
Asterisk.

Next section describes the system proposed here, section three gives details
about the implementation of the detector, section four describes the experi-
mentation and presents the results, finally, conclusions and future works are
presented in last section.

2 System overview

The system is composed by three modules: the detector, the ASR and the UniM-
RCP module for Asterisk. This module was adapted in order to provide infor-
mation to the detector.

The communication between the speech recognizer and Asterisk was imple-
mented by using the Media Resource Control Protocol (MRCP) and the Real-
time Transport Protocol (RTP) [9]. RTP for transferring the audio stream from
Asterisk to the ASR, and MRCP for exchanging control messages and returning
the ASR outcome to Asterisk. The UniMRCP Open Source Project [12] provides
a server and a client module that can be integrated in Asterisk for this purpose.
Our ASR was adapted to be used as a plug-in for the UniMRCP Server. Several
instances of the ASR can be used simultaneously while Asterisk is making calls
in parallel. Each instance of the recognizer is used for processing one outbound
call.

The detector is an independent module who receives information from Aster-
isk and the ASR via the modified UniMRCP module. The detector tells Asterisk
whether to drop the call or to pass it to an agent by means of a simple message
with two possible labels: machine or human.

Figure 1 shows how the modules are interconnected and the ASR is inte-
grated as a plug-in for the UniMRCP Server. The components of the system
(Asterisk, the UniMRCP Server and the detector) run as daemons that are in
connection with the auto-dialer server for performing the required tasks. The
system operates as follows for every outbound call:
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Asterisk

UniMRCP
module

UniMRCP Server

Plugin

VASR

Detector

Fig. 1. Interconnection scheme of the modules in the AMD

1) The auto-dialer server3 triggers Asterisk to initiate an outbound call.
2) When the call is picked up Asterisk initiates the communication with the

UniMRCP Server for transmitting the audio stream. The message recog-
nize is sent from Asterisk to the UniMRCP Server, this message includes sev-
eral parameters, the relevant one in this case is the recognition timeout,
which is set to three seconds.
The time to pick up the phone is then available in the Call Detail Record of
Asterisk.

3) The plug-in for the UniMRCP Server stops the recognition process once
the timeout of three seconds is over, then sends the message recognition
complete to Asterisk. This message includes the outcome of the ASR: the
recognized word sequence with its score and the percentage of silence.

4) The modified UniMRCP module for Asterisk cuts the audio stream when it
receives the message recognition complete.
If the outcome from the ASR delays more than four seconds the call is auto-
matically transferred to an agent and a message for aborting the recognition
process and releasing resources is sent to the UniMRCP Server.
The detector doesn’t perform any computation in this case.

5) If the results from the ASR are available on time, then the UniMRCP module
for Asterisk sends to the detector the following data: (a) the recognized word
sequence with its score, (b) the percentage of silence in the three seconds of
audio signal, and (c) the elapsed time in seconds since the phone number
was dialed until the call was answered, i.e., the response time.

3 No information about the private software that uses Asterisk as call center can be
provided.
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6) With the three sources of information, the detector computes a probability
that a human being is answering the call. Different formulas were tested that
are going to be explained in the next section.

The message human is sent to Asterisk if the probability of human is higher
than an empirically adjusted threshold, otherwise machine is sent. Results are
shown with this threshold set to 0.7, but this threshold can be manually adjusted
by users of the system in order to change the behavior of the system; to avoid
loosing calls answered by people or, in the opposite direction, to avoid wasting
time of agents.

3 The Detector

This is the most important module of the system presented here. The ASR is
also important but it is a general purpose software for speech recognition that
was not developed on purpose for this project. Just few changes were made in
the ASR for adapting it to be used in the UniMRCP Server.

As said before, the detector works with three sources of information: the
response time, the percentage of silence, and the word sequence. The three data
are used for independently computing the probability of human given one of
them. Additionally, five different formulas were tested. Each formula combines
the three independently computed probabilities in a different way.

3.1 Response Time

The response time is the elapsed time in seconds since the phone number was
dialed until the call was answered. Asterisk estimates the value for this parameter
with a resolution of milliseconds. A simply study was carried out with real data
obtained from 79478 true calls labeled automatically as human or machine by
the AMD provided by default in Asterisk [2]. The amount of errors due to this
automatic labeling procedure is unknown.

Figure 2 shows the probability that a person is answering a call as a function
of the response time. The red line corresponds to the estimation from real data
with a resolution of 1 second. The green line represents the approximate function
used in the detector. The formula for the approximate function is:

Pr(human|responseT ime) = 0.1 +
0.86

1 + e−1.25×(x−4.2)
− 0.46

1 + e−1.0×(x−22.5)

This function was adjusted to fit the probability obtained by using real data, but
returns 0.5 for a response time greater than 30 seconds. This decision was made
because the number of calls decreases significantly as the response time increases.
The values of the probability obtained from real data when the response time
gets longer than 25 seconds cannot be considered as representative.
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Fig. 2. Pr(human|response time) from real data and as approximate function

3.2 Percentage of Silence

A study was carried out in order to figure out how this parameter could be
relevant for determining whether an outbound call is answered by a person
or an answering machine with a recorded voice message. As shown in results
this is a relevant parameter, with a degree of influence depending on the com-
bination of other parameters. The threshold is empirically adjusted and the
Pr(human|silence) is computed as a logistic function.

Figure 3 shows the curve for Pr(human|silence) for a threshold equal to
25%. Usually a recorded message is longer than the answer given by a person,
who awaits the caller identifies itself by uttering some words.

3.3 Word sequence

The word sequence returned by the ASR after processing the first three seconds
of audio is used to distinguish whether it belongs to the beginning of a recorded
message or to a person. The ASR is a general purpose LVCSR with a reduced
language model, the one corresponding to all the expected sentences, a reduced
lexicon just containing the words of the expected sentences, and with an ad-hoc
functionality to stop the process of recognition at any moment and retrieve the
sequence of words corresponding to the best current hypothesis.

The detector uses two sets of sentences, the set labeled as machine contains
typical beginnings of recorded messages. The set labeled as human contains
typical answers of people when they pick up the phone. Each set of sentences
is stored in a file on disk that is loaded during the initialization of the detector
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daemon. A Deterministic Finite Automaton (DFA) is built for representing each
set. We denote as dfaH the DFA representing the set of sentences corresponding
to people and as dfaM the other one. Both DFA are reduced to their equivalent
minimal DFA by using the Hopcroft algorithm for automata minimization [6].

An algorithm was designed and implemented for computing s(words|dfa),
i.e., a measure of the similarity that the word sequence words was generated by
the DFA dfa. This algorithm tries to find the best path pw through the DFA
that best matches the word sequence words. The logarithm of the similarity is
computed as:

log s(words|dfa) =
−cost

1 + min(lwords, lpw)

where lwords and lpw are the length measured in characters of words and pw,
respectively. cost is the sum of the Levenshtein distance between each pair of
words (wi, wj), wi ∈ words and wj ∈ pw, that are matched up by the algorithm
while searching the best path. Some restrictions were applied to this algorithm
in order to avoid delays that can be harmful to the normal operation of the
whole system.

Once the similarities are available the probability that a person is answering
the call is computed as follows:

Pr(human|words) =
s(words|dfaH)

s(words|dfaH) + s(words|dfaM )

Pr(human|words) is bounded by 0.9 as upper limit and by 0.1 as lower limit in
order to do not reduce the effect of the other probabilities in the functions de-
scribed below. As figure 2 shows, the approximate function for
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Pr(human|responseT ime) is also bounded, but in this case because the goal
is to match the curve estimated by using real data. This is not the case for
Pr(human|silence), in the extreme values of this probability the other ones are
less relevant.

3.4 Probability functions

Five different ways of computing the probability function for discriminating be-
tween human and machine were tested. All the functions use a combination of the
three estimated probabilities Pr(human|responseT ime), Pr(human|silence)
and Pr(human|words). Two formulas are the well known arithmetic mean and
geometric mean. The other three functions combine the geometric mean of two
of the probabilities with the other one in a weighted sum.

functionSilence = ws × Pr(human|silence)
+ (1− ws)×

√
Pr(human|responseT ime)× Pr(human|words)

where ws is the weight for enhancing or attenuating the influence of
Pr(human|silence).

functionWords = ww × Pr(human|words)
+ (1− ww)×

√
Pr(human|responseT ime)× Pr(human|silence)

where ww plays the analogous role of ws in the previous equation.

functionResponseT ime = wrt × Pr(human|responseT ime)

+ (1− wrt)×
√

Pr(human|words)× Pr(human|silence)

where wrt plays the analogous role of ws and ww in the previous equations.

4 Results

Results were obtained with the system running in a real scenario but with few
calls. Only 100 calls, 79 corresponding to people and 21 corresponding to answer-
ing machines. The phone numbers used during the test belong to collaborators
who accepted participating in our experimentation.

Figure 4 shows precision versus recall for different values of ws when using
functionSilence for discriminating between human and machine while varying
the threshold for the percentage of silence. ws is the weight for enhancing or
attenuating the relevance of Pr(human|silence). Figures 5 and 6 show the same
representation with respect to functions functionWords and
functionResponseT ime, for different values of the corresponding weights, ww

and wtr. It can be observed that for these three functions there exist several
combinations of the parameters for which the system has an almost optimum
performance.

Figure 7 show the evolution of precision and recall versus the threshold for
the percentage of silence. Both figures reveal that this threshold should be lower
than 40%. It can also be observed that these functions have a performance that
is somewhat inferior to the performance observed for the other three functions.
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5 Conclusions and Future Work

The results show a good performance of the system for detecting answering
machines in tasks where outbound phone calls are initiated continuously. As
they can be tele-sales or political campaigns.

Despite there are several combinations of the adjustable parameters where
both precision and recall take high values, these results are preliminary because
of the small number of calls. We must check the behavior of the answering
machine detector presented here by using a larger number of outbound calls.
This will allow us to better adjust all the parameters and detect possible errors.
We used a rule-based approach because of the lack of enough samples for training.
Any classifier will be a better solution if more samples are available.

Anyway, the development of the different parts of the system and their in-
tegration into standard software as Asterisk and UniMRCP open us multiple
choices for testing our ASR in real and challenging scenarios.
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Fernando Garćıa, Marcos Calvo, Emilio Sanchis,
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Abstract. Many Spoken Language Understanding systems are based on
statistical methods like Stochastic Finite State Automata and Classifica-
tion Techniques. Although many efforts have been made to develop semi-
supervised and unsupervised learning techniques for semantic modeling,
almost all of the statistical methods are supervised, hence, it is neces-
sary to have a semantically labeled training corpus in order to learn the
models. The multilingual approaches to Spoken Language Understand-
ing can be grouped in two classes, train-on-target and test-on-source. In
both approaches the translation of the corpus from the original language
to other languages is needed. In this work, we present how to obtain
a translated corpus from the original one to estimate the new Spoken
Language Understanding system and how to obtain a parallel corpus to
estimate a task-specific machine translation system. We also present a
methodology to translate not only the sentences, but also the seman-
tic labels and the segmentation of the corpus. Finally we present some
preliminary experiments using both approaches.

Keywords: Multilingual Spoken Language Understanding, Parallel cor-
pora, Machine translation.

1 Introduction

Nowadays, automatic language portability of different speech-based systems is
an important challenge. Finding a efficient solution to this problem would imply
saving a lot of time, money and effort in translating and labeling corpora, as well
as adapting and re-training the systems that already work for some language.
Also, having multilingual systems available, allows the study of the behavior
and robustness of the speech-based systems when the language changes. This
would make it possible to identify the strengths and weaknesses of the models
and the systems depending on the input language, which would probably lead to
some interesting language-dependent improvements. Although the goal of mak-
ing speech-driven systems for many languages in a totally unsupervised manner
seems to be still quite far, Machine Translation (MT) technology can help us to
address this problem in a semi-supervised way.
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One kind of these speech-based systems is limited-domain spoken dialog sys-
tems, which in the last few years has received many efforts from the research
community. They try to provide a fluent speech-based interaction between a hu-
man and a computer, in the context of a well defined task. An important part
of these systems is the Spoken Language Understanding (SLU) component. Its
aim is to provide a semantic interpretation of the input sentence in terms of
some semantic units (or concepts), and to identify the relevant information (or
values) that are attached to each one of them. The semantic units are defined
beforehand according to the nature of the task and represent both the user in-
tention and the different types of pieces of information that are expected to be
provided to the system. Many SLU systems are based on statistical methods
like Stochastic Finite State Automata and Classification Techniques [7, 9, 5, 6,
3]. Although many efforts have been made to develop semi-supervised and un-
supervised learning techniques for semantic modelization [10, 8], almost all the
statistical methods are supervised, hence, it is necessary to have a semantically
labeled training corpus in order to learn the models.

The multilingual approaches to SLU can be grouped in two classes, so-called
train-on-target and test-on-source. In the train-on-target approach a new SLU
model is trained in the target language, that is the language in which the user
utterances are pronounced. To do this, it is necessary to translate the training
corpus from the original language to this new language, and to learn the corre-
sponding SLU models. Once we have a model in this target language the under-
standing process can be solved as in the monolingual SLU, because the input
utterance and the models are in the same language. This hand-based translat-
ing process requires a lot of effort, which makes it very interesting to develop a
methodology to perform this step automatically.

In the test-on source approach the input sentences are translated into the
original language of the corpus, therefore, the understanding process is performed
always in this language. This means that the SLU module should be fed by
a translation module that translates the input utterances, which implies that
the SLU models are not needed to be in more than one language. Thus, it is
very important here to develop a good-performance task-specific MT system,
as mistakes during the translation process can produce many errors in the SLU
output.

In this work, we present how to obtain two parallel corpora French-Spanish
and English-Spanish, from an original corpus in Spanish. We also present a
methodology to translate not only the sentences, but also the semantic labels and
the segmentation of the corpus. Finally, we present some experimental results
that show the behavior of the techniques of translating the corpus in both cases.

2 The multilingual DIHANA corpus.

The multilingual DIHANA corpus that we have developed is based on the original
Spanish DIHANA corpus. This is a set of 900 dialogs in Spanish in a telephone-
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based information service for trains. The corpus was acquired using the Wizard
of Oz technique. Three scenarios were defined and posed to the speakers:

– In the first scenario the aim of the user is to obtain the timetables for a
one-way trip.

– In the second scenario the users were told to obtain the price of the tickets,
and optionally the timetables, of one-way trains.

– The third scenario was analogous to the second one, but considering a round
trip.

The corpus has a total of 10.8 hours of speech uttered by 225 different speak-
ers.

In order to use this corpus for SLU tasks, a semantic labeling was performed.
30 semantic labels were defined, and all the user turns were manually and com-
pletely segmented and labeled in terms of these labels. The labeling process, as
well as the definition of the set of semantic labels itself, were developed in such
a way that each sentence is associated to a sequence of semantic labels and a
segmentation of it in terms of these labels (one semantic label per segment). For
example, the sentence in Spanish ”Me podŕıa decir los horarios para Barcelona
este jueves?” (Could you tell me the timetables to go to Barcelona next Thurs-
day?) would be segmented this way (the special symbols <> denote a question
about the concept that is between the symbols):

me podrı́a decir : courtesy

los horarios de trenes: <time>
para Barcelona : destination city

este jueves: date

Some characteristics of the semantically labeled corpus are shown in Table
1.

Table 1. Characteristics of the semantically labeled corpus.

Number of user turns: 6,229

Total number of words: 47,222

Vocabulary size: 811

Average number of words per user turn: 7.6

Total number of semantic segments: 18,588

Average number of words per semantic segment: 2.5

Average number of segments per user turn: 3.0

Average number of samples per semantic unit: 599.6

The corpus was split into a training set of 4,887 turns and a test set of 1,340
turns.

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

210



4 Fernando Garćıa el al.

3 Translating the original corpus.

We have translated this corpus into English and French following different proce-
dures for the training and the test sets. For the training set, the process was based
on the combination of the output from several web open-domain translators. This
decision was made since for SLU purposes some errors in the translations can
dramatically spoil the behavior of the system. For example, mistranslating any
keyword strongly related to the semantic meaning, or even any polysemic word
that could be translated erroneously by the translator using any other of its
meanings, can severely damage the whole meaning of the sentence. If several hy-
potheses are generated by different translators there are more possibilities that
the correct translation appear in one of the translated sentences.

Furthermore, as our aim is to work with limited-domain tasks, it would be
desirable to have a task-dependent translation system that makes the minimum
semantically important mistakes. Unfortunately, we are not able to train a task-
dependent machine translation system, as the original corpus is just monolin-
gual. Therefore, our option was to use web open-domain translators. However,
as open-domain translators usually make many errors, our proposal is to ob-
tain several outputs from several translators, and provide them all in our new
multilingual corpus. Then, statistical SLU models using this variability can be
trained, and a proper combination of these translations may improve the quality
of the individual translations [1]. Hence, an improvement of the coverage and
the overall quality of the multilingual SLU system could be achieved through
this combination.

The training corpus translated can be used in different ways, being two of
them the following ones:

– To learn a new model in the target language, from the translated training
corpus and their segmentation/semantic-labeling associated.

– To learn an in-domain machine translation system from the pairs of sentences
generated by the web open-domain translators.

To obtain these multilingual training corpus we have developed three kinds
of corpus translations, all of them based on several open-domain web translators
(4 translators were used for French, and another set of 4 web translators for
English) as it is shown in Figure 1.

– First corpus translation: In this case the sentences are translated to the other
language using the different translators. This way we have several hypotheses
for each sentence. For example:
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Fig. 1. Translations with open-domain web translators.

Spanish:
Quisiera horarios para el próximo sábado a Barcelona por la ma~nana

French:
Serait planifier pour le samedi matin à Barcelona

J’aimerais planifier pour samedi prochain à Barcelona le matin

Il voult horaires pour le prochain samedi à Barcelona par le matin

Il voudrait des horaires pour samedi prochain à Barcelona le matin

English:
I would like schedule for Saturday morning to Barcelona

I would like to schedule for next Saturday to Barcelona in the morning

It wanted schedules for next Saturday to Barcelona in the morning

Would want schedules for next Saturday to Barcelona in the morning

– Second corpus translation: Also each semantically labeled sequence of words
was translated on its own. This way, we also obtained the translations of
each semantically relevant piece (the lexicalization of each concept), as well
as the segmentation and labeling of the corpus in the new language, with-
out any manual effort. All this information makes it possible to learn a
statistical semantic model for the task in the new language. For exam-
ple: por la tarde, à l’après-midi, in the afternoon ... o cuánto

cuesta, quel est le prix, how much does it cost, ....

– Third corpus translation: Considering that the translation of short segments
can generate more errors than translations of complete sentences due to the
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fact that they have not information about context, we have performed a
translation of the complete sentences adapting the segmentation and seman-
tic labeling to the translated sentences.
The adaptation of the semantic segmentation and labelling is performed
in the following way: as we know the sequence of semantic units we can
build a sentence as the concatenation of segments of words corresponding to
the semantic units. Then, we obtain the best alignment between this artifi-
cial sentence and the sentence generated by the translator. This alignment
associates a segmentation to the translated sentence. In this approach we
assumed that the sequence of semantic units is the same in both languages.1

Quisiera horarios para el próximo sábado a Barcelona por la mañana
(Departure-Time) (Date) (Destination-City) (Hour)

Serait planifier pour le samedi matin à Barcelona
(Departure-Time) (Date) (Hour) (Destination-City)

I would like schedule for Saturday morning to Barcelona
(Departure-Time) (Date) (Hour) (Destination-City)

Regarding the test set, it was manually translated into French and English
and uttered by native speakers. This way, we simulate a real scenario in which
the native speaker interacts with the system using their own language. The test
set in French is composed by 1,277 user turns, 500 of which were uttered by 4
native speakers. The test set in English, obtained in the same way, consists of
1,336 turns, and all of them were uttered by a total of 6 native speakers.

4 Experimental results for SLU

In order to study the quality of this approach, we have performed some prelimi-
nary experiments with a statistical SLU model using a test-on-source approach
[2]. These experiments were performed considering as test set the French utter-
ances. We trained a Statistical Machine Translator (MOSES) using the parallel
French - Spanish training part of this new multilingual corpus (Figure 2). Then,
the n-best translations for the recognized utterances were obtained by using this
translator. Weighted graphs of words were built from these hypotheses, and a
specific SLU decoding method for these structures was developed. The result in
terms of Concept Error Rate was 22.40%, which is not too far from the result
for the same test set considering the original Spanish utterances (17.72%).

We also studied the behavior of the systems when translating the training
corpus to learn models in the new language, using a train-on-target approach.
This study was done before the acquisition of this multilingual DIHANA cor-
pus, and it was evaluated by using the French MEDIA corpus. In this previous
work [4], we also explored the possibility of using both Conditional Random
Fields (CRFs) and Stochastic Finite State Automata (SFSA) for the seman-
tic modelization using a translated training corpus. The Concept Error Rate

1 If this was not true, the forced alignment could be done between the sentence and
an ergodic model of concatenation of the segments.
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Fig. 2. The creation of a parallel corpus to estimate the MT system.

obtained from the experiments was 23,4% for CRFs and 25,2% for the SFSA.
Results showed that it is possible to obtain accurate models by using this kind
of translation process.

5 Conclusions

We have presented an approach to translate semantically labeled corpora to
other languages, in order to build a SLU system in different languages. It in-
cludes a method to translate not only the sentences, but also the semantic labels
and the segmentation of the corpus. We have also presented an approach to
obtain a parallel corpus to estimate a task-specific machine translation system.
Some baseline experiments are presented in order to show the capability of this
approach to obtain accurate multilingual SLU systems, in both cases, in a test-
on-source approach and in a train-on-target approach.
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Abstract. The main goal of this work is to design a preliminary ap-
proach for a speech based emotion detection system. This system should
work in a call-center that provides client assistance in different fields.
Thus, the challenge of dealing with real users’ emotion and spontaneous
Spanish speech has to be faced. Different parameters and techniques, suc-
cessfully employed in other areas, are validated and compared to each
other. For doing it, a set of real data recorded in the call center was
considered and a qualitative analysis of the parameters was carried out.
Additionally, different versions of a classification algorithm was also used
to compare the different approaches quantitatively.

Keywords: Emotion detection, Speech, Dialogues

1 Introduction

Speech is the most natural way in which humans communicate with each other.
Indeed, speech signal contains different kind of information related to the mes-
sage, speaker, language,... When speakers interact in a natural way, their emo-
tional state is also reflected in the manner in which they speak. Being able to
detect this emotional state would be very helpful to improve Human Machine
Interaction (HMI) because it would provide the systems with the capability to
adapt themselves to the user status. Thus, emotion recognition has become a
very popular researching area in the last years [16, 14, 1, 4].

The problem of emotion recognition can be viewed as a classical classifi-
cation problem, where each class corresponds to a specific emotion. However,
there are some issues that make it hard to carry out the emotion detection in
speech. Firstly, when considering human-human interaction, the emotional state
is shown as a combination of multimodal signals like facial expression, move-
ments, gestures, speech,... Therefore, there is a significant loss of information
associated to the emotional speech detection problem. Secondly, the decision of
which emotions are going to be detected is not obvious because the human detec-
tion of emotions is subjective. Thus, it is not clear which is the best classification
of the different emotions that are involved in human interactions. Additionally,
there are not reference databases to learn robust models and to be used for com-
parison purposes between different approaches. Moreover, most of the existing
corpora are built using experienced actors instead of real users [10, 5, 4]. For in-
stance, actors usually overact while real users represent emotions in a milder way.
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Moreover, an actor will always represent the same emotion in a similar way, for
instance anger is usually simulated shouting, whereas humans may express anger
in a wide range of ways (speaking quickly, using clipped speech,...). Additionally,
these databases are often based on read speech, not spoken. In consequence, the
extracted conclusions cannot be interpolated to real situations. Finally, emotion
recognition systems are influenced by both speaker and language. Indeed, lan-
guage, is closely related to cultural features that have a great influence in the
way in which people express their emotions. For instance, Spanish speakers will
probably express anger more loudly than Japanese ones.

There is a wide range of disciplines where emotion detection in speech might
be useful such as health informatics, games, education and all the systems in
which the adaptation to the user is relevant. In this work, we deal with the spe-
cific case of a call-center. The services offered by these companies are related to
user assistance in different fields. The user experience is very important in these
cases and companies invest significant effort in improving it [17, 3]. Detecting
when the user is getting angry and when he/she is happy with the service could
be very useful for the improvement of call-center services.

The aim of this work is to carry out a preliminary analysis of the design of
an emotion recognition system in Spanish for a specific call-center. The com-
pany is a SME located in the Basque Country and it is devoted to the design
and management of projects related to client assistance, customer loyalty, sales,
post-sales,... In order to improve their services they wanted to detect the users’
emotions and change the operators acting protocols accordingly.

The contribution of this work is related to the validation of emotion recogni-
tion parameters and classification algorithms, successfully employed with other
applications and languages, in this specific case. Let us note that specific fea-
tures such as, spontaneous speech in Spanish associated to real dialogues with
real users’ emotions have to be considered. As far as we know, there is no other
work in the literature considering all of these features together. For instance,
Ahumada database [11] consists of real dialogues in Spanish but it was designed
for speaker verifications. There are also other works considering real users’ emo-
tions [7, 15] but they try to detect polarity in English. In this work, real data,
obtained from different telephone calls recorded in the call-center, were used.
The acquired speech signals were then segmented and labeled according to the
corresponding emotions. The signals were also analyzed and different feature
sets were extracted and compared to each other. Finally, different versions of a
classification algorithm were considered for comparison purposes.

This paper is organized as follows: Sec. 2 describes the specific data employed
in the analysis. In Sec. 3 the analysis of speech signals was reported, different fea-
tures were considered and compared to each other qualitatively. Sec. 4 describes
the employed classification algorithm and analyzes the differences between dif-
ferent versions. Finallly, Sec. 5 summarizes the extracted conclusions and further
work.
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Happiness 1 Anger 1 Anger 2

Classification goal Happiness vs. Neutral Anger vs. Neutral Anger vs. Neutral

Language Spanish

Length 1 min. 44 sec. 6 min. 50 sec. 2 min. 19 sec.

# Annotated Segments 43 137 42

Neutral / Not-Neutral 36/7 34/103 9/33
Table 1. Features of the different audio data files recorded for the preliminary analysis.

2 Data

Different telephone calls were recorded by the company for the preliminary design
of the emotion recognition system. All together 3 audio files, corresponding to 3
different speakers, were considered. The features corresponding to the employed
data are summarized in Table 1. In the Happiness call a woman asks for support
to change from radio mode to television mode and she expresses her happiness
when she succeeded. In the second call, a man, who is in a work travel in China,
is complaining about the problems he is having with his mobile phone line. In
the third call, anger is also detected. A man is having problems, once and again,
with the Internet connection at home. Anger 1 and Anger 2 correspond to very
different ways of being angry. Whereas the first one is more aggressive and ruder,
the second one is more relaxed and calmer, something closer to boredom. Note
that, even when only some example data files were considered, different ways of
expressing the same emotion appear in real users applications.

3 Analyzing Different Features

Prosodic features are good indicators of high arousal emotions, as anger and
happiness [12, 9, 17, 1, 6]. Based on this strong relationship and considering that
they can be extracted very easily using a specific toolkit, Praat [2]), we decided
to analyze the following features: 1) Intensity : the volume of the voice, 2) Pitch:
the vibration frequency of the vocal folds and 3) Formants: resonances of the
vocal and nasal track shown in the spectrogram of the signal. Additionally the
qualitative analysis of the duration and number of pauses and speech speed will
be carried out.

3.1 Qualitative Analysis of Features

In this section, the changes in the features were analyzed throughout the whole
signal. Let us note that, given the preliminary nature of this work and the
absence of different emotions associated to each speaker, our goal was limited to
the speaker dependent discrimination of neutral vs. happiness/anger signals.

Happiness1 The overall tone of the call is neutral and it has very few segments
labelled as happy (7/43) as shown in Table 1. Thus, Pitch and Intensity are more
or less constant throughout all the signal. The fluctuations that appear in the
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Fig. 1. Distribution of the pitch and the intensity in happy labeled frame ‘ ole’ and
neutral labeled frame ‘mira’.

Intensity are related to the small silences between two words. The speech speed
is medium-fast around 17-22 phonemes per second and there are small pauses
between segments that contain 6-12 words.

The difference of the features behaviour between neutral and happy segments
is notorious. As predicted in the theory the values of both intensity and pitch
increase in the segments labelled as happy, as can be seen in Fig. 1. The solid
blue and green lines stand for the neutral and the happy states respectively
and the dashed lines represent their mean values. The two segments have been
selected in order to consider one word and a similar length.

Additionally, Fig. 1 shows a tendency to lengthen and separate the syllables
in the segments labelled as happy. The intensity value decreases suddenly at
the end of the syllables and the pitch value variation between two syllables is
also notorious. This behaviour is also appreciable in the speed, it decreases to
3-8 phonemes per second. This is an interesting behaviour, since several studies
showed how the speech speed increases in emotions associated to a high excite-
ment. Nevertheless, happy labelled segments in our signal, consist of sentences
with less than 3 words and there are more interjections than full sentences. This
aspects might correspond to a different way of expressing happiness that is not
related to an increase of the speed.

Anger1 The global tone of the call is angry with few neutral segments that due
to the serious tone of the speaker are hard to distinguish from the moderate angry
ones. The behaviour of the features in the neutral segments is quite different
when comparing it with the previous call. Although the value of the Pitch is
also constant, it stops abruptly at the end of the words and syllables in many
cases. The value of the Intensity diminishes at the end of the syllables rather
than at the end of the words. This fact, together with the pitch’s tendency, makes
the speaker sound serious. The speech is slower in this case (11-16 phonemes per
second) and with more pauses with less duration (≤ half a second).

Regarding the segments labelled as angry, there is no visible difference in the
Intensity but for the slightly higher mean value. In the Pitch, the abrupt stops
at the end of the words and syllables are also observed (see Fig. 2), but in this
case, this behaviour is amplified. The words stops abruptly more often and the
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Fig. 2. Distribution of the pitch and the intensity in angry labeled frame ‘obviamente
no’ and neutral labeled frame ‘decisión fue’.

distribution is not constant, it has ups and downs. These changes are related
to the interest of the speaker in emphasizing some specific words. The speed is
higher ( ∼ 22 phon. per sec.) and the pauses number and duration is also higher.

Anger2 The overall tone is also angry in this call, but it is a different type
of anger. The first one is more serious and harder whereas in this one boredom
and tiredness are reflected.

The pitch and intensity of the segments labelled as neutral show a mixture
between the two previous calls (see Fig. 3). The pitch does not show abrupt
interruptions so many times, it has a more continuous behaviour. The continuous
aspect of the speech is also reflected in the intensity, its value does not decrease
that much at the end of the syllables, only at the end of words. It is appreciable
the monotonous sound of the speech that is produced by the exceptionally flat
pitch contour. The speed of the neutral segments is slightly faster than in the
previous case (16-18 phon. per sec.) and the pauses matches the punctuation of
the sentences.

In the case of the segments labelled as angry, both the pitch and the intensity
follow the pattern of the former call. However, a more continuous way of speaking
can also be noticed here (not so many interruptions, low pitch values,...). This
fact makes the difference between the two angers. The speed also increases, as
happened in the previous case, to 19-23 phon. per sec. The number of pauses and
the duration is somewhat greater but not enough to give relevant information
about the emotional state of the speaker.

4 Automatic Classification

Once the appropriate features are selected they can be considered as the sig-
nal representation in a classical classification problem. In this way, the emotion
associated to each signal can be estimated as eq. (1) shows, being y the rep-
resentation of the acoustic signal uttered by the speaker and w the associated
emotion.

ŵ = arg max
w

P (w|y) (1)
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4.1 SVM Classifier

The Support Vector Machines (SVM), are non parametrical binary classifiers,
that were successfully employed in the emotion recognition and related fields
[17]. They can be built from a set of labeled training samples and their goal is to
determinate an hyperplane that would be able to divide our data representation
space into two regions, each one corresponding to a specific class. Then, a new,
not labeled, sample will be classified according to the region in which it is located.

When data are not linearly separable, in the feature space we are dealing with,
different kernel functions can be used for the transformation or our initial data. In
this work, two types of kernel function were used. 1) Linear function: K1(x, x′) =
〈x, x′〉. The linear dot product will keep the dimension of the input dataset, so it
considers that our data are linearly separable. 2) Radial Basis Functions (RBF):
K2(x, x′) = exp(−γ|x − x′|2) where γ is an adjustable coefficient. The RBF
kernel function, transforms the original input space into a higher-dimensional
feature space, allowing the SVM to be non-linear and thus potentially better for
separating the two classes.

4.2 GMM-based SVM Classifier

It seems reasonable to think that an emotional state does not correspond to an
isolated and unique emotion. It will be associated, instead, to a mix of basic
emotions whose influence will vary when moving from an emotional state to the
other. Given this intuition we might model the emotional state of a speaker with
a Gaussian Mixture Model (GMM).

A GMM is a parametric probability density function represented as a weighted
sum of gaussian components. GMMs are commonly used as a parametric model
of the probability distribution of continuous features in biometric systems (i.e.
speaker recognition system). The model is given by the weighted sum of M
gaussian density functions, each one parametrized by the mean vector µi and
covariance matrix Σi as equation (2) shows.

p(y|λ) =
M∑
i=1

βig(y|µi, Σi) (2)

Fig. 3. Distribution of the pitch and the intensity in angry labeled frame ‘cada dos’
and neutral labeled frame ‘hab́ıa una’
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where x is a D-dimensional continuous-valued data vector, βi for i = 1, ...,M are
the mixture weights and g(y|µi, Σi) for i = 1, ...,M are the different components
of the mixture. Each component is a D-variance gaussian function of the form
g(y|µi, Σi) = 1

(2π)D/2|Σi|1/2 exp[−1
2 (y− µi)′Σ−1

i (y− µi)] with the mean vector µi
and the covariance matrix Σi. The weights must satisfy

∑M
i=1 βi = 1.

The GMM model parameters (λ = {βi, µi, Σi} where i = 1, ...,M) are es-
timated from a training dataset using the Expectation-Maximization algorithm
or Maximun A Posteriori estimation from a well trained prior model [13].

Returning to the problem of this paper, an alternative feature vector con-
sisting of the different weights given to each component (each gaussian) might
be used to represent the audio frames we are dealing with. Then, SVM classifier
would divide the new feature space into the regions associated to each emotion.

4.3 Experimental Analysis

Before carrying out the feature extraction procedure the speech signal needed
to be preprocessed. In this work, this preprocess was carried out by means of
Praat [2] toolkit. Using it, the signal was first segmented and each segment was
manually labeled according to the corresponding emotion. This procedure was
accomplished by two different labelers and it was performed in two stages. The
aim of the first stage was to discriminate neutral segments from angry/happy
ones and in the second stage the frames labeled with angry/happy were assigned
with a score representing the intensity of the emotion (score: 1-3), where 1 means
less angry/happy and 3 means a maximal state of anger/happiness. Then, only
the segments that were labeled in the same way by the two independent labelers
were taken into account as a training set. For the preliminary experiments pre-
sented in this work only the emotion label was considered and the degree was
ignored. An example of such a labeling procedure is shown in Figure 4.

In order to carry out the feature extraction procedure, smaller frames (20-40
ms), in which features remain quasi constant, were needed. Thus, each annotated
segment was fragmented again and a new set of small audio frames with their
corresponding labels (neutral, anger, happiness) was extracted. Then, each frame
was represented by the selected features (Intensity, Pitch and Formants) that
were extracted from Praat toolkit.

Fig. 4. Example of the labeling provided by the two independent labelers and the final
labeled segments where only the coincidences are considered
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Happyness Anger1 Anger2
Linear RBF Linear RBF Linear RBF

I MR 0.84 0.88 0.76 0.72 0.78 0.76

P M 0.91 0.93 0.67 0.80 0.71 0.79

F MSD 0.65 0.81 0.64 0.84 0.83 0.79
Table 2. Accuracy results achieved using different feature sets and different kernel
functions, of a SVM classifier, for the 3 different emotion sets considered in this work.

Classification Experiments Once each signal frame (20-40 ms) was repre-
sented in terms of the considered feature values, a feature vector was built for
each annotated signal segment made up of several frames (the number of frames
in each segment depends on the length of the segment). Different feature vectors
built as described below were used and compared to each other.

– I MR: [Intensity Mean for all the frames in a segment, Intensity Range
(difference between max/min)]

– P M: [Pitch Mean for all the frames in a segment]
– F MSD: [Formants Mean for all the frames in a segment, Stand. Dev.]

In this work, different series of experiments were carried out. In the first
one, the feature sets described above were used to train a SVM classifier with
two different kernel functions (linear and RBF ). We used the implementations
provided in the Scikit-learn Python package [8]. A leave-one-out cross-validation
procedure was employed to evaluate the system. The obtained accuracy results
for the 3 different emotions are shown in Table 2. This table shows that the
achieved results are quite promising considering the early stage of the work. The
best result was accomplished for Happyness (93%) when P M was used, whereas
F MSD provided the highest accuracy values when considering the two kinds of
Angers. Thus, it seems that Pitch is the best feature to represent Happyness but
Formants are better when focusing on Anger. On the other hand, RBF kernel
function provided better results in most cases.

In the second series of experiments SVM classifiers were used along with
alternative feature vectors obtained from the GMM models (a total number
of 15 gaussian components were selected in this work). Specifically, a GMM
model was obtained for each parameter (Intensity, Pitch and Formants) and the
corresponding feature vectors associated to each annotated signal segment were
built as follows:

– GMM I: [15 weights of the GMM model obtained for Intensity values]
– GMM P: [15 weights of the GMM model obtained for Pitch values]
– GMM F: [15 weights of the GMM model obtained for Formants values]

Table 3 shows the accuracy results obtained for the SVM classifier and RBF
kernel function with the new feature sets. A leave-one-out cross-validation pro-
cedure was also employed to evaluate the system. The results show that there
is no difference between the feature sets built from different information sources
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(Intensity, Pitch,...) in this case. Moreover, there is no any improvement associ-
ated to this way of representing the signals when comparing it to the previous
one. However, if we consider an specific method to properly choose the number
of gaussian components different results might be obtained.

Finally, in a third series of experiments we wanted to test whether informa-
tion coming from different features can cooperate to achieve a better system
performance. Thus, different combinations of features were considered. Table 4
shows the results achieved with the new feature sets and RBF kernel function.
These results show that the combination of the three information sources in the
S1 set improves the accuracy values achieved with the worst isolated feature
set, for all the emotions, but does not reach the results obtained for the best
one. That means that there is some kind of information, in each case, that in-
stead of helping, introduces noise in the classification process. Finally, looking
at the accuracy values obtained with the combination of the standard feature
sets and GMM-based ones it can be concluded that they can improve the re-
sults obtained with S1 set, for instance S4 or S7 results for Happyness, S6 for
Anger1. However, the reached values are indeed the same ones achieved with the
best isolated feature sets (the ones presented in the first series of experiments).
For example, the best result when dealing withHappiness is achieved with S7
that considers the Pitch features and GMM-based features for Intensity and For-
mants. Although this GMM-based features do not seem to improve the results
obtained with P M set, it is not worse either, thus we hypothesize that with
more sophisticated GMM-based feature sets these results might be improved.

5 Concluding Remarks and Future Work

This work was devoted to the design of a first approach for the solution of a real
problem related to emotion detection in speech signals. A very challenging task
that involves dialogic spontaneous speech of real users in Spanish was proposed.
The main goal of the work was to adapt the employed technologies, that suc-
ceeded in similar cases, to this specific task. Several series of experiments were
carried out using different feature sets and a SVM classifier. Very promising
results were achieved in this preliminary stage of the work. However, a greater
corpus (with much more dialogues) should be built in future work in order to
be able to extract reliable conclusions. Additionally, other kind of features re-
lated to changes (derivatives) in parameters should be considered to get robust
systems that could work with unknown speakers.

Happyness Anger1 Anger2

GMM I 0.83 0.75 0.78

GMM P 0.83 0.75 0.78

GMM F 0.83 0.75 0.78
Table 3. Accuracy results achieved using different feature sets when SVM classifier
was used along with GMM models based features sets, for the 3 different emotion sets.

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

224



10 Lecture Notes in Computer Science: Authors’ Instructions

Happyness Anger1 Anger2

S1 (I MR + P M + F MSD) 0.83 0.81 0.78

S2 (GMM I + P M + F MSD) 0.83 0.82 0.78

S3 (I MR + GMM P + F MSD) 0.83 0.81 0.76

S4 (I MR + P M + GMM F) 0.88 0.76 0.78

S5 (I MR + GMM P + GMM F) 0.83 0.79 0.78

S6 (GMM I + P M + GMM F) 0.81 0.83 0.78

S7 (GMM I + GMM P + F MSD) 0.93 0.80 0.78

S8 (GMM I + GMM P + GMM F) 0.83 0.75 0.78
Table 4. Accuracy results achieved using different features built as combinations of
previous features sets and a SVM classifier, for the 3 different emotions.
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Abstract. Bilingual corpora constitute an indispensable resource for
translation model training in statistical machine translation. However,
it is not really clear if including all the training data available actually
helps to improve translation quality. Bilingual sentence selection aims to
select the best subset of the bilingual sentences from an available pool
of sentences, with which to train a SMT system. This article studies,
compares, and combines two kinds of data selection methods: the first
method is based on cross-entropy difference, and the second method
is based on infrequent n-gram occurrence. Experimental results report
improvements compared with a system trained only with in-domain data.
In addition, the results obtained with the system trained with the data
selected are comparable to those obtained with a system trained with all
the available data.
Keywords: statistical machine translation; bilingual sentence selection;
infrequent n-gram; cross-entropy

1 Introduction

Entities such as the European Union, the United Nations, and other international
organizations need to translate all documentation they generate into different
languages. Those translations provide very large multilingual corpora. Statistical
machine translation (SMT) [1] relies heavily on the availability of such bilingual
corpora. Usually, bilingual corpora are used to estimate the parameters of the
translation model. However, large corpora are difficult to process, increasing
the computational requirements needed to train statistical machine translation
systems robustly. For example, the corpora made available for recent machine
translation evaluations are in the order of 1 billion running words [2].

Different problems that arise when using this huge pool of sentences are:

– The use of all corpora for training increases the computational requirements.
– These corpora are obtained from different domains. The domain of the corpus

used to train the SMT system might be different from the domain of the text
to translate, and this typically entails a significant loss in translation quality.
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Despite the previous problems, the standard consists in training SMT systems
with all the available data. It is assumed that the more data used to train the
system, the better. This assumption is correct if all the data belongs to the same
domain. However, this is not the case in the problems tackled by most of the
SMT systems. In fact, most SMT systems are designed to translate specific text,
such as user manuals or medical prospects. In this scenario, the question posed is
whether training a system with all the data available yields better performance
than training it with a wisely selected subset of bilingual sentences.

Bilingual sentence selection (BSS) aims to select the best subset of bilingual
sentences from an available pool of sentences. This paper is focused in study-
ing and combining two different strategies of BSS. By doing so, we pretend to
improve the state of the art in terms of translation quality obtained and compu-
tational requirements, without using the complete pool sentences. We will refer
to the pool of sentences available as out-of-domain corpus because we assume
that it belongs to a different domain than the one to be translated. Similarly, we
refer to the corpus of the domain of the text to translate as in-domain corpus.

The most recent literature [3, 4] defines the SMT problem as follows: given
an input sentence x from a certain source language, the purpose is to find an
output sentence y in a certain target language such that:

ŷ = argmax
y

M∑
m=1

λmhm(x,y) (1)

where λm is the weight assigned to hm(x,y) and hm(x,y) is a score function
representing an important feature for the translation of x into y, as for exam-
ple the language model of the target language, a reordering model, or several
translation models. The weights λm are normally optimised with the use of a
development set. The most popular approach for adjusting λm is the one pro-
posed in [5], commonly referred to as minimum error rate training (MERT).
This algorithm implements a coordinate-wise global optimisation.

The main contributions of this paper are:

– We compare two different BSS strategies. To the best of our knowledge, such
study does not exist in the literature.

– We present a combination of both strategies and report improvements over
each strategy independently.

This paper is structured as follows. Section 2 summarises the related work.
Section 3 presents the two BSS techniques selected, namely, recovery of infre-
quent n-grams and cross entropy selection. In Section 4, experimental results are
reported. Finally, conclusions and future work are presented in Section 5.

2 Related work

Bilingual sentence selection has been receiving an increasing amount of atten-
tion within the SMT research community. Most of the methods developed [6–8]
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define a ranking of the sentences in an out-of-domain corpus according to their
importance when training an SMT system for an in-domain corpus.

For example, in [9, 10] several BSS techniques have been applied for training
MT systems when large training corpora are available. A similar approach that
gives weights to different sub-corpora was proposed in [11].

The simplest instance of this problem can be found in language modelling,
where perplexity-based selection methods have been used [12]. Here, out-of-
domain sentences are ranked by their perplexity score. Another perplexity-based
approach is presented in [7], where cross-entropy difference is used as a ranking
function rather than just perplexity, in order to account for normalization. Here,
we apply this criterion for the task of selecting training data for SMT systems.

Different works use perplexity-related BSS strategies [8, 13]. In [8], the au-
thors used three methods based in cross-entropy for extracting a pseudo in-
domain corpus. This pseudo in-domain corpus is used to train small domain-
adapted SMT systems. In [13] the authors describe the XenC open source toolkit
for data selection. XenC uses the two strategies described in [12] and [7] for data
selection. The best results were obtained using difference in cross-entropies. In
our experiments with cross-entropy, we will be using XenC.

Two different approaches are presented in [6]: one based on approximating the
probability of an in-domain corpus and another one based on infrequent n-gram
occurrence. The technique approximating the probability relies on conserving
the probability distribution of the task domain by wisely selecting the bilingual
pairs to be used. Hence, it is mandatory to exclude sentences from the pool
that distort the actual probability. The technique based in infrequent n-gram
occurrence will be explained in detail in the next section.

Other works have applied information retrieval methods for BSS [14], where
BSS is used in order to produce different sub-models which are then weighted.
In that work, authors define the baseline as the result obtained by training only
with the corpus that shares the same domain with the test. Afterwards, they
claim that they are able to improve the baseline translation quality by adding
new sentences retrieved with their method. However, they do not compare their
technique with a model trained with all the corpora available.

3 Data selection methods

In this section we explain the two BSS techniques that we have selected for our
work. The first strategy, proposed in [7], is based in cross-entropy. This strategy
is used in many different works [8, 13, 15–17]. In these papers, the authors report
good results when using the strategy presented in [7], and such strategy has
become a de-facto standard in the SMT research community, and this is the
reason why we selected this strategy for our work.

The second strategy we used in this work is infrequent n-grams recovery. This
strategy was presented in [6], alongside with another BSS strategy. The best re-
sults were obtained with infrequent n-grams recovery, achieving an improvement
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of 1 BLEU point. Since this strategy has not been compared as of yet with the
perplexity-based strategies, we also included it in the present paper.

Both strategies above depend on the n-grams that compose the corpus con-
sidered, be it for building a language model (cross-entropy selection) or for de-
termining which n-grams are infrequent (infrequent n-gram recovery). In this
work we will also analyse the effect of varying the order of the n-grams consid-
ered, since this will also imply that the final sentence selection will be different.
Specifically, we will consider 2-grams and 5-grams.

3.1 Infrequent n-grams recovery

The main idea underlying the infrequent n-grams recovery strategy consists in
increasing the information of the in-domain corpus by adding evidence for those
n-grams that have been seldom observed in the in-domain corpus. This evidence
is obtained by selecting sentences from the out-of-domain corpus. The n-grams
that have never been seen or have been seen just a few times are called infrequent
n-grams. An n-gram is considered infrequent when it appears less times than a
given infrequency threshold t. Therefore, the strategy consists on selecting from
the out-of-domain corpus the sentences which contain the most infrequent n-
grams in the source sentences to be translated.

Let X be the set of n-grams that appears in the sentences to be translated
and w one of them; let be N(w) the counts of w in a given source sentence x
of the out-of-domain corpus, and C(w) the counts of w in the source language
in-domain corpus. Then, the infrequency score i(x) is defined as:

i(x) =
∑
w∈X

min(1, N(w)) max(0, t− C(w)) (2)

Then, the sentences in the out-of-domain corpus are scored using Equation
2. This being done, the sentence x∗ with the highest score i(x∗) is selected in
each iteration. x∗ is added to the in-domain corpus and is removed from the
out-of-domain sentences. The counts of the n-grams C(w) are updated with the
counts N(w) within x∗ and therefore the scores of the out-of-domain corpus are
updated. Note that t will determine the maximum amount of sentences that can
be selected, since when all the n-grams within X reach the t frequency no more
sentences will be extracted from the out-of-domain corpus.

3.2 Cross-entropy selection

As mentioned in Section 2, one established method consists in scoring the sen-
tences in the out-of-domain corpus by their perplexity score. We follow the pro-
cedure described in [7], which uses the cross-entropy rather than perplexity. Per-
plexity and cross-entropy are monotonically related. The perplexity of a given
sentence x with empirical n-gram distribution p given a language model q is:

2−
∑

x
p(x) log q(x) = 2H(p,q) (3)
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where H(p, q) is the cross-entropy between p and q. The formulation proposed
by [7] is: Let I be an in-domain corpus and G be an out-of-domain corpus. Let
HI(x) be the cross-entropy, according to a language model trained on I, of a
sentence x drawn from G. Let HG(x) be the cross-entropy of x according to a
language model trained on G. The cross-entropy score of x is then defined as

c(x) = HI(x)−HG(x) (4)

Then, all those sentences whose cross-entropy score is less than a certain thresh-
old R are selected to be included into the in-domain corpus.

4 Experiments

In this section, we describe the experimental framework employed to assess the
performance of the data selection techniques described above. Then, we show the
results for the cross-entropy selection, followed by the results obtained with the
infrequent n-grams strategy. Finally, we present results obtained by combining
both techniques.

4.1 Experimental set-up

We evaluated empirically the BSS methods described in the previous section. For
the out-of-domain corpus, we used the English-Spanish parallel text from release
v7 of the Europarl corpus [18]. The Europarl corpus is composed of translations
of the proceedings of the European parliament. As in-domain data, we used the
News Commentary (NC) corpus1. The NC corpus is composed of translations of
news articles. We evaluated our work on the News Commentary 2013 test set.
The main figures of the corpora used are shown in Tables 1 and 2.

SP EN

Europarl
|S| 1.9M
|W | 51.5M 49.1M
|V | 422k 308k

Table 1: Europarl corpus main figures. k denotes thousands of elements, M
denotes million of elements, |S| stands for number of sentences, |W | stands for
number of words (tokens) and |V | for vocabulary size (types).

All experiments were carried out using the open-source SMT toolkit Moses
[19] in its standard non-monotonic configuration. The language model used was
a 5-gram standard in SMT system, with modified Kneser-Ney smoothing [20],
built with the SRILM toolkit [21]. The phrase table was generated by means

1 available at http://www.statmt.org/wmt13
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NC-Domain NC-Test NC-Mert
SP EN SP EN SP EN

|S| 149k 3000 2051
|P | 4.5M 3.9M 62.6k 56.9k 47.1k 43.4k
|V | 178k 143k 10.5k 8.9k 8.7k 7.7k

Table 2: News Commentary main figures. NC-Domain is the in-domain corpus,
NC-Test is the evaluation data and NC-Mert is development set. M denotes mil-
lions of elements and k thousands of elements, |S| stands for number of sentences,
|W | for number of words (tokens) and |V | for vocabulary size (types).

of symmetrised word alignments obtained with GIZA++ [22]. The log-lineal
combination weights in Equation 1 were optimized using MERT (minimum error
rate training) [5] on the NC-Mert data, which was the test set used in the 2008
WMT evaluation2.

We compared the selection methods with two baseline systems. The first
one was obtained by training the SMT system with NC-Domain data. We will
refer to this setup with the name of baseline-nc. A second baseline experi-
ment has been carried out with the concatenation of the Europarl corpus and
News Commentary training data. We will refer to this setup with the name of
baseline-all.

Results are shown in terms of BLEU [23], which is an accuracy metric that
measures n-gram precision, with a penalty for sentences that are too short.

4.2 Results for infrequent n-grams recovery

Figure 1 shows the effect of adding sentences using infrequent n-grams selection,
up to the point where the specific value of t does not allow to select further
sentences, and the two baseline systems evaluated on the News Commentary
2013 test set. We only show results for threshold values t = {10, 25}, and using
either 2-grams or 5-grams.

Several conclusions can be drawn:

– The translation quality provided by the infrequent n-grams technique is sig-
nificantly better than the results achieved with the system baseline-nc.
Specifically, the improvements obtained are in the range of 2.5 BLEU points.

– Selecting sentences with the infrequent n-grams technique does not provide
better results than including all the available data (baseline-all) but the
results are very similar using less than 7% of the out-of-domain corpus.

– A slight gain in terms of translation quality is achieved when using 5-grams
instead of 2-grams, although the differences are not statistically significant.
However, using 5-grams allows to select more sentences.

2 http://www.statmt.org/wmt08
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Fig. 1: Effect to adding sentences over the BLEU score using infrequent n-grams
recovery (with different n-ngram value). Horizontal lines represent the score the
baseline-nc system and baseline-all system
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Fig. 2: Effect to adding sentences over the BLEU score using cross-entropy
strategy (with different n-gram value). Horizontal lines represent the score the
baseline-nc system and baseline-all system

– As expected, t = 25 allows to select more sentences than t = 10, which
also leads to higher BLEU scores. In addition, the results with t = 10 are
slightly worse than with t = 25, for the same amount of sentences. We
understand that this is because t = 25 entails a better estimation of the
n-grams considered infrequent.

– The best result is achieved with t = 25, 5-grams and adding 150k sentences.

4.3 Results for cross-entropy strategy

Figure 2 shows the effect of adding sentences by means of the cross-entropy
strategy, alongside with the two baseline systems, on the News Commentary
2013 test set. We obtained results using both 2-grams and 5-grams.

Several conclusions can be drawn:
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Fig. 3: Effect to adding sentences over the BLEU score using strategies combina-
tion (cross-entropy and infrequent n-grams). Horizontal lines represent the score
the baseline-nc system and baseline-all system

– Adding sentences selected by means of cross-entropy improves over
baseline-nc from the very beginning, and seems to stale at around 500k
with an approximate improvement of 2 BLEU points.

– Performing sentence selection with cross-entropy does not achieve better
performance than baseline-all.

– The order of the n-grams used does not seem to affect significantly, except
for the case of 500k sentences, where using 2-grams behaves slightly better.

– The best result obtained is using 2-grams and adding 500k sentences.

– Lastly, it is also worth noting that the results obtained with the cross-entropy
strategy are slightly worse than the ones obtained with infrequent n-gram
recovery, even though more sentences are selected.

4.4 Combining sentences from infrequent n-grams and cross-entropy

In this section, we present the experimental results obtained by concatenating
the best sentences selected by means of both strategies described above, namely
infrequent n-grams recovery and cross-entropy selection. The best sentences are
obtained from a sorted list that is generated by each strategy according to Equa-
tions 2 and 4. The best sentences for each strategy were obtained with the best
parameters seen in the previous sections, i.e. t = 25 and 5-grams in the case
of infrequent n-gram recovery, and 2-grams in the case of cross-entropy. We se-
lected the same amount of sentences for each strategy and such sentences were
added to the in-domain corpus. The objective is to add the best sentences of
each strategy to the in-domain corpus.

Figure 3 shows the effects of adding the sentences obtained as described
above to the in-domain corpus, alongside with the two baseline systems on the
translation quality obtained for the News Commentary 2013 test set.

Several conclusions can be drawn:

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

234



– The results are very similar with respect to each selection strategy individ-
ually, although the best result achieved does improve slightly over the best
result achieved by each strategy individually.

– The combination provides similar results than including all the available
data baseline-all using less than 14% of the out-of-domain.

Table 3 shows the best results obtained with both strategies individually and
with the combination and the baseline systems.

Strategy BLEU Number of sentences

Baseline-nc 21.8 138k
Baseline-all 24.4 2.1M

Cross entropy 24 500k
Infreq t = 25 24.1 150k

Infreq+Cross entropy 24.3 300k

Table 3: Summary of the best results obtained with each setup.

5 Conclusion and future work

Bilingual sentence selection has been receiving an increasing amount of atten-
tion within the SMT research community. There are a lot of data selection
methods. In this work, we study two different BSS strategies. These strategies
have been used frequently for selecting the sentences in the literature. In this
work, we perform a comparison of these two techniques. The results obtained are
very similar, although the best results were obtained by the infrequent n-grams.
With the combination proposed we obtained better results than with each strate-
gies independently. Even though the improvements obtained are not statistically
significant, we understand that they are encouraging and indicate that more so-
phisticated combination strategies, such as score interpolation, could yield more
significant improvements. Lastly, we achieved similar results than when using all
the data available, but with only 15% of the available data.

In future work, we will carry out new experiments with bigger and more
diverse data sets, as was done in [6], and with higher t values. In addition, we
also intend to combine the two strategies proposed in more sophisticated ways.
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G. Sanchis-Trilles, F. Casacuberta, J. González, and J.-A. Sánchez, “Iti-upv system
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Abstract. A biometric system based on offline handwriting has been imple-
mented by on the parameter “index of proportionality”, which is manually using 
on graphometric forensic techniques. The study of this parameter has been de-
veloped by merging up to 15 words, for 100 users.  Given the handwritten na-
ture of the information and its great variability, a feature selection based on 
principal component analysis and neural network classifier was used, reaching 
an accuracy rate of 84%.  

Keywords: Handwriting recognition, offline system, biometric identification.  

1 Introduction 

All studies agree that writing is primarily the execution of a gesture, and any gesture 
is a result of the activation of certain brain regions in which they are designed and 
controlled movements. Any gesture has to be prepared, programmed, produced and 
managed with varying degrees of consciousness, and therefore the act of writing is an 
individual execution on a particular form for each individual [1]. Moreover, as it is a 
gesture, unlike the vast majority is captured in a plane and in turn depends like any 
other personality, and it has great value of identification. 

The identification of people based on scanned manuscripts is a technique applica-
ble in the forensic field, and too in the analysis of historical texts. Nowadays, the 
technological advances and the proliferation of heavy computers in modern society 
are indisputable facts, and its use to analyze handwritten documents and personal 
style are a great goal, when writing remain of great importance. Due to the wide use 
of such documents, many manuscripts are subject to falsification, distortion, or cop-
ies, usually for illicit use. Therefore, to certify and judge the authenticity or falsity of 
handwritten documents cover the most time of experts, working in this field [2]. The 
applied technology can be a great opportunity to do easy this hard and strong manual 
tasks. 
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As stated above, the writing is an individual mark. A person can hardly supplant 
writing another individual; perhaps yes from the fast view, but the features, which 
characterize a writer, will be unintentionally incorporated in the writing process. A 
correct and complete analysis allow to extract a number of features that differences 
writing between persons, or a person vs. herself/himself at different stages of his life. 
The interest of the person identification through his writing has given rise to many 
disciplines. The first name given to the study of writing was Graphology, and had the 
task of making a psychic analysis of the author, but now has become a branch within 
the general study of writing, since the parameters are not only extracted psychic. This 
has led to the general concept of Graphometric as a general discipline studying writ-
ing.  

In recent years, it has been done lots of work in the field of biometric identification 
based on a variety of handwriting parameters. In the next paragraphs, some of those 
work will be cited: 

 In [3], a writer identification using directional ink-trace width measurements per-
formed in 2010, it is carried out to identify the individual from stroke width and 
address. It is shown that the combination of both parameters is a powerful tool in 
the identification, as they are interrelated. It was achieved an efficiency between 
63-95%.  

 In the study conducted in 2013 called Texture-based descriptors for writer identifi-
cation and verification [4], the issue of identification covers from descriptors tex-
tures, using a classification scheme based on the representation of dissimilarities 
for an verification approach. Two databases from different sources were analyzed, 
which a 96.7% and 99.2% respectively were obtained. 

 In [5], a writer identification using an alphabet of gradient contour descriptors was 
published in 2013. This method for the writer identification emulated approaches 
taken by forensic document examiners. It combined a novel feature, which uses a 
gradient contour to capture the shape and curvature, with character segmentation to 
create a pseudo-handwritten script for a given sample. A distance classification 
system is defined between the elements of the alphabet created and included the 
similarity between two samples. This approach achieved up to 96.5% accuracy at 
best case. 

 A novel sparse model based forensic writer identification is presented in [6] and 
published in 2014. This work is based on the sparse representation of structural 
primitives, called graphemes. The main novelty of this system compared to others 
using grapheme is the use of sparse coding instead of vector quantization, and then, 
the graphemes are represented in terms of Fourier. Depending on the number of 
writers, the efficiency of this system varies between 98% for 5 users, and 88% for 
650 writers. 

 A calculation of parameters based on forensic science for writers identification [7] 
was done in 2012. This study showed the effectiveness of different parameters, 
when are extracted from the scanned samples that make up a database, and later, 
showed its combination. The accuracy reached up to 97.36%.  
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 Another interesting work is in [8], where a large variety of classifiers were used in 
these and other works for handwriting identification. This work included a study 
based on the use of ROC curves ((Receiver Operating Characteristic), for neural 
networks, Support Vector Machines (SVM) and models using Generalized Gaussi-
an Distribution (GGD) among some other [8]. 

 
The parameters used in forensic identification for handwritings are a lot and exploit 

different forensic features of the writing. The study of these parameters was typically 
done manually, without any automation, and with large and cost study from a time 
point of view. Finally, different experts add a certain aspect of subjectivity analysis on 
the development of this task depending on the behavior and this charge of work [9]. 

Therefore, the main motivation and innovation of this work are to develop an au-
tomated and reliable system in which it is possible to identify a individual using a 
single parameter, or at least, to get a higher rate of success.  

In addition, the field of biometric identification based on forensic techniques has 
not been automated, but using manual systems. Therefore, the goal of this work is to 
design and implement a system of automatic recognition of people from scanned 
samples of handwritten words. For this, a specific classification approach will be 
developed for a parameter called "index of proportionality", by which characteristic or 
key points of some of the words, available in the database; and the calculation of Eu-
clidean distances between the key points may define the index of proportionality. This 
parameter is very used in forensics, but it has not been automated, yet. 

The process is carried out in different words, in particular, from 1 to 15 different 
words. After to get the parameter, some different modules will be included, due to 
great variability of the handwritten information. The first one is the feature selection, 
later, a data fusion blocks for adding information from some works, and finally, a 
score fusion block, in order to give more robustness to the classification stage. The 
idea is to achieve a success rate as high as possible; obtaining a reliable system for 
person identification, using a single parameter. 

2 Preprocessing and feature extraction 

From the data as image, the most fast and efficient way of working is with the 
binarized image, so that the preprocessing stage consists of a binarization block, ap-
plied based Otsu method [10]. Subsequently, parameters are calculated to extract the 
information of the image.  

The index of proportionality, which refers to writing, is the relationship between 
the various elements of graphics, for example, the heights of the upper and outstand-
ing letters with respect to the average height of letters, etc. There is a normal propor-
tionality between all elements of the writings that comply with calligraphic precepts. 
This proportionality is perhaps one of the most consistent characters in spontaneous 
spelling, because although the size and extent of writing may vary as a result of the 
person and her/his activity, from the built dataset and its particularities, the propor-
tionality stays constant for the intra-classes and varies for the inter-classes.. Moreo-
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ver, it is one of the elements that easily escape for impostors, which are more attentive 
to altering the shape of the letters and some other outstanding element, such as size, 
direction, inclination, etc. [11]. 

Once these key or control points have been extracted, the Euclidean distance is cal-
culated existing between each one of them, according to equation 1. Later, the dis-
tances are stored on an own matrix of each of the analyzed words, repetitions and 
users. This matrix will be the input for our classification approach. These extracted 
distances are assumed proportional between the way of writing for each user. Five 
points are extracted for each word; thereby obtaining ten distances, the combination 
of distances between 5 five key points without repetition. They will be those that 
characterize a given word. 

 
 

,ሺܲ1ܧ݀ ܲ2ሻ ൌ ටሺ2ݔ െ 1ሻݔ
2  ሺ2ݕ െ 1ሻݕ

2  (1) 

 
For locating points, it has been developed the following algorithm. The initial t of 

the binary image, looks for the object pixels, and with that information, the following 
parameters are calculated according to the word. In particular, in the case of "perfect", 
it is been extracted as the following parameters: 

 Initial point of the word. 
 Last point of the word. 
 Over-word strokes of “f” 
 Under-word stroke of  “f” 
 Over-word strokes of “t” 

The result of the execution of this process described is as follows (see Fig. 1): 
 

 

 

 

Fig. 1. Election of key points and its Euclidean distance between them. 

3 Feature selection and classification system 

On handwritten applications, the variability of the data is very large, so it has decided 
to use a feature selection based on principal components analysis (PCA) [12] and 
subsequently, to apply an artificial neural network [13]. 

PCA is a technique used to reduce the dimensions of a data set. Intuitively, the 
technique is useful to find the causes of the variability of a data set and sort them by 
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importance. This analysis looks for the projection of the better data representation in 
terms of least squares [14]. 

This analysis builds a linear transformation that chooses a new coordinate system 
for the original data set in which the eigenvector of the biggest data variance is shown 
on the first axis (called First Principal Component), the second largest eigenvector is 
the second axis, and so on. The fundamental advantage of the analysis is the sort of 
the different components, since in that sort is included the information of each com-
ponent [12].  

A neural network with supervised learning is used for the classification system, 
and therefore, a part of the samples will be used for training and the rest of test data. 
The classifier is a Feedforward neural network, consisting of three layers, an input, 
hidden and output layer. The chosen model is the Multilayer Perceptron (MLP) with 
Back-Propagation learning algorithm [13]. 

In order to improve the efficiency of our classification system, a Fusion Score 
module is applied. The goal of this module is the random initial of the weights used in 
the neural networks. Using N neural networks, it is obtained N different solutions for 
the same input data. The idea is to fuse the N outputs in order to generalize the output 
to the results of neural networks that perform better.  

So, this fusion block is take the random initialization of weights and different con-
vergences reached by the classifier, to establish a generalization, and always applying 
the same input data [7]. The scheme of operation of this type of fusion on the neural 
network system is shown in Fig. 2. 

 

 

Fig. 2. Block diagram of the Score Fusion  

4 Experiments and Results 

4.1 Database 

The databases of handwriting data have different characteristics depending on the 
training process and usability, through which they were created. They may be de-
pendent or independent of pen, of limited vocabulary and open vocabulary, of paper, 
of on-line or off-line system. For this work, an offline dataset has been used, the same 
dataset used in [7] and [15].  

To formalize the database, a paragraph of 15 lines in the official language Spanish 
was used. This paragraph has been repeated 10 times on separate A4 sheets (297 mm. 
× 210 mm.) per each user, composing the body of writing (offline dataset). The para-

Neural Network 1

Neural Network 2

Neural Network N
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graph has been chosen because this size is considered to be sufficient for writers to 
show their personal characteristics and reflect his/her habit of writing (biometric).  

The database consists of 100 writers and 10 repetitions per each one during a week, 
getting the effect of temporal invariance. The statistical data of user is very heteroge-
neous, between 14 and 65 year old for both genders.  

The database has been digitized by a basic scanner at a resolution of 200 dpi for 
greyscale (8 bits) and BMP format. Then, it has been extracted 14 words of each body 
of writing. The choice of words is performed based on two premises: lengths of the 
word and words have some particular features or/and strokes in order to show the 
characteristics of each user. The words selected were: “bastante”, “Cervantes”, “edi-
ción”, “española”, “Hidalgo”, “idealista”, “ingenioso”, “Mancha”, “necesidades”, 
“perfecta”, “positivista”, “publicó”, “Quijote”, “tipos” y “universal”. 

 
4.2 Experimental settings 

The idea is to determine the optimal combination of the number of principal compo-
nents to be used and the number of neurons in the hidden layer. For this, various tests 
were carried out where those previous parameters were varied. To find the optimum 
parameters some fast simulations were done, fixing some parameters, in particular, 
200 iterations as stopping criterion and 5 neural networks for the score fusion.  

The test process is performed on the data from a single word and the most effective 
combination of principal components and number of neurons in the hidden layer is 
applied to the rest of the analyzed words. This is done to simplify the complex system 
of simulations and combinations, and to get approximate results.  

 

 

Fig. 3.  Experimental settings 

Having analyzed the results of the previous process, it is observed the combination 
of best accuracy, and therefore it will be the final combination: the number of itera-

 200 epochs 

 5NNs for fusion 

 

 

 Number of neurons 
for hidden layer 

 Number of PC 
found 

 2000 epochs 

 30NNs for fusion 

 

Testing  
process 

Getting: 

Final 
experiment 
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tions for this final experiment is 2000 (10 times higher than that used in the previous 
testing process), and 30 neural networks for the fusion process. Besides, the data fu-
sion from 1 to 15 words will be added, too. Fig. 3 illustrates the experimental settings 
to get the final results. 

The previous conditions are dependent of the number of words, because the num-
ber of inputs changes when is increased the data fusion (more words). And therefore, 
the process has to be repeated for the different combinations of word.  

 
4.3 Results and Discussions 

As already mentioned, the first methodological conditions were to fix the stopping 
criterion for the neural network training, which is 200 iterations, and straightaway, to 
use 5 neural networks, working in parallel, for the score fusion block. This process is 
performed on 1 of the 15 words (“perfecta”), and the rest of conditions were search-
ing for the best accuracy.  

Beside, a sweeping between 20 and 400 hidden layer neurons was established with 
a step of 20 neurons. Meanwhile, another sweeping is responsible for varying the 
number of principal components used, ranging from 1 to 10 with a step of 1. The 
result of this test is shown in figure 4. 

 

 

Fig. 4. Accuracy for each word 

Afterwards, the word fusion was done (data fusion), to try to achieve greater effi-
ciency using the merger of the distances of each of the words. It is applied PCA for 
the selection of the most discriminative distances, using a total of 2000 iterations and 
a total of 30 neural networks for the score fusion. Finally, it was varying the number 
of neurons in the hidden layer from 20 to 300, and varying the number of components 

Accuracy (%) 
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(PC) of the PCA for searching the best combination. The best accuracies of this data 
fusion are shown in the following table; 

 

Table 1. Accuracy of the fusion of words 

Number of words Neurons on hidden layer Number of PC Accuracy 
1 278 10 35,20 % 
2 191 20 47,80 % 
8 67 79 74,20 % 

15 53 138 84,20 % 
 
Besides, too it is shown the detail of all results for “15 word fused”, as it is ob-

served on the following Fig. 5;  
 

 

Fig. 5. Accuracy for the fusion of 15 words 

From the above results, the parameter “index of proportionality” has proved very 
effective working in isolation. Without fusion, it is achieved up to 35.2% success rate 
for a single word, and for data fusion of 2, 8 and 15 words, it is reaching up to 47.8%, 
74.2% and 84.2%, respectively. 

De los parámetros mostrados en [7], el mejor obtenía un 14,4% de acierto, mientras 
que la proporcionalidad de la palabra es capaz de dar desde un 35,8% para una pala-
bra concreta hasta un 84% tras la fusión de 15 de ellas. 

To compare the results versus other parameters, working in isolation, they were 
compared with [7], because it shows the efficiency of the isolated parameters, differ-
ent of our proposal; thus allowing a comparative. From parameters in [7], the best on 
reached up to 14.4%, while our proposal (the index of proportionality) for a word 
gave up to 35.8%. And up to 84%, for the fusion of 15 words. 
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5 Conclusions and future lines 

It is shown that the index of proportionality is a powerful parameter in offline forensic 
biometric identification techniques, because experimentally, it obtained a better suc-
cess rates than other parameters of the same nature, as it is achieved in [7] and [15].  

It is observed that the word "perfecta" achgieved the highest accuracy, and accord-
ing to its characteristics, this was mainly due to the number of under-words and over-
words, which presents; the separation between them, and finally, because it is not a 
short word. This conclusion will be the rule or condition for implementing this sys-
tem. The ratification is found in the following word with the second best accuracy, 
This, which was "Quijote", which also meets these characteristics, and which suggests 
that this should be the type of word used when making an identification based on the 
proportionality index of the word.  

As a future line, it is raised to check more key or control points, add more words 
for the data fusion, and try to combine it with other parameters used on forensics, to 
improve the success found. 
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Abstract. This document describes the audio segmentation system developed 

by the ATVS – Biometric Recognition Group, at Universidad Autonoma de 

Madrid (UAM), for the Albayzin 2014 Audio Segmentation Evaluation (ASE). 

This system is based on three independent GMM-UBM acoustic-class detectors 

based on MFCC-SDC features. Each acoustic-class detector (‘mu’, ‘no’, ‘sp’) 

evaluates test recordings in a frame-by-frame manner, and the score-streams are 

filtered and calibrated previous to the detect-decision stage. Although the per-

formance of the independent acoustic-class detectors is far from being perfect in 

terms of EER, the resulting audio segmentation systems achieves low miss 

(7.9%), false alarm (10.6%) and class error (3.0%) rates, given a final 21.43% 

SER on our development subset. 

Keywords: audio segmentation, MFCC-SDC, GMM-UBM, calibration 

1 Introduction 

In contrast to our previous participation in Albayzin ASE campaigns (the 2010 edition 

[2]), this year we present a lighter but more robust system that avoids the overfitting 

introduced by Maximum Mutual Information discriminative training when the availa-

ble data is scarce. Moreover, the system developed fits better the approach followed 

in this campaign by the organizers to the problem of evaluating automatic segmenta-

tion systems [3]: instead of labeling non-overlapping segments of (maybe overlapped) 

different acoustic classes, the presence of each acoustic class should be independently 

annotated in different segments (maybe overlapped with other acoustic classes). Alt-

hough the problem can be solved from both perspectives (training different models 

for each possible acoustic-classes combination as we did in 2010 campaign), consid-

ering one independent detector for each acoustic class provides a more scalable solu-

tion and avoids the constraints regarding the available data for training the acoustic 

models. 

The system developed consists in three independent acoustic-class detectors 

(speech –‘sp’-, music -‘mu’-, and noise –‘no’-) based on the classical GMM-UBM 
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framework [4]. Each detector performs a frame-by-frame scoring of the test record-

ings, obtaining one log-likelihood stream per acoustic class. These score-streams are 

smoothed through a mean filter over a sliding window in order to deal with the high 

variability of frame-scores. Finally, smoothed frame-scores are independently cali-

brated by means of a linear logistic regression trained on a subset of the development 

dataset. 

The remainder of this paper is organized as follows. Section 2 describes the feature 

extraction process. Sections 3 and 4 describe, respectively, the acoustic-class model-

ing and the acoustic-class detection stage. Section 5 explains the experimental proto-

col followed, and shows the results obtained in our development subset. Finally, Sec-

tion 6 summarizes the key points of our submission, exposes the computational re-

quirements and draws some conclusions. 

2 Feature Extraction 

Shifted Delta Coefficients (SDC) [5] have been widely used in Language Recognition 

due to the fact that they capture the time dependency structure of the language better 

than the speed or acceleration coefficients (also known as delta and delta-delta). Simi-

larly, SDC features are expected to capture the different time dependency of the mu-

sic over the speech or noise. In fact, experiments carried out over a subset of the de-

velopment tracks revealed that GMM-UBM detectors build from MFCC-SDC fea-

tures outperform those trained on MFCC plus delta coefficients. 

For both development and evaluation tracks, one feature vector was extracted eve-

ry 10 ms by means of a 20 ms Hamming sliding window (50% overlap). For each 

window, 7 MFCC features (including C0) were computed from 25 Mel-spaced mag-

nitude filters over the whole available spectrum (0-8000 Hz). These features have 

been mean-normalized, RASTA filtered and Gaussianized through a 3-second win-

dow. Finally, their SDC were computed on a 7-1-3-7 (N-D-P-K) configuration and 

concatenated with them in a 56-coefficient feature vector. 

3 Acoustic-Class Modeling 

Acoustic classes have been modeled adopting the classical GMM-UBM framework 

[4] widely used for speaker recognition. First, a 1024-component UBM was trained 

by means of a 1-iteration k-means initialization followed by a 5-iteration EM stage. 

For this purpose, one half of the development dataset provided was used (tracks 01-

10). Secondly, acoustic-class models were MAP-adapted [4] from this UBM through 

1 single iteration and using a relevance factor r=16. Again, tracks 01-10 were used 

also for this step. 

For each acoustic class, training data were extracted from segments belonging to 

the same acoustic-class as appeared in the provided development labels. This means 

that, for instance speech segments may contain not only isolated speech but also any 

of the other acoustic classes overlapped with it. As we are aiming to develop an 

acoustic-class detector, our assumption is that the acoustic-class models should collect 
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their own acoustic class in any possible condition it may appear. On the other hand, 

segments where each class can be found isolated are very scarce in the database pro-

vided, so robust acoustic-class models cannot be trained from such small amount of 

data, as we found out in our preliminary experiments. 

4 Acoustic-Class Detection Stage 

Acoustic-class detection stage is based on a frame-by-frame scoring of the test track 

against every acoustic-class model. Frame-by-frame log-likelihoods are highly varia-

ble over time, as it can be seen on Figure 1. For a segment with an isolated acoustic-

class, it is expected that the mean log-likelihood will converge to a stable value as 

long as more frames are incorporated, as it has been shown for the speaker recogni-

tion task in [6]. For this reason, these score-streams were smoothed through a mean 

filter over a sliding window in order to have a more stable frame-score that approach-

es the “true” score of the acoustic class present in the surrounding frames. Figure 2 

shows the result of applying this mean filtering stage for a 700-frame sliding window. 

The window length was independently optimized for each acoustic-class detector, 

looking for the length that provides the best detection performance in terms of EER. 

Results are shown in Figure 3 for our development subset (tracks 11-15). 

Finally, the frame-by-frame log-likelihoods were calibrated by means of a linear 

logistic regression implemented in FoCal toolkit [1]. One different logistic regression 

is used for each acoustic-class detector, all of them trained on the same development 

subset used for the window length optimization (tracks 11-15). 

 

Fig. 1. Detail of the frame log-likelihoods for a 500-second segment of track11. 
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Fig. 2. Detail of the frame log-likelihoods for a 500-second segment of track11 after the mean 

filtering stage. 

 

Fig. 3. EER as a function of the mean-filtering window-length, obtained for our development 

subset (tracks11-15). Best results are highlighted (X: window length, Y: EER). 
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5 Experimental setup and development results 

Table 1 shows how the development data have been partitioned in order to be used for 

different purposes. One half of the development dataset has been devoted to train the 

acoustic models. From the remaining subset, one half has been used to find the opti-

mum window length for the frame-scores mean-filtering, and the resulting frame-

scores used to train the calibration rule; the final 5-track subset has been left apart in 

order to test the developed system. 

Table 1. Dataset partitioning for system development. 

Purpose Track numbers 

UBM training 01-10 

Acoustic-class modeling 01-10 

Window length optimization 11-15 

Calibration training 11-15 

Audio segmentation testing 16-20 

Segmentation results obtained for our test subset (tracks 16-20) are shown in Table 

2. As it can be seen, in spite of having acoustic-class detectors of relatively low detec-

tion performance (9.7% EER for ‘sp’, 17.2% EER for ‘mu’ and 23.4% EER for ‘no’), 

the whole audio segmentation system achieves good performance compared with 

results shown in previous Albayzin ASE campaigns. 

Table 2. Performance of the audio segmentation system: missed class time, false alarm class 

time, class error time and overall segmentation error, in seconds and percentages. 

Error Time (s) % scored class time 

Missed Class 2262.51 7.9 

False Alarm Class 3057.21 10.6 

Class error 853.85 3.0 

Overall Segmentation Error 21.43 % 

6 Summary and conclusions 

ATVS – Biometric Recognition Group has developed an efficient and light audio 

segmentation system. This system is based on three independent GMM-UBM acous-

tic-class detectors that can be developed and tuned independently. For instance, detec-

tors in submitted systems make use of a different mean-filtering window-length and 

independent score-calibration rules, but they could be based in different features as 

well. Moreover, the adopted approach of modeling broad acoustic classes (‘mu’, ‘no’, 

‘sp’) instead of the specific sub-classes given by all the possible combinations 

(‘mu+no’, ‘sp+no’, etc.) allows to develop a more robust system and avoids 

overfitting when the available training data is scarce. Finally, it can be seen in Table 3 

that the computational requirements in terms of CPU time are very low, allowing the 
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testing to be run in 0.225xRT for each track. Experiments were carried out in a ma-

chine equipped with two Xeon Quad Core E5335 microprocessors at 2.0GHz (allow-

ing 8 simultaneous threads) and 16GB of RAM. 

Table 3. Testing time per track (~60 min) for the different stages and total time as a real-time 

(xRT) factor. 

Stage Time 

Feature extraction 19 secs 

Frame-by-frame scoring 13 min 

Scores filtering and calibration 5 sec 

Total (xRT) ~0.225 
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Abstract. This paper describes the GTM-UVigo systems for Albayzin
2014 audio segmentation evaluation, which consist on segmentation fol-
lowed by classification approaches with the same segmentation stage,
but different classification approaches. Segmentation is performed by
means of a Bayesian Information Criterion (BIC) strategy featuring a
false alarm rejection strategy: the process of acoustic change-points is
supposed to follow a Poisson process, and a change-point is discarded
with a probability that varies in function of the expected number of
occurrences in the time interval formed by the previous and candidate
change-points. The classifier of the primary system represents the au-
dio segments in a total variability space and then classifies them using
logistic regression; contrastive system 1 represents the audio segments
by means of Gaussian mean supervectors and classification is performed
using a support vector machine; and contrastive system 2 models the
different classes with Gaussian mixture models and performs maximum
likelihood classification.

Keywords: Audio segmentation, iVectors, false alarm rejection strategy

1 Introduction

Audio segmentation is a task consisting on dividing an audio stream into homo-
geneous regions according to some criteria. Audio segmentation systems can be
divided in two groups: those that perform segmentation followed by classifica-
tion, and those that perform audio segmentation by classification.

Albayzin 2014 audio segmentation evaluation consisted on the detection of
speech, music, noise or any combination of these three classes in a set of record-
ings. This paper describes the audio segmentation systems developed by the
GTM-UVigo team for this evaluation, which consist on segmentation followed
by classification approaches.

The segmentation stage was carried out by means of the Bayesian informa-
tion criterion (BIC) approach for acoustic change detection [3]. A technique to
reduce the false alarm rate of the BIC algorithm was added to this system [8]:
the acoustic change-point process is supposed to follow a Poisson process and,
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according to this, a candidate change-point that is suspicious of being a false
alarm is accepted or rejected with a probability that depends on the length of
the observed interval. This observed interval is, in this case, the length of the au-
dio segment that would be formed if the candidate change-point were accepted.

Three systems with different classification approaches were submitted. The
primary system represents the audio segments in a total variability subspace, also
known as iVector representation [4], and classification is performed by means of
logistic regression [2]. In contrastive system 1, classification is performed using
a support vector machine (SVM); to do so, each audio segment is represented
by means of a Gaussian mean supervector obtained by adapting a universal
background model (UBM) to the feature vectors of the audio segment [10]. In
contrastive system 2, a Gaussian mixture model (GMM) is trained for each class
and the likelihood of a speech segment with each model is computed, selecting
the one that obtains the maximum likelihood.

The rest of this paper is organized as follows: Section 2 presents an analysis
of the database used in this work; Section 3 describes the audio segmentation
approach in detail; Section 4 presents some preliminary results obtained on the
training data; and Section 5 depicts some conclusions and future work.

2 Preliminary analysis of the database

Table 1 shows an overview of the two datasets of the Albayzin 2014 audio seg-
mentation evaluation. As there is not a development partition, we decided to
perform four different experiments in order to tune the parameters of the pro-
posed system: four partitions of five recordings each were made and, on each
experiment, three partitions were used for training while the remaining one was
used for testing. Once the parameters of the system were tuned, the whole train-
ing dataset was used to train the system.

Table 1. Summary of the datasets of Albayzin 2014 audio segmentation evaluation.

Dataset # recordings Duration

Training 20 21 h 16 min 11 s

Test 15 15 h 37 min 50 s

Before developing the system, an analysis of the training data was performed
in order to make some design decisions. Albayzin 2014 audio segmentation eval-
uation consisted on detecting when the classes speech, music and noise were
present, which can appear individually or simultaneously. The first design deci-
sion consisted on, instead of detecting each class individually, defining a set of
seven classes: speech (s00), music (0m0), noise (00n), speech with music (sm0),
speech with noise (s0n), music with noise (0mn) and speech with music and noise
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(smn). Figure 2 shows the percentage of time that each of this seven classes ap-
pears on the training data: it can be seen that there is almost no data of classes
noise and music with noise, as they appear in less than 1% of the whole training
data. Thus, as the amount of data for these classes was two little to properly
train a classifier that detects them, we decided to ignore these classes and keep
on with the remaining five.
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Fig. 1. Distribution of the duration of the different classes on the training dataset of

the database.

3 System description

The audio segmentation systems presented in this paper have two main stages:
segmentation and classification. First, the audio stream is segmented, and then
these segments are classified using a classification approach. The specific tech-
niques developed for this work are described in the rest of this Section.

3.1 Segmentation

Before performing segmentation, features were extracted from the waveform;
specifically, 12 Mel-frequency cepstral coefficients (MFCCs) plus energy were
obtained, leading to feature vectors of dimension N = 13. The features were
computed using a 25 ms window and a time step of 10 ms, and cepstral mean
substraction was applied, computing the mean using all the frames in each file.

The segmentation approach used in this system has three main steps:

– Coarse segmentation. A Bayesian information criterion (BIC) approach is
applied in order to select candidate change-points. The BIC criterion is a
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hypothesis test to decide whether there is a change-point in a window of
data (H1) or not (H0) by observing a value ∆BIC: ∆BIC > 0 means that
hypothesis H1 is stronger than hypothesis H0, i.e. there is a change-point in
the window; ∆BIC ≤ 0 means that there is no change-point in the window.
A BIC segmentation system as described in [3] was implemented to perform
audio segmentation: a window of data that slides and grows is analyzed in
order to detect a candidate change-point in it by applying the BIC crite-
rion [11]. The BIC algorithm has a tuning parameter λ, which was tuned on
the training dataset.

– Change-point refinement. Anytime a candidate change-point is found, a
fixed-size window is centered on this change-point and the BIC criterion
is applied again in order to refine its position or to discard it. If the change-
point is discarded, the system returns to the coarse segmentation stage.

– False alarm rejection strategy. A technique to reduce the number of false
alarms was implemented on the BIC algorithm [8]. In this strategy, it is as-
sumed that the change-point occurrences follow a Poisson process; a Poisson
process is an independent occurrence process where the number of occur-
rences in two disjoint time intervals is independent, the probability of an
occurrence is proportional to the observed interval and occurrences are not
simultaneous [1].
An homogeneous Poisson process is characterized by its rate γ = 1

τ
, where τ

is the mean time between occurrences (this rate is usually represented as λ,
but in this paper we will refer to it as γ in order to avoid confusions with the
penalty of the BIC strategy). In a Poisson process, the probability of having
n occurrences in a time interval t is:

pn(t) =
γne−γ

n!
(1)

Thus, the probability of not having an occurrence in a time interval t is

p0(t) = e−γt (2)

and the probability of having one or more occurrences in a time interval t is

p0̄(t) = 1− p0(t) = 1− e−γt (3)

The specific false-alarm rejection strategy is depicted in Figure 3.1: given the
∆BIC value obtained when refining the candidate change-point, we consider
that the greater this value, the more likely the candidate change-point is a
true change-point. Thus, if ∆BIC is lower than a threshold ΘBIC, we consider
this change-point as suspicious of being a false alarm. If this happens, we
will discard this change-point with probability pdiscard which, in this case,
is equal to p0(t), where t is the time interval between the last confirmed
change-point and the suspicious change-point. The value of τ was estimated
as the median of the segment duration on the training dataset, and ΘBIC

was tuned on that data.
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Fig. 2. Block diagram of the proposed audio segmentation system.

3.2 Classification

Different classifiers were developed using the segments obtained from the previ-
ous step, which are described below.

Primary system: iVector representation with logistic regression. Per-
ceptual linear prediction (PLP) analysis was used to extract 13 cepstral coef-
ficients, which were combined with two pitch features as described in [6], and
augmented with their delta features. Hence, the dimension of the feature vectors
was 13 PLP + 2 pitch + ∆ = 30 features. After extracting the feature vectors,
the segments were represented in a total variability subspace: given a Universal
Background Model (UBM) with N mixtures, this UBM is adapted to the fea-
ture vectors of each segment using Maximum a Posteriori (MAP) adaptation,
and the means of the resulting Gaussian Mixture Model (GMM) are concate-
nated in order to obtain a Gaussian mean supervector for each segment. The
iVector technique is applied to the Gaussian mean supervectors, which defines
a low-dimensional space, named total variability space, in which the audio seg-
ments are represented by a vector of total factors, namely iVector [4]. A Gaussian
mean supervector M is decomposed as follows:

M = m+Tw (4)

where m is the speaker and channel independent supervector, T is a low-rank
total variability matrix, and w is the iVector corresponding to the Gaussian
mean supervector. In this training stage, the matrix T is trained as described in
[7].

Once the total variability matrix T is obtained, this matrix and the UBM
can be used to extract iVectors from the acoustic features corresponding to
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the different segments. In this system, the iVectors were classified using logistic
regression with L-BFGS method [2]. Feature extraction, iVector representation
and logistic regression were performed using the Kaldi toolkit [9]; the UBM had
512 mixtures and the dimension of the iVectors was set to 400.

Contrastive system 1: Gaussian mean supervector representation with

support vector machine classification. The feature vectors used in this
classifier were the 13 MFCCs described in Section 3.1, augmented with their
delta and acceleration coefficients, leading to feature vectors of dimension 39.

Before classifying the segments obtained from the previous stage, they must
be represented in a proper way. In this system, we chose to use a Gaussian
mean supervector (SV) representation: a universal background model (UBM),
which is a Gaussian mixture model (GMM) with M mixtures, is adapted to the
feature vectors of the audio segment [10], and the obtained means are concate-
nated, forming a supervector of dimension M ×N . In this system, the number
of mixtures of the UBM was 256, leading to supervectors of dimension 9984.

Classification was performed employing a support vector machine (SVM),
which was trained using a set of supervectors and their groundtruth class labels.
Specifically, an SVM with a linear kernel and L2-regularized logistic regression
was trained for this task, and its cost parameter was tuned on the training
data. Once the SVM is trained, it can be used to obtain the class labels of the
test audio segments. SVM training and classification were performed using the
library for large linear classification LIBLINEAR [5].

Contrastive system 2: GMM-maximum likelihood classification. The
audio was represented by means of the 13 PLP cepstral features combined with
pitch features and delta coefficients used in the primary system. Classification
was performed doing maximum likelihood classification using Gaussian mixture
models (GMMs). A GMM of 512 mixtures was trained for each of the five classes
mentioned above and, for each segment to classify, the log-likelihood between the
feature vectors of the segment and each of the GMMs was computed, selecting the
class that achieved the highest log-likelihood [10]. Feature extraction, training
and log-likelihood computation were performed using the Kaldi toolkit [9]; the
training of the GMMs was performed by doing MAP adaptation of a universal
background model (UBM) with full-covariance matrix.

4 Preliminary results

This Section describes different experiments that were performed to make design
decisions about the segmentation and classification stages. The four experiments
mentioned in Section 2, which are summarized in Table 2, were performed using
different audio segmentation approaches. The experimental results are presented
in function of the missed class time (MCT), false alarm class time (FACT), class
error time (CET) and segmentation error rate (SER).
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Table 2. Description of the four audio segmentation experiments. Recording XX stands
for file “trackXX” of the training dataset.

Experiment Training recordings Test recordings

1 01-15 16-20

2 06-20 01-05

3 01-05, 11-20 06-10

4 01-10, 16-20 11-15

Tables 3 and 4 show the audio segmentation performance achieved when
using the classic BIC segmentation approach and when applying the proposed
false-alarm rejection strategy, respectively. The classifier used in these experi-
ments was the Gaussian mean supervector representation with SVM classifica-
tion. Comparing the two Tables, it can be seen that the false-alarm rejection
strategy obtained a reduction of the SER by 1% or more in all the experimental
cases, proving the validity of the proposed technique. Table 4 also shows that,
on two experiments, a SER below 14% was obtained, while a SER by 16% was
obtained on the remaining two, leading to a SER of around 15% on the whole
training data.

Table 3. Audio segmentation results on the training data using the BIC segmentation
stage and Gaussian mean supervector SVM classification.

Experiment MCT FACT CET SER

1 6.0% 7.3% 3.0% 16.30%

2 5.9% 6.2% 2.7% 14.75%

3 6.1% 8.1% 4.3% 18.54%

4 7.1% 5.8% 2.5% 15.39%

Total 6.3% 6.8% 3.2% 16.27%

Tables 5 and 6 show the results achieved when performing classification us-
ing the iVector representation with logistic regression and the GMM-maximum
likelihood classification, respectively. Comparing these Tables with Table 4, we
can observe that the best audio segmentation results were obtained when using
the iVector representation with logistic regression, which improved the results
obtained with Gaussian mean supervector SVM classification by 1.5%. A gen-
eral improvement of all the types of errors was performed, but it can be noted
that the lowest false alarm class time was achieved with the GMM-maximum
likelihood classifier.
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Table 4. Audio segmentation results on the training data using the BIC segmenta-
tion stage with the Poisson-based false alarm rejection strategy and Gaussian mean
supervector SVM classification.

Experiment MCT FACT CET SER

1 7.0% 6.8% 2.2% 15.89%

2 6.3% 5.5% 1.9% 13.65%

3 6.3% 6.6% 3.5% 16.39%

4 7.3% 4.8% 1.8% 13.85%

Total 6.4% 6.2% 2.3% 14.96%

Table 5. Audio segmentation results on the training data using the BIC segmentation
stage with the Poisson-based false alarm rejection strategy and iVector representation
with logistic regression.

Experiment MCT FACT CET SER

1 6.8% 5.7% 1.4% 13.87%

2 6.2% 4.8% 1.7% 12.72%

3 6.1% 5.4% 2.2% 13.73%

4 5.0% 6.7% 1.7% 13.40%

Total 6.0% 5.6% 1.8% 13.43%

Table 6. Audio segmentation results on the training data using the BIC segmenta-
tion stage with the Poisson-based false alarm rejection strategy and GMM-maximum
likelihood classification.

Experiment MCT FACT CET SER

1 6.9% 4.8% 2.7% 14.46%

2 6.0% 4.8% 2.7% 13.45%

3 7.2% 4.8% 3.8% 15.77%

4 7.9% 4.1% 2.4% 14.29%

Total 7.8% 4.4% 3.0% 15.16%
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5 Conclusions and future work

This paper described the GTM-UVigo system developed for Albayzin 2014 au-
dio segmentation classification, which consisted on a segmentation followed by
classification approach.

The segmentation stage introduced a false alarm rejection strategy which
was based in the principle that the occurrence of acoustic change-points follow
a Poisson process. Preliminary results on the training data showed that the use
of the proposed false alarm rejection strategy led to a 1.5% reduction of the
segmentation error rate with respect to the classic BIC approach.

Three different classification stages were submitted, which used different au-
dio segment representation and classification approaches. The best results were
obtained when using feature vectors with cepstral PLPs and pitch features rep-
resented in a total variability subspace, and performing classification by means
of logistic regression. Further analysis must be performed in order to extract
stronger conclusions about the segment representation and the classification
techniques, as each classifier used a different feature representation, making it
difficult to conclude whether the results depend on the representation, on the
classification approach or on both of them.

The classification approach that obtained the highest segmentation error was
the one that obtained the lowest false alarm class time, which leads to believe
that a fusion of the different classification approach may result in a reduction
of the segmentation error. Thus, we plan to perform fusion experiments using
the different strategies presented in this work in order to improve the audio
segmentation performance.
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Abstract. This paper describes the audio segmentation system devel-
oped by Transmedia Catalonia / Telecommunication and Systems Engi-
neering Department, at the Autonomous University of Barcelona (UAB),
for the Albayzin 2014 Audio Segmentation Evaluation. The evaluation
task consists in segmenting spoken audio documents into three differ-
ent acoustic classes (speech, background noise, and music), taking into
account that more than one class may be present at any given time in-
stant. Furthermore, additional difficulty has been added by fusing and
merging audio from different databases. The proposed system is based
on the recently presented “Binary Key” modeling approach, originally
developed for speaker recognition, but successfully applied to other pat-
tern recognition tasks, such as speaker diarization, emotion recognition
and speech activity detection. Experiments carried out on the provided
development data show a Segmentation Error Rate of 22.71%.

Keywords: audio segmentation, binary key, binary key background model

1 Introduction

Audio segmentation is the task of detecting the boundaries between different
acoustic sources or classes within an audio signal. Over the years, audio segmen-
tation has become an important task as a pre-processing tool for subsequent
speech related tasks, such as Automatic Speech Recognition (ASR), speaker di-
arization, or Spoken Document Retrieval (SDR). Accurate audio segmentation
labels are required to assure success of further systems.

In the last three editions of the “Jornadas en Tecnoloǵıas del Habla”, au-
dio segmentation evaluations have been conducted in the ambit of the Albayzin
Evaluations. These evaluations aim at promoting research in the field of audio
and speech processing, including audio segmentation, speaker diarization, lan-
guage recognition and search on speech. With regard to audio segmentation,
past evaluations have shown that the challenge is still far from being completely
solved.

Recently, a speaker modeling technique called “binary key” was introduced in
[4]. The approach provides a compact representation of a speaker model through
a binary vector (vector only containing zeros and ones) by transforming the
continuous acoustic space into a discrete binary one. The technique has also
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been successfully applied to speaker diarization [5], emotion recognition [6], and
Speech Activity Detection (SAD) [7]. This latter work is specially interesting
in this ambit since it proposes a novel SAD approach achieving state-of-the-
art performance. In fact, SAD can be considered as a particular case of audio
segmentation, where speech and nonspeech acoustic classes are considered. Then,
it may seem reasonable to think that this SAD approach may be useful for
audio segmentation tasks involving more audio classes, such as speech, music,
background noise, and combinations of all of them. Following these thoughts,
an audio segmentation system based on binary keys has been developed to be
evaluated in the Albayzin audio segmentation evaluation.

The paper is structured as follows: Section 2 gives an overview of the Albayzin
2014 audio segmentation evaluation. Section 3 describes the audio segmentation
system based on binary keys. Section 4 describes the experimental setup and
results. Section 5 concludes and proposes future work.

2 Audio segmentation evaluation

This section briefly describes the Albayzin 2014 audio segmentation evaluation
(refer to [10] for an in-depth description).

As in the 2012 Audio Segmentation Evaluation, the task consists in segment-
ing a set of broadcast audio documents into segments according to a series of
audio classes. These classes are speech, music, and noise. However, combinations
of the three classes can occur in the audio being evaluated (overlapping classes).
Therefore, a multiple layer labeling must be provided by the segmentation sys-
tem.

For this evaluation campaign, the main change is related to the audio data
to be processed. The test data consist of audio from different merged, or even
overlapped, databases. This modification drastically increases the difficulty of
the task and has as main aim to test the robustness of systems across different
acoustic conditions.

2.1 Database description

The database proposed for this evaluation is a combination and fusion of three
databases.

The first database is a broadcast news database from the 3/24 TV channel.
The database was recorded under the Tecnoparla project [2] and contains around
87 hours of recordings.

The second dataset is the Aragón Radio database from the Corporación
Aragonesa de Radio y Televisión, which provided the data for the Albayzin 2012
evaluation.

The third database is composed of environmental sounds from Freesound.org
[1] and HuCorpus [9] among others. These sounds are merged with segments from
the two previous databases.

All the data are supplied in PCM format, 1-channel, little endian 16 bit-per-
sample, 16 KHz sampling rate.
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2.2 Segmentation scoring

To evaluate systems, the Segmentation Error Rate (SER) is computed as the
fraction of correctly attributed class time. This score is computed over the entire
file to be processed, including regions containing overlapped classes. The metric
is calculated as the Diarization Error Rate (DER) proposed in the NIST RT
Evaluations [3].

Given a test dataset Ω, each document is divided into contiguous segments
at all class change points. Then, the segmentation error time Ξ is computed for
each segment n as

Ξ(n) = T (n)[max(Nref (n), Nsys(n))−Ncorrect(n)] (1)

where T (n) is the duration of segment n, Nref (N) is the number of reference
classes that are present in segment n, and NCorrect(n) is the number of reference
classes in segment n correctly assigned by the segmentation system. Then, SER
is calculated as

SER =

∑
n∈Ω Ξ(n)∑

n∈Ω(T (n)Nref (n))
(2)

SER includes three types of error, namely the Class Error Time, the Missed
Class Time, and the False Alarm Class Time. The Class Error Time refers to
the amount of time which has been assigned to an incorrect class. The Missed
Class Time is the amount of time that a class is present but not labeled by the
system. And the False Alarm Class Time refers to the amount of time which has
been assigned to a class that is not present in the reference.

In order to take into account possible uncertainty and reference inconsisten-
cies due to human annotations, a forgiveness collar of 1 second is applied to all
reference boundaries.

3 Audio segmentation system description

The proposed audio segmentation system is inspired in the SAD system devel-
oped in [7], and adapted to the needs of the audio segmentation task of this
evaluation.

The binary key modeling aims at transforming the input acoustic data into
a binary representation, called binary key, which contains class-specific infor-
mation, and therefore it is useful for discriminating between acoustic classes.
This transformation is done thanks to a UBM-like model called Binary Key
Background Model (KBM). Once the binary representation of the input audio
is obtained, subsequent operations are performed in the binary domain, and
calculations mainly involve bit-wise operations between pairs of binary keys.

3.1 KBM training

In this paper, the KBM is trained as follows (figure 1): First, a GMM is trained
for each acoustic class (e.g., “speech”, “noise”, “music”) using Expectation-
Maximization (EM) algorithm with appropriate labeled training data. Then,
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the final KBM is the result of pooling all Gaussian components of the individual
GMMs together. As an example, a KBM build from three classes 16-component
GMMs will contain 32 Gaussian components in total.

Feature
extraction

...

...

...

...

EM
training

... ...

GMM
Class 1

GMM
Class 2

GMM
Class N

KBMFeaturesTraining data

Class 1 audio

Class 2 audio

Class N audio

Fig. 1. KBM training process.

3.2 Binary Key computation

Once the KBM is obtained, any set or sequence of acoustic feature vectors can be
converted into a Binary Key (BK). A BK vf = {vf [1], ..., vf [N ]}, vf [i] = {0, 1}
is a binary vector whose dimension N is the number of components in the KBM.
Setting a position vf [i] to 1 (TRUE) indicates that the ith Gaussian of the
KBM coexists in the same area of the acoustic space as the acoustic data being
modeled. The BK can be obtained in two steps. Firstly, for each feature vector,
the best NG matching Gaussians in the KBM are selected (i.e., the NG Gaussians
which provide highest likelihood for the given feature), and their identifiers are
stored. Secondly, for each component, the count of how many times it has been
selected as a top component along all the features is calculated, conforming a
Cumulative Vector (CV). Then, the final BK is obtained by setting to 1 the
positions of the CV corresponding to the top M Gaussians at the whole feature
set level, (i.e., the Mth most selected components for the given feature set).
Note that this method can be applied to any set of features, either a sequence of
features from a short audio segment, or a feature set corresponding to a whole
acoustic class cluster.

3.3 Audio segmentation process

The audio segmentation process is illustrated in figure 2. First of all, the input
feature vectors must be converted to a sequence of binary keys. The input data
are divided into fixed-length segments, considering some overlap and window
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Fig. 2. Segmentation process

rate. Then, a BK is obtained for each segment by using the KBM following the
method explained in section 3.2. From here on, all operations are performed in
the binary domain. Segment assignment is done by comparing each segment BK
with the N BKs (previously estimated using the KBM and training data) for
each of the N target audio classes. Finally, the current segment is assigned to
the class which maximizes the similarity between the BKs pair. The similarity
between two binary keys a and b, according to [5] is computed as

S(a,b) =

∑N
i=1(a[i] ∧ b[i])∑N
i=1(a[i] ∨ b[i])

(3)

where ∧ indicates the boolean AND operator, and ∨ indicates the boolean OR
operator. This is a very fast, bit-wise operation between two binary vectors.

In addition, alternatives to the similarity calculation involving CVs are also
tested in this work. First, the Intersection and Symmetric Differences Similarity,
proposed in [8], is defined as

SISDS(A,B) =

∑|A∩B|
i=1 ai + bi

(
∑A−B
j=1 aj +

∑B−A
j=1 bj) ∗

∑|A∩B|
i=1 |ai − bi|

(4)

where {∀a ∈ A,∀b ∈ B|A−B 6= ∅,∃a 6= b|(a, b) ∈ A ∩B}. Here, the binary vec-
tors act as indexes for the calculations with the cumulative vectors.

Finally, a simple cosine similarity between CVs is tested as well:

Scos(a, b) =
a · b
‖a‖ ‖b‖

(5)

where a and b are the CVs being compared.

4 Experiments and results

As in the 2012 audio segmentation evaluation, a multi-layer labeling is requested
when overlapped classes are present. However, in this system all possible com-
binations of the three proposed classes (speech, noise, and music) are taken as
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separated classes as a starting point. At the end, the obtained segmentation is
post-processed in order to get the final multi-layer labeling.

This year, the UAB group is submitting two different systems. They mainly
differ in the way the KBM is obtained, keeping the rest of the setting unaltered
for both systems. These common settings are explained next.

First, the provided database, which consists of 20 audio excerpts of around 1
hour each one, is divided into two subsets. The first one is composed of the first
14 audio files (around 70% of the corpus) and it is used for training. The rest (6
audio files conforming the remaining 30%) is used for testing.

For feature extraction, LFCCs are extracted from the audio signal using a
20ms analysis frame, a shift of 10ms, and a Hamming window. 12 static coeffi-
cients are extracted plus the energy coefficient, delta, and delta-delta coefficients,
totaling 39 coefficients. The tool used for feature extraction is the SPro toolkit
(https://gforge.inria.fr/projects/spro/).

Regarding binary key computation, the top 5 Gaussian components are taken
in a frame basis. Several values of the factor of top Gaussians at segment level
M are tested in the experiments (0.1 and 0.15).

Finally, in the data assignment stage, binary keys are computed for each
0.3s segment, augmenting it 2.5s before and after, totaling 5.3s. This is done
in order to have sufficient data to estimate the BKs, but also for avoiding very
over-segmented labels. Then, the window is shifted 0.3s to calculate the next
BK.

4.1 Primary and contrastive systems

As said above, the two systems share a common setting, but differ in the way
the KBM is obtained.

In the primary system, all combinations of the three proposed acoustic classes
are considered, totaling 7 combinations. Therefore, seven GMMs are trained
(“sp”, “no”, “mu”, “sp+no”, “sp+mu”, “sp+no+mu”, “no+mu”), and the final
KBM is the result of pooling all Gaussian components. However, in the con-
trastive system, only the three proposed classes are considered (speech, noise,
and music). Therefore, in this case three GMMs are trained.

After training the KBM, in both systems BKs are estimated for the 7 com-
binations, resulting in 7 BKs which act as acoustic models for each class com-
bination. Note that this is done for both systems, regardless of the number of
classes used to conform the KBM. In order to clarify this, table 1 summarizes
the number of components of KBM depending on the number of classes and the
number of individual GMM components.

4.2 Experimental results and discussion

Table 2 and table 3 show the SER of the primary and contrastive systems, respec-
tively, for different KBM sizes, different values of M , and the different proposed
similarity measures, evaluated on the test dataset (note that this test dataset
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Table 1. Number of components of KBM depending on the number of classes being
considered.

Primary system Constrastive system
(7 classes) (3 classes)

Components KBM Components KBM
per class components per class components

128 896 128 384
256 1792 256 768
512 3584 512 1536
1024 7168 1024 3072

is extracted from the development files provided, as the official test ground-
truth segmentation labels of the evaluation were not available at the moment
of writing this paper). The best performing configuration of the primary system
comprises a 3584-component KBM (i.e. 512 Gaussians per class combination),
M = 0.1, and using the cosine similarity, providing an overall SER of 22.71%.
The rest of configurations performances oscillate between 23% and 28% SER in
the primary system, and between 26% and 30% in the contrastive system. It is
also observed that the choice of similarity measure has more impact in perfor-
mance that the value of M . The best performing similarity measure is the cosine
similarity, followed by the ISDS similarity and the similarity given by equation
3.

It also can be seen that the primary system outperforms the contrastive one,
even using a lower number of Gaussian components.

Table 2. SER of primary system on the test dataset, according to the number of
KBM components, the factor M of top Gaussians per segment, and the used similarity
metric. Best results for each similarity measure are highlighted.

SER of primary system (%)

KBM S SISDS Scos

components M = 0.1 M = 0.15 M = 0.1 M = 0.15 -

896 28.87 28.23 26.13 26.52 24.29
1792 28.73 28.49 25.58 26.72 23.76
3584 28.28 26.17 24.71 25.66 22.71

Table 4 gives individual results for each audio file with the best-performing
configuration of the primary system, by breaking down SER into Miss Class
Time, False Alarm Class Time, and Class Error Time. In general, miss errors
become the most contributing part of the total error, with rates between 9.5%
and 12.3%, and an overall rate of 10.4%. False alarm errors are lower than miss
errors, but quite high for some audio files (up to 12.8%), totaling an overall rate
of 6.8%. Finally, class errors are also lower than miss errors, and slightly lower
than false alarm errors, with values oscillating between 2.8% and 8.5%.
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Table 3. SER of contrastive system on the test dataset, according to the number of
KBM components, the factor M of top Gaussians per segment, and the used similarity
metric. Best results for each similarity measure are highlighted.

SER of contrastive system (%)

KBM S SISDS Scos

components M = 0.1 M = 0.15 M = 0.1 M = 0.15 -

768 29.62 30.08 27.49 28.5 26.73
1536 28.32 28.35 26.86 27.13 25.0
3072 28.04 28.7 27.2 27.73 25.64

Table 4. Most accurate system results per audio file, broken-down into error types:
Miss Class Time (Miss), False Alarm Class Time (FA), Class Error Time (Class), and
Segmentation Error Rate (SER).

File ID Miss FA Class SER

track15 10.0 9.1 3.0 22.14
track16 10.3 6.0 7.0 23.39
track17 10.0 4.3 2.8 17.12
track18 12.3 4.4 7.2 23.7
track19 10.1 5.2 5.2 20.47
track20 9.5 12.2 8.5 30.21

Overall 10.4 6.8 5.6 22.71

After analyzing results of primary and contrastive systems on development
data, the best performing parameter settings are taken to be used to process the
official evaluation test dataset. The setting for the primary system is 3584 KBM
components and cosine distance. Regarding the contrastive system, 1536 KBM
components and the cosine distance are selected.

By using the selected settings, the test dataset is then processed. The system
in which audio segmentation was performed is a Debian Wheezy virtual machine
with 12 assigned GB RAM, running on an Intel Xeon E5-2420 at 1.90GHz CPU.
Table 5 shows execution time and real time factor (xRT) for both primary and
contrastive systems. During the experiments, it has been observed that the most
time consuming part of the segmentation systems is the log-likelihood computa-
tion of all the input features for each Gaussian components, needed to estimate
the binary keys. This stage is speeded up significantly when the KBM size de-
creases. After this stage, data assignment is a very fast stage.

Table 5. CPU time (hh:mm:ss) and Real Time Factor (xRT) of primary and con-
trastive systems on the official test data (total time is 15:37:43).

Primary system Constrastive system

Task Time xRT Time xRT

Feature extraction 00:02:17 0.002 00:02:17 0.002
Audio segmentation 07:13:02 0.462 03:11:38 0.204

Overall 07:15:20 0.464 03:13:55 0.207
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Primary system presents an overall xRT of 0.464. Although faster than real-
time, this execution time could be too long for some time-critical applications.
Contrastive system shows a xRT of 0.207, which is significantly lower than the
primary system (more than twice faster). Although experimental results have
shown weaker performance than the primary system, the contrastive system
could be useful when higher speed is required, at the cost of a slight decrease of
accuracy.

5 Conclusions

An audio segmentation system based on binary key modeling has been developed
an submitted to the Albayzin 2014 audio segmentation evaluation. The system
performs audio segmentation by annotating the input data according to all pos-
sible combinations of the three proposed audio classes, and finally the obtained
labels are post-processed in order to get the final, multi-layer labeling. The pro-
posed approach is based on the Binary Key modeling, and has been tested with
a primary system and a contrastive system. Those systems only differ in the
way the KBM is trained by considering only the three classes or all possible
combinations when training GMMs to conform the KBM.

Experiments on the provided development data show that the primary sys-
tem provides better performance than the best-performing system of the 2012
Albayzin evaluation (22.71% SER versus 26.34% SER in last evaluation).
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Abstract. This paper describes the system developed by Aholab Signal
Processing Laboratory for the Albayzin 2014 audio segmentation evalua-
tion campaign. Two different strategies have been fused to build a robust
system: a state-of-the-art HMM scheme with 8 separate HMMs which
achieves a segmentation error of 21.99% in the development recordings,
and a different approach based on GMM presegmentation and speech label
refinement by means of i-vector classification with an error of 16.33%.
A label level fusion algorithm has been applied with 18% improvement in
the results for the music class, and 8% Total Class Error Time reduction.

Keywords: Automatic Audio Segmentation, Albayzin Evaluation Cam-
paigns, Broadcast Speech

1 Introduction

Automatic audio segmentation is the process of identifying the boundaries be-
tween different audio events and classifying each segment according to its con-
tent. The main objective of the automatic segmentation process changes accord-
ing to the application: separating speech from noise and music [1], separating
male voice from female voice [2], separating the segments corresponding to dif-
ferent speakers [3], etc. Automatic audio segmentation has many applications
and is usually applied as a first pre-processing step to improve the performance
of other systems like automatic speech recognition [4], speaker identification [5],
content-based audio indexing and information retrieval [6], etc.

The Spanish Thematic Network for Speech Technologies (Red Temática en
Tecnoloǵıas del Habla1) organizes each two years evaluation campaigns to es-
tablish a common framework for comparing and contrasting different systems
developed for several speech technologies. In the last editions, one of these eval-
uations deals with automatic audio segmentation. This year’s audio segmenta-
tion evaluation aims at improving the robustness of the participating systems
against different acoustic conditions, by using different databases that have been
merged. In this way the difficulty level has been increased compared to the last

1 http://www.rthabla.es/
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editions. This paper presents the system proposed by the Aholab Signal Pro-
cessing Laboratory for this evaluation campaign.

The rest of the paper is organized as follows: section 2 describes the database
used for training and testing the system. Section 3 presents the description of
the system proposed by Aholab. The results obtained by the system are detailed
in section 4. Finally, section 5 summarizes the conclusions of the work.

2 Database

The database provided by the organization for the audio segmentation evaluation
campaign includes audio from three different sources:

– The Catalan broadcast news database [7] from the 3/24 TV channel used
in the 2010 [8] and 2012 Albayzin Audio Segmentation Evaluations. It was
recorded by the TALP Research Center from the UPC in 2009 and consists
of around 87 hours of recordings with the following distribution: speech in
the 92% of the segments, music in the 20% and noise in the 40%.

– The Aragón Radio database from the Corporación Aragonesa de Radio y
Televisión used in the 2012 Albayzin Audio Segmentation Evaluation. It
contains around 20 hours of recordings with the following class distribution:
22% clean speech, 9% music, 31% speech with music, 26% speech with noise
and 12% other audio events.

– Environmental sounds from Freesound.org [10] and HuCorpus [11] among
others to be merged with the audio from 3/24 TV and Aragon Radio databases.

As the result of the merging, 35 recordings have been provided by the Al-
bayzin 2014 organization, divided into two sets: a subset of 15 recordings (around
15 hours) has been selected for testing and the rest (around 21 hours distributed
in 20 recordings) has been supplied along with the corresponding reference la-
beling to train the systems.

In order to optimize different settings of the proposed segmentation system
(see more details in section 3), we have further split the training dataset into
two different subsets: The first 15 recordings have been used to train the models
and the last 5 recordings to tune several parameters of the segmentation system.
From now on, we will refer to these subsets as training and development datasets
respectively.

Figure 1 shows the distribution of audio classes in the considered training
dataset, i. e. in the first 15 recordings provided. According to it, classes con-
taining speech are dominant in the database and represent the 91% of the total
time.

3 Description of the Proposed System

Figure 2 shows a detailed diagram of the proposed solution. The final output of
the proposed audio segmentation system is obtained by label level fusion of the
outputs of two different subsystems:
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noise (0.6%)

music + noise (0.8%)

silence (1.7%)

music (6.1%)

speech + music + noise (11.6%)

clean speech (22.6%)

speech + music (25.2%)

speech + noise (31.4%)

Fig. 1. Distribution of the different audio classes in the considered training set of
Albayzin 2014 database

– A state-of-the-art hidden Markov model (HMM) scheme with 8 separate
HMMs for each non overlapping class: silence, speech, music, noise, speech
with music, speech with noise, music with noise and speech with music and
with noise.

– A different approach based on GMM presegmentation and speech label re-
finement by means of i-vector classification via Multilayer Perceptron (MLP).

The outputs of both subsystems are post-processed to discard too short seg-
ments. Finally, a label level fusion algorithm is applied to combine the results
of both subsystems and maximize the precision of the final labels. Next, each
module of the system will be described in detail.

3.1 HMM segmentation

Using the training set of the database, a separate 3-state HMM with 512 mix-
tures has been trained for silence, clean speech, music, noise, speech with music,
speech with noise, music with noise and speech with music and with noise. These
eight models are used in a Viterbi segmentation to detect the boundaries of the
audio segments containing the different acoustic events. 13 MFCC with first and
second derivatives are used for the classification. Experiments made over the
development dataset showed that the use of 512 mixtures provided the lowest
Segmentation Error Rate (SER), as shown in Table 1. The HTK toolkit [12] has
been used to train the models and to perform the audio segmentation.
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Fig. 2. Structure of the proposed Audio Segmentation System

HMM mixtures Segmentation Error Rate (SER)

32 28.28%
64 28.19%
256 27.79%
512 26.50%
1024 26.95%

Table 1. Segmentation Error Rate of the HMM system for different number of Gaus-
sians in the development dataset

3.2 I-vector segmentation

As classes including speech are dominant in the database, it is important to
segment them accurately. In this system a first segmentation is made using
GMM models and then the segments containing speech are relabeled by means
of a system based on i-vectors.

First, 6 GMMs with 32 mixtures for silence, music, noise, clean speech, speech
with noise, and speech with music are used in a Viterbi segmentation. The music
with noise model is not taken into account in this system due to the limited
presence of this event in the database and the increase of the SER when applying
it to the segmentation process. The first five recordings of the training dataset
were used to train the silence, noise and music models. The audio for the speech
models was extracted just from the first recording as it has enough data to obtain
robust models (see Figure 1 which shows the audio distribution of the dataset).
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12 MFCC with first and second derivatives are used for the classification (energy
related coefficient is not used in this case).

Once the speech segments are identified, the i-vector extraction process is
carried out. A sliding window is used to extract the i-vectors corresponding to
each speech segment. The window length is set to 5 seconds in order to obtain
a reliable i-vector and 1 second is taken as frame rate as this is the resolution
applied in the Albayzin 2014 evaluation for the label boundaries. Then, a MLP
is used to classify each i-vector as clean speech, speech with noise, speech with
music or speech with music and with noise. All the segments in the training
dataset were used to train the MLP model.

To select the most appropriate dimension for the i-vectors, different MLP
classifiers were built using the training dataset and 10 fold cross-validation. Table
2 shows the results, evaluated with different measures: percentage of correct
decisions, unbalanced average precision (UAP), unbalanced average recall (UAR)
and F score. All of them indicate that dimension 100 is the most suitable for the
classification. Both MLP training and classification have been performed with
WEKA software [13].

Dimension Correct UAP UAR F-score

150 79.91% 0.7887 0.7901 0.7894
125 79.83% 0.7886 0.7897 0.7891
100 80.61% 0.7985 0.8009 0.7997
75 80.27% 0.7935 0.7949 0.7942
50 79.18% 0.7816 0.7830 0.7823
25 74.23% 0.7278 0.7328 0.7303
Table 2. MLP performance vs i-vector dimension

Finally, the speech labels from the i-vector classification along with the non-
speech labels from the Viterbi segmentation are provided to the post-processing
step to refine the boundaries of the audio segments.

3.3 Label post-processing

The aim of this step (equivalent in both subsystems) is twofold: on the one hand
to discard short duration labels, corresponding to short silences, pauses between
words and short acoustic event occurrences and on the other hand, to adapt them
to the fusion step. In the first place, labels shorter than 950 ms are removed.
Then, consecutive segments with the same label are unified. This joining process
does not improve the results of the system but makes the fusion step faster by
reducing the number of audio segments and so the number of decisions to be
made.
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3.4 Label fusion

The algorithm used for the fusion of the two systems is described in [14]. It
operates at the label level and uses the confusion matrices of the systems involved
in the fusion. The only information required to be applied are the labels assigned
by each of the systems and the reference labels in the training/development part
of the database. Experiments made over the development dataset showed that
the use of the training dataset when computing the confusion matrices provided
better SER, therefore, just the 15 recordings of the training dataset have been
used to perform this task.

4 Results

This section presents the results obtained by the system in the training and
development recordings of the Albayzin 2014 database. Table 3 shows the SER
after the label post-processing step (both subsystems) and after the label fusion.
All the results have been obtained with the evaluation script provided by the
Albayzin 2014 organization.

Track HMM system i-vec system Label Fusion

01 17.27% 9.55% 8.7%
02 20.82% 10.84% 9.81%
03 16.07% 10.29% 8.9%
04 21.43% 10.33% 9.58%
05 17.88% 9.39% 8.52%
06 22.94% 14.6% 13.14%
07 28.18% 10.27% 9.64%
08 13.97% 10.92% 9.7%
09 19.3% 10.35% 9.33%
10 17.24% 12.55% 10.36%
11 20.77% 10.36% 9.09%
12 17.02% 8.11% 6.69%
13 17.48% 10.33% 8.81%
14 19.38% 12.94% 11.71%
15 19.75% 8.87% 7.81%

ALL 1-15 19.38% 10.67% 9.49%

16 18.79% 15.72% 14.55%
17 14.17% 12.87% 11.23%
18 25.74% 16.35% 14.98%
19 19.68% 15.66% 14.85%
20 33.09% 21.73% 20.55%

ALL 16-20 21.99% 16.33% 15.1%
Table 3. Segmentation Error Rate of each step of the proposed system for the training
and development sessions
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As displayed in Table 3, the i-vector system performs better than the HMM
based system with a 16.33% of SER in the development part of the database.
It also shows less variability in the obtained values, in both training and devel-
opment sets. This is possibly due to its higher class discrimination. By applying
the label fusion step the segmentation error is reduced by a relative 8% in the
development set, which clearly proves the validity of the proposed algorithm,
even when the HMM system presents a considerably higher error rate than the
i-vector system.

The following tables show the results obtained by the system for each of the
target acoustic events individually (speech, music and noise) over the develop-
ment set. The evaluation script provided by the Albayzin 2014 organization has
been used to get these values. The error of the HMM and i-vector subsystems
after the label post-processing are analyzed in the first place. Then, the error of
system after the label fusion is presented.

Table 4 shows the results of the HMM system over the development set.
The main source of the segmentation error resides on the noise detection (with
28.9% Missed Class Time and 41.2% False Alarm Class Time). The system also
presents a considerably high error rate for the music class that comes mainly
from the Missed Class Time contribution (23.2%) while the speech class labeling
obtains good results (5.3% Total Class Error Time).

Error Speech Music Noise

Missed Class Time 2.0% 23.2% 28.9%
False Alarm Class Time 3.3% 9.4% 41.2%
Total Class Error Time 5.3% 32.6% 70.11%

Table 4. Results of the HMM system for speech, music and noise classes independently

The results of the i-vector system over the development set can be seen in
Table 5. As it occurs in the HHM system, the main source of the segmenta-
tion error resides on the noise and music detection, although this system gets
a considerably better performance compared to the HMM system in both cases
(with 18.4% Total Class Error Time for music and 46.5% for noise). This mu-
sic and noise error reduction is not consequence of a better “only music” and
“only noise” classification, but of a better “speech with music”, “speech with
noise” and “speech with music and with noise” discrimination performed by the
MLP i-vector classifier. The speech labeling obtains slightly lower results com-
pared to the HMM subsystem (7.6% Total Class Error Time) due to the Missed
Class Time contribution, as a result of a less accurate speech and non-speech
presegmentation performed by the GMM classifier.

Finally, Table 6 shows the final results of the proposed system (after the
label fusion step) over the development set. The improvement obtained by the
fusion step is mainly due to the more accurate labeling of the music class. The
fusion step decreases considerably the music Total Class Error Time, reducing
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Error Speech Music Noise

Missed Class Time 4.4% 11.9% 18.1%
False Alarm Class Time 3.2% 6.5% 28.4%
Total Class Error Time 7.6% 18.4% 46.5%

Table 5. Results of the i-vector system for speech, music and noise classes indepen-
dently

by a relative 18% the segmentation error obtained by the i-vector system. On the
other hand, it barely affects the speech and noise labeling, with similar values
to those provided by the best subsystem in each case.

Error Speech Music Noise

Missed Class Time 3.0% 8.6% 17.9%
False Alarm Class Time 3.1% 6.4% 28.6%
Total Class Error Time 6.1% 15.0% 46.5%

Table 6. Results after label fusion for speech, music and noise classes independently

Table 7 shows the CPU time required in order to process all the recordings
of the test dataset. The time required for the label fusion step is also shown.
These measures were made on a octa-core Intel Xeon 2.27 GHz computer with
64 GB memory.

Database HMM system i-vec system Label Fusion

15h 37m 50s 1h 39m 17s 8h 9m 17s 5s
Table 7. CPU time required in order to process the test part of the database

It is worth mentioning that the i-vector system implementation is far from
being optimal. File management is required between the audio parametrization
and the i-vector extraction steps which takes 80% of the required process time.
Integration of these two steps would decrease considerably the CPU time shown
in Table 7 for the i-vector subsystem.

5 Conclusions

This paper presents the audio segmentation system developed by Aholab Signal
Processing Laboratory for the Albayzin 2014 Evaluation Campaign. The output
of the proposed system has been obtained by fusion of the labels of two differ-
ent subsystems: A state-of-the-art HMM scheme with 8 separate HMMs and a
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different approach based on GMM speech/non speech segmentation and speech
label refinement by means of i-vector classification. These subsystems obtain a
Total Class Error Time of 21.99% and 16.33% respectively. respectively in the
development set. A label level fusion algorithm has been applied with an im-
provement of 18% in the results for the music class, which translates in an 8%
reduction of Total Class Error Time.

A robust audio segmentation system has been built by taking advantage of
the capabilities of the two subsystems: non-speech segmentation performed by
the HMM system and the speech segments classification performed by the MLP
i-vector classifier.
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Abstract. This document describes the 2014 Albayzin Audio Segmen-
tation Evaluation that will be conducted as part of the Iberspeech 2014
conference. Audio Segmentation is a very important task for some speech
technologies applications like Automatic Speech Recognition or Spoken
Document Retrieval. This evaluation consists of segmenting and labeling
broadcast audio documents to indicate which segments contain speech,
music and/or noise. Unlike previous editions, this evaluation aims at
providing an experimental framework for segmentation systems across
different databases that can be merged or even overlapped increasing
the difficulty from last editions. Therefore, the main goal is to test the
robustness of the participating systems against different acoustic con-
texts. The Segmentation Error Rate will be used as scoring metric as
Diarization Error Rate is used in the Diarization evaluations organized
by NIST as part of the RT evaluations.

1 Introduction

In some applications of speech technologies like Automatic Speech Recognition
systems for Broadcast shows or Spoken Document Retrieval in very large mul-
timedia repositories, Audio Segmentation is considered a very important task.
Speech is usually found along with music or environmental noise, and the pres-
ence of each one of these acoustic classes must be accurately labeled, since the
accuracy of these labels is critical for the subsequent systems to be successful.
Thus, the development of accurate Audio Segmentation Systems is essential to
allow applications like ASR or SDR to perform adequately in real-world envi-
ronments.

However, the audio documents are increasing day by day due to the audio-
sharing websites or the audio on demand systems. Users around the world can
upload and share their content and, therefore, the variability of the sound is very
high. This evaluation aims at measuring the quality of the segmentation systems
for different databases and different contexts.
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2 Description of the Evaluation

The proposed evaluation consists of segmenting a broadcast audio document and
assign labels for each segment indicating the presence of speech, music and/or
noise. That is, two or more classes can be found simultaneously in audio seg-
ments and the goal is to indicate if one, two or the three aforementioned classes
are present for a given time instant. For example, music can be overlapped with
speech or noise can be in the background if someone is speaking. In this evalu-
ation, we consider that Speech is present every time that a person is speaking
but not in the background. Music is understood in a general sense and Noise is
considered every time some acoustic content is present different than speech and
music (including speech in the background).

2.1 Changes from the 2010 and 2012 Albayzin Audio Segmentation
Evaluation

As in the 2010 and 2012 Albayzin Audio Segmentation Evaluation, the goal is
segmenting and labeling audio documents indicating where speech, music and/or
noise are present. Following the 2012 evaluation criteria, no prior classes are de-
fined (speech, music, speech with noise in background, speech with music in back-
ground, other) and a multiple layer labeling is proposed. Nevertheless, the goal
this year is to segment the incoming audio into the three possibly overlapped
acoustic classes (Speech, Music and Noise) where the audio is composed of dif-
ferent databases that can be merged or even overlapped increasing the difficulty
from last editions dramatically.

3 Database Description

The database for this evaluation is a combination and fusion of three databases
defined below:

The first set is the Catalan broadcast news database from the 3/24 TV
channel proposed for the 2010 Albayzin Audio Segmentation Evaluation [1, 2].
This database was recorded by the TALP Research Center from the UPC in 2009
under the Tecnoparla project [3] funded by the Generalitat the Catalunya. The
Corporació Catalana de Mitjans Audiovisuals (CCMA), owner of the multimedia
content, allows its use for technology research and development. The database
consists of around 87 hours of recordings in which speech can be found in a 92%
of the segments, music is present a 20% of the time and noise in the background
a 40%. Another class called others was defined which can be found a 3% of the
time. Regarding the overlapped classes, 40% of the time speech can be found
along with noise and 15% of the time speech along with music.

The second set is the Aragón Radio database from the Corporación Aragonesa
de Radio y Televisión (CARTV) which was used for the 2012 Albayzin Audio
Segmentation Evaluation [4]. As the owner of the audio content, Aragón Radio
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and the Corporación Aragonesa de Radio y Televisión allow the use of these
data for research purposes.

The last set will be composed of environmental sounds from Freesound.org
[5] and HuCorpus [6] among others. This sounds will be merged with segments
from the 3/24 TV and Aragón Radio databases.

All the data that will be supplied in PCM format, mono, little endian 16 bit
resolution, and 16 kHz sampling frequency.

4 Segmentation Scoring

As in the NIST RT Diarization evaluations [7], to measure the performance of
the proposed systems, the segmentation error score (SER) will be computed as
the fraction of class time that is not correctly attributed to that specific class
(speech, noise or music). This score will be computed over the entire file to
be processed; including regions where more than one class is present (overlap
regions).

This score will be defined as the ratio of the overall segmentation error time
to the sum of the durations of the segments that are assigned to each class in
the file.

Given the dataset to evaluate Ω, each document is divided into contiguous
segments at all class change points1 and the segmentation error time for each
segment n is defined as

Ξ(n) = T (n) [max (Nref (n), Nsys(n)) −NCorrect(n)] (1)

where T (n) is the duration of segment n, Nref (n) is the number of reference
classes that are present in segment n, Nsys(n) is the number of system classes
that are present in segment n and NCorrect(n) is the number of reference classes
in segment n correctly assigned by the segmentation system.

SER =

∑
n∈Ω

Ξ(n)∑
n∈Ω

(T (n)Nref (n))
(2)

The segmentation error time includes the time that is assigned to the wrong
class, missed class time and false alarm class time:

– Class Error Time: The Class Error Time is the amount of time that has
been assigned to an incorrect class. This error can occur in segments where
the number of system classes is greater than the number of reference classes,
but also in segments where the number of system classes is lower than the
number of reference classes whenever the number of system classes and the
number of reference classes are greater than zero.

1 A “class change point” occurs each time any reference class or system class stars or
ends. Thus, the set of active reference classes and/or system classes does not change
during any segment
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– Missed Class Time: The Missed Class Time refers to the amount of time
that a class is present but not labeled by the segmentation system in seg-
ments where the number of system classes is lower than the number of ref-
erence classes.

– False Alarm Class Time: The False Alarm Class Time is the amount of
time that a class has been labeled by the segmentation system but is not
present in segments where the number of system classes is greater than the
number of reference classes.

A forgiveness collar of one second, before and after each reference bound-
ary, will be considered in order to take into account both inconsistent human
annotations and the uncertainty about when a class begins or ends.

4.1 Segmentation Scoring Tool and Audio Segmentation Systems
Output Files

The tool used for evaluating the segmentation system is the one developed for
the RT Diarization evaluations by NIST “md-eval-v21.pl”, available in the web
site of the NIST RT evaluations and directly accessible by clicking http://www.

itl.nist.gov/iad/mig/tests/rt/2006-spring/code/md-eval-v21.plhere.

The format’s definition for the submission of the Audio Segmentation results
has been fixed according to the operation of the NIST’s tool. Specifically the Rich
Transcription Time Marked (RTTM) format will be used for audio segmenta-
tion system output and reference files. RTTM files are space-separated text files
that contain meta-data ’Objects’ that annotate elements of each recording and
a detailed description of the format can be found in Appendix A of the 2009
(RT-09) Rich Transcription Meeting Recognition Evaluation Plan [7]. Neverthe-
less, since in this evaluation, acoustic classes will be considered as if they were
speakers in Diarization evaluations, the “SPEAKER” object will be used. Thus,
the required information for each segment will be:
SPEAKER File Channel Beg Time Dur <NA> <NA> Class Name <NA> <NA>

Where:

– SPEAKER: Is a tag indicating that the segments contains information
about the beginning, duration, identity, etc. of a segment that belongs to a
certain speaker. In our case, instead of a speaker, an acoustic class will be
considered (speech, music or noise).

– File: Is the name of the considered file.

– Channel: Refers to the channel. Since we are dealing with mono recordings
this value will always be 1.

– Beginning Time: The beginning time of the segment, in seconds, measured
from the start time of the file.

– Duration: Indicates the duration of the segment, in seconds.

– Class Name: Refers to the name of the class that is present in the consid-
ered segment (sp for speech, mu for music, no for noise).
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The tag <NA> indicates that the rest of the fields are not used. The numer-
ical representation must be in seconds and hundredth of a second. The decimal
delimiter must be ’.’.

As an example, let us consider that we are dealing with a recording contained
in a file named session08.wav. Thus, the RTTM file name session08.rttm will
contain the required information about that specific file. If the first three rows
of the file are:
SPEAKER session08 1 2.67 17.91 <NA> <NA> mu <NA> <NA>

SPEAKER session08 1 11.98 13.30 <NA> <NA> sp <NA> <NA>

SPEAKER session08 1 25.28 76.20 <NA> <NA> no <NA> <NA>

This means that there is one segment containing music that starts at 2.67 sec.
with a duration of 7.91 sec. Then in second 11.98 a speech segments starts with
a duration of 13.30 sec. and finally, a noise segment starts at 25.28 sec. with a
duration of 76.20 sec.

The Albayzin 2014 Audio Segmentation evaluation will use the md-eval ver-
sion 21 software and the command line will be:
md-eval-v21-force-mapping.pl -c 1.0 -r <SPKR-REFERENCE>.rttm
-s <SYSTEM>.rttm

5 General Evaluation Conditions

The organizers encourage the participation of all researchers interested in audio
segmentation. All teams willing to participate in this evaluation must send an
e-mail to

– ortega@unizar.es
– dcastan@unizar.es

Indicating the following Information:

– RESEARCH GROUP:
– INSTITUTION:
– CONTACT PERSON:
– E-MAIL:

with CC to the Chairs of the IberSpeech 2014 Evaluations::

– iberspeech2014@ulpgc.es

before July 15, 2014.
All participant teams must submit at least a primary system but they can also

submit up to two contrastive systems. Each and every submitted system must
be applied to the whole test database. The ranking of the evaluation will be done
according to results of the primary systems but the analysis of the results of the
contrastive systems will be also processed and presented during the evaluation
session at Iberspeech. All participant sites must agree to make their submissions
(system output, system description, ...) available for experimental use by the
rest of the participants or the organizing team.
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Each participant team must provide also the total time required to run the
set of tests for each submitted system (specifying the computational resources
used). No manual intervention is allowed for each developed system to generate
its output, thus, all developed systems must be fully automatic. Listening to the
evaluation data, or any other human interaction with the evaluation data, is not
allowed before all results have been submitted. The evaluated systems must use
only audio signals. Any publicly available data can be used for training together
with the data provided by the organization team to train the audio segmentation
system. In case of using additional material, the participant will notify it and
provide the references of this material.

5.1 Results Submission Guidelines

The evaluation results must be presented in just one RTTM file per submitted
system. The file output file must be identified by the following code:

EXP-ID::=<SITE> <SYSID> where,

– <SITE>: Refers to a three letter acronym identifying the participant team
(UPM, UPC, UVI, ...)

– <SYSID>: Is an alphanumeric string identifying the submitted system. For
the primary system the SYSID string must begin with p-, c1- for contrastive
system 1 and c2- for contrastive system 2.

Each participant site must send an e-mail with the corresponding RTTM
result files alogn with a technical description of the submitted systems to

– ortega@unizar.es
– dcastan@unizar.es

before September 30, 2014.

5.2 System Descriptions

Participants must send, along with the result files, a PDF file with the description
of each submitted system. The format of the submitted documents must fulfil
the requirements given in the IberSpeech 2014 call for papers. You can use the
templates provided for the Iberspeech conference (WORD or LATEX). Please,
include in your descriptions all the essential information to allow readers to
understand which are the key aspects of your systems.

5.3 Schedule

– June 23, 2014: Release of the training and development data.
– July 15, 2014: Registration deadline.
– September 3, 2014: Release of the evaluation data.
– September 30, 2014: Deadline for submission of results and system descrip-

tions.
– October 15, 2014: Results distribute to the participants.
– Iberspeech 2014 workshop: Official public publication of the results.
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Abstract. This paper describes the system developed in a joint effort by ATVS-

UAM and GEINTRA-UAH for the ALBAYZIN 2014 Search-on-Speech Eval-

uation. Among the four different modalities of the evaluation, we have decided 

to participate only in the Spoken Term Detection (STD) Evaluation. Our system 

employs an Automatic Speech Recognition (ASR) subsystem to produce word 

lattices and a Spoken Term Detection (STD) subsystem to retrieve potential oc-

currences. Kaldi toolkit has been used both for building the ASR subsystem and 

the STD subsystem. The Fisher Spanish Corpus has been used for training the 

ASR subsystem. In order to adapt both the acoustic and the language models to 

the task, the development data provided by the organizers have been added to 

the Fisher Spanish corpus. Our best ASR result on Fisher Spanish corpus is 

about 50% Word Error Rate (WER), and about 75% WER on a small part of the 

development data provided by the organizers. Our best STD result on this part 

of the development data is an ATWV of 0.1863. 

Keywords: Spoken Term Detection, Keyword Spotting, Search on Speech, Au-

tomatic Speech Recognition.   

1 Introduction 

The increasing volume of speech information stored in audio and video repositories 

motivates the development of automatic audio indexing and spoken document retriev-

al systems. Spoken Term Detection (STD), defined by NIST as ‘searching vast, heter-

ogeneous audio archives for occurrences of spoken terms’ [9] is a fundamental block 

of those systems, and significant research has been conducted on this task [1, 5, 6, 10, 

13, 14, 15, 16]. 

This paper presents the ATVS-GEINTRA STD system submitted to the 

ALBAYZIN 2014 Search-on-Speech Spoken Term Detection (STD) Evaluation. It is 

a collaborative work of the ATVS research group from Universidad Autónoma de 

Madrid and GEINTRA research group from Universidad de Alcalá. Most of the work 
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was conducted by a student (Junchen Xu) under the supervision of the other authors 

as part of his end of studies project of Telecommunications Engineering. 

The submission involves an automatic speech recognition (ASR) subsystem, and 

an STD subsystem. The ASR subsystem converts input speech signals into word lat-

tices, and the STD subsystem integrates a term detector which searches for putative 

occurrences of query terms, and a decision maker which decides whether detections 

are reliable enough to be considered as hits or should be rejected as false alarms.  

The ASR subsystem is based on Gaussian mixture models (GMM) and was built 

using the Kaldi toolkit [12]. The training process largely followed the Switchboard s5 

recipe, adapted to use the Fisher Spanish corpus [3] and the training/development 

materials provided by the organizers. The same tool was used to conduct decoding 

and produce word lattices. 

In previous works [14, 15] we used a proprietary STD subsystem employing an n-

gram reverse indexing approach [7] to achieve fast term search. This approach in-

dexed word/phone n-grams retrieved from lattices, and term search was implemented 

as retrieving n-gram fragments of a query term. Then, the confidence score of a hy-

pothesized detection was computed as the averaged lattice-based score of the n-grams 

of the detection. 

For this evaluation, our goal was to compare our proprietary STD subsystem to the 

STD subsystem recently provided as part of the Kaldi toolkit [12]. However, due to 

insufficient time and resources during the evaluation, we were only able to produce 

scores/detections with the STD subsystem of Kaldi, leaving the interesting compari-

son for future, post-evaluation work. 

We have finally submitted two systems, ATVS-GEINTRA_STD_pri and ATVS-

GEINTRA_STD_con1. Both are almost the same system with the only difference that 

the primary system is designed to optimize the Actual Term Weighted Value 

(ATWV) while the second system is designed to optimize the Word Error Rate 

(WER) in the ASR subsystem.   

The rest of the paper is organized as follows: Section 2 presents the details of our 

primary system, including the system description and the detailed description of the 

database used. Section 3 highlights the differences between the primary and the con-

trastive systems. Finally, Section 4 provides conclusions and future research direc-

tions. 

2 Primary System: ATVS-GEINTRA_STD_pri 

Our submission involves an ASR subsystem and an STD subsystem, both based on 

Kaldi. Figure 1 shows our system architecture. Training was conducted using the 

Fisher Spanish corpus [3] and the training/development data provided by the organiz-

ers. The primary system was designed to optimize the ATWV on the train-

ing/development data provided by the organizers.  
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Fig. 1. STD system architecture. 

2.1 System description 

This section will describe the ASR and the STD subsystems in sequence. Instead of 

resorting to a hybrid approach using a word-based system to deal with in-vocabulary 

(INV) terms and a phone-based system to treat out-of-vocabulary (OOV) terms, as in 

previous works [14,15], we only used the method implemented in Kaldi to deal with 

OOV words. This method is based on proxy words and consists of substituting the 

OOV term to search by acoustically similar INV words (proxy words) and searching 

for these proxy words instead. This method allows dealing with OOV words without 

having to build two different ASR modules (word-based and subword-based) and 

correspondingly two different sets of lattices and indices. Details can be found in [12]. 

Our primary goal with this system was to compare it to our previous hybrid approach 

[14,15], but we did not have time to do that comparison by the evaluation deadline.  

Automatic Speech Recognition Subsystem 

 

The Kaldi toolkit [12] was used to build the ASR subsystem, and we largely follow 

the Switchboard s5 recipe, except some minor changes in the configurations. Specifi-

cally, the acoustic features are 13-dimensional Mel-frequency cepstral coefficients 

(MFCCs), with cepstral mean and variance normalization (CMVN) applied to miti-

gate channel effects. We build two context-dependent phonetic acoustic models work-

ing directly on MFCCs, corresponding to two training iterations (we refer to these 

models as MFCC_1 and MFCC_2). The normalized MFCC features then pass a splic-

er which augments each frame by its left and right 4 neighboring frames. A linear 

discriminant analysis (LDA) is then employed to reduce the feature dimension to 40, 

and a maximum likelihood linear transform (MLLT) is applied to match the diagonal 

assumption in the GMM acoustic modeling. The model trained on these new features 

is denoted as +LDA+MLLT in the rest of the paper. After this model, the maximum 

likelihood linear regression (MLLR) and the speaker adaptive training (SAT) tech-

niques are applied to improve model robustness. This model will be referred as 

+MLLR+SAT. Then a discriminative training approach based on the maximum mu-

tual information (MMI) criterion is adopted to produce better models. Finally, the 

feature-space based maximum mutual information (fMMI) technique is applied to 

build the final models.  
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Based on the acoustic models, a word-based ASR system was built for searching 

INV terms. OOV terms were searched in the word lattices using the proxy words 

method implemented in Kaldi. The system uses a 3-gram word-based LM. 

An energy-based voice activity detection (VAD) implemented in SoX is used to 

segment speech signals into utterances. Some heuristics of utterance and silence dura-

tion are employed to constraint the VAD process, where the heuristic parameters were 

optimized on a development set. The segmented utterances are then fed into the de-

coder implemented in Kaldi, which produces word lattices. 

Spoken Term Detection Subsystem 

 

The Spoken Term Detection subsystem uses the keyword search tools provided by 

Kaldi. A brief description of the process, slightly modified from the one available in 

the Kaldi webpage is included here for completeness.  

Lattices generated by the above ASR subsystem are processed using the lattice in-

dexing technique described in [2]. The lattices of all the utterances in the search col-

lection (speech data) are converted from individual weighted finite state transducers 

(WFST) to a single generalized factor transducer structure in which the start-time, 

end-time, and lattice posterior probability of each word token is stored as a 3-

dimensional cost. This structure represents an inverted index of all word sequences 

seen in the lattices.  

Given a query term, a simple finite state machine is created that accepts the term 

and composes with the factor transducer to obtain all occurrences of the term in the 

search collection, along with the utterance ID, start-time, end-time, and lattice poste-

rior probability of each occurrence.  

Finally, the decision maker simply sorts all these occurrences according to their 

posterior probabilities and a YES/NO decision is assigned to each occurrence. 

OOV words are dealt with a method called proxy words, fully described in [4]. It 

essentially consists of substituting the OOV word to search with INV proxy words 

that are acoustically similar. The advantage of this method is that it does not require 

the use of a hybrid approach (word and sub-word models and lattices) as in our previ-

ous methods [14,15], being able to deal with OOV words using only a word ASR 

subsystem and a word-based lattice index. Our goal was to compare both methods in a 

different task but we could not perform that comparison for the evaluation and it re-

mains as future work. 

2.2 Train and development data 

The evaluation task involves searching for some terms from speech data in the 

MAVIR corpus [8] that mainly contains speech in Spanish recorded during the 

MAVIR conferences. Since we did not have a large collection of comparable data, we 

decided to use a large database in Spanish to train the ASR module. We chose Fisher 

Spanish corpus [3] which amounts to 163 hours of conversational telephone speech 

(CTS) recordings (two sides) from 136 speakers. We used the same data for training 
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the acoustic and language models. Since the data in the corpus (CTS) were very dif-

ferent from the data in the evaluation (mainly speech in conferences), we used the 

training and development data provided by the organizers, along with their transcrip-

tions available in [8] to adapt the acoustic and language models. 

The Fisher Spanish corpus was separated into mono recordings and divided into 

the three parts described in Table 1. The time in hours includes all the recorded si-

lences. 

Table 1. Partition of the Fisher Spanish corpus. 

Part # Recordings # Speakers # Hours 

Train 1348 112 ~268 

Dev 146 12 ~28 

Test 144 12 ~28 

 

For training the ASR subsystem (acoustic and language models), we used  the 

Train part and we evaluated the ASR subsystem using the Test part. The Dev part was 

used to tune parameters and to evaluate language model perplexity, which was 

196.76.  

 

When we started to process the corpus, we used our own rule-based grapheme-to-

phoneme conversion module in Spanish to derive the phoneme transcriptions of the 

words in the lexicon. However, we soon realized that Fisher Spanish corpus had plen-

ty of words in English (it is a Spanish corpus recorded mainly in the U.S.A.), so we 

had to perform a deeper analysis of the corpus and do something with the English 

words. Table 2 describes the types and amounts of words found in the Fisher Spanish 

corpus. 

Table 2.  Type and amount of words found in the Fisher Spanish corpus. 

Type # words 

Spanish words 25400 

English words over 3000 

Partial words ~ 2200 

Interjections 94 

Spanish Acronyms  85 

English Acronyms 92 

 

For the English words, we decided to use the CMU Dictionary to obtain an English 

phoneme transcription and define translation rules from English to Spanish phonemes 

to build the phoneme transcription of the English words using Spanish phonemes. 

Interjections and acronyms were transcribed manually. In the end, we had a dictionary 

of about 30,000 terms, fully transcribed with a set of 24 Spanish phonemes. 

Besides the phoneme models, we included models for the different types of noise 

present in the corpus. Table 3 summarizes these types of noise and their absolute fre-

quency in the Fisher Spanish Corpus. 
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Table 3. Non-speech events present in the Fisher Spanish Corpus that were modeled with 

independent acoustic models. 

Type # occurrences 

<background> 8480 

<laugh> 10957 

<breath> 4728 

<cough> 618 

<sneeze>  16 

<lipsmack> 203 

  

We also used the MAVIR data provided by the organizers for train-

ing/development. The organizers of the evaluation provided 7 recordings that amount 

at about 5 hours in total. From these 7 files, we decided to use only 5 for training. 

These 5 files have been added to the Fisher Spanish corpus to adapt a bit the acoustic 

and language models to the target speech type.  The 2 remaining files, which amount 

at about 2 hours of audio, were reserved to conduct development spoken term detec-

tion experiments.  

For the final systems submitted we added all the training/development data (7 files) 

to train the final acoustic and language models used to process the evaluation materi-

als and produce the final results. 

2.3 Optimization and results on development data 

We conducted initial experiments using only the Fisher Spanish corpus to evaluate 

our ASR subsystem, and then used the MAVIR training/development data for STD 

experiments.  Here, we report these development and optimization results. 

Table 4 summarizes the ASR results obtained on the Test partition of Fisher Span-

ish corpus (see Table 1) in terms or Word Error Rate (WER) for the different training 

stages. 

Table 4. WER obtained at the different training stages of the ASR subsystem on Fisher Spanish 

corpus.  

Training stage WER (%) 

MFCC_1 61.30 

MFCC_2 61.18 

+LDA + MLLT 56.98 

+MLLR + SAT 52.07 

+MMI 50.27 

+fMMI 49.88 

 

Our ASR results are not still state-of-the-art. For instance, in [11] a WER of 36.5% 

is reported on Fisher Spanish corpus, although the partition used for test is different to 

ours. 
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After testing our ASR subsystem on Fisher data, we tested it on the 2 files from the 

MAVIR data provided as training/development that we reserved for STD experi-

ments. Results are presented on Table 5. Initial results (with only Fisher data for train-

ing) were very poor. After adapting the language (based on a new dictionary with 

~1000 additional words) and acoustic models, results improved, but still reached a 

WER of about 75%, significantly worse than for Fisher Spanish data. This was some-

thing expected due to the mismatch between Fisher Spanish and MAVIR data. We 

used the language and acoustic models adapted using MAVIR data for the rest of the 

evaluation. For the final results, we even used all the 7 training/development files to 

improve adaptation to MAVIR data. 

Table 5. WER obtained at the different training stages of the ASR subsystem on MAVIR data 

for Initial models (trained only on Fisher Spanish data), with LM adapted to MAVIR data and 

with language and acoustic models adapted to MAVIR data.  

Training stage WER (%) 

Initial 

WER (%) 

LM adapted 

WER (%) 

LM & acoustic 

models adapted 

MFCC_1 99.21 82.02 79.49 

MFCC_2 99.04 81.97 78.94 

+LDA + MLLT 98.69 80.69 75.68 

+MLLR + SAT 98.97 81.23 75.82 

+MMI 98.65 80.61 74.59 

+fMMI 99.09 83.15 76.69 

  

We also conducted STD experiments on the 2 files reserved from the train-

ing/development data, and obtained the results presented in Table 6 in terms of Max-

imum Term Weighted Value (MTWV).  

Table 6. MTWV obtained at the different training stages of the ASR subsystem on the 2 files 

of the MAVIR data reserved for STD experiments. As in Table 5, language and acoustic 

models adapted to MAVIR data used the remainding 5 MAVIR files. 

Training stage MTWV 

MFCC_1 0.0971 

MFCC_2 0.1160 

+LDA + MLLT 0.1863 

+MLLR + SAT 0.1603 

+MMI 0.1845 

+fMMI 0.1664 

 

The system submitted as primary system was the one that optimized the MTWV, 

which is the LDA+MLLT system using language and acoustic models adapted to 

MAVIR data. YES/NO decision threshold was set to make ATWV reach the MTWV. 
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This system was further improved by including the 2 files from the MAVIR train-

ing/development data that we initially reserved for STD experiments in the training of 

the acoustic and language models. We did a final experiment on all the train-

ing/development data (7 MAVIR files) using this system. The results we obtained 

were MTWV=0.6287 and ATWV=0.6233. These results are much better than those 

obtained before because in this experiment a considerable amount of the material used 

for test (5 out of 7 files) was also used for training.  

3 Contrastive System: ATVS-GEINTRA_STD_con1 

The contrastive system we submitted is essentially the same, but optimized for 

WER instead of for MTWV. This is an MMI system optimized in threshold to make 

the ATWV meet the MTWV. As with the primary system, we improved the system 

by including in training the 2 files from the MAVIR training/development data initial-

ly reserved for STD experiments. The final experiment using all the 7 MAVIR train-

ing/development data achieved an MTWV=0.8327 and an ATWV=0.8155. Again, 

these results are highly unrealistic due to the re-use of data in training and test.  

4 Conclusions and future work 

This paper presents the ATVS-GEINTRA systems submitted to the ALBAYZIN 

2014 Search on Speech Spoken Term Detection evaluation. Two systems were built. 

Both involve an ASR subsystem to produce word lattices and an STD subsystem for 

occurrence detection. Kaldi toolkit has been used to construct both subsystems. The 

systems were basically the same. The only difference relies on the ASR subsystem 

configuration chosen. One system employed a WER optimization-based tuning, while 

the other simply tuned the whole system towards the STD metric (ATWV). The best 

system achieved an ATWV of 0.1863 on a subset of the development data.  

Future work will focus on the ASR subsystem, whose performance relates to that 

of the entire STD system in a large extent. For that, a Deep Neural Network-based 

ASR system should improve the final STD performance, as has been shown in ASR 

research during the last few years. 
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Abstract. This paper describes the GTH-UPM system for the Albayzin
2014 Search on Speech Evaluation. The evaluation task consists of
searching a list of terms/queries in audio files. The GTH-UPM system we
are presenting is based on a LVCSR (Large Vocabulary Continuous Speech
Recognition) system. We have used MAVIR corpus and the Spanish
partition of the EPPS (European Parliament Plenary Sessions) database
for training both acoustic and language models. The main effort has
been focused on lexicon preparation and text selection for the language
model construction. The system makes use of different lexicon and
language models depending on the task that is performed. For the best
configuration of the system on the development set, we have obtained a
FOM of 75.27 for the keyword spotting task.

Keywords: keyword spotting, spoken term detection, query by
example, automatic speech recognition

1 Introduction

The search of information on speech has found many applications in the field
of automatic speech recognition (ASR) in recent years. For applications such as
dialog managers, conversational agents or spoken information retrieval systems,
spotting significant keywords could be more important than recognizing the
whole content of an utterance.

The tasks proposed in the 2014 Albayzin Search on Speech Evaluation entail
several difficulties that must be taken into account in order to develop an optimal
system. Besides the specific conditions and requirements of each task, there
are some common features inside the MAVIR corpus (the one used for the
evaluation) which demand to be studied at the early stages of the system design.
These are mainly related to the acoustic conditions of the audio files. Due to the
diversity of the recording conditions, the complexity of the task is increased
and the robustness of the system must be optimized. On the one hand, the
audios in the MAVIR corpus have several Spanish speakers, including both men
and women. This means the acoustic models need to be trained covering this
variety. And on the other hand, the quality of the audios changes, in terms of
noise and different conditions between recording sessions. This characteristic is
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crucial in order to look for supplementary material corpus, whose audios should
have similar acoustic conditions.

There are four tasks proposed in the Search on Speech Evaluation: Keyword
Spotting (KWS), Spoken Term Detection (STD), Query-by-Example Spoken
Term Detection (QbE STD) and Query-by-Example Spoken Document Retrieval
(QbE SDR). They are very similar between them, since for all we have a list of
terms (written or spoken) that we must search on the input speech, outputting
the timestamps and a score of trust. We briefly describe their particularities.
For KWS, the list of written terms (keywords) is known before processing the
audios, so we can prevent the system to listen carefully for them. For STD, we
pursue the same goal as for KWS except that the list of terms is known after
processing the audios, so no prevention can be made. For QbE STD, we have the
same conditions as for STD except that the search list is made by spoken terms
and then an initial stage of recognition of these terms has to be made before
searching. And for QbE SDR, as for QbE STD, the list is provided by spoken
terms (with the possibility of more instances per term, all in Basque language),
but now the output is a score of confidence for a spoken term appearing in a
spoken document.

There are several approaches to each task in the state-of-art of Automatic
Speech Recognition. As a first gross division, specially for the KWS and STD
detection tasks, we can distinguish between systems based on Large Vocabulary
Continuous Speech Recognition (LVCSR) and systems based only on keywords
and non-keywords models. LVCSR systems allow a simple word-level search,
but they need a complete training of the models in order to make possible
the recognition of such a large vocabulary. Besides, they also need a proper
language model for the correct connection between words in a continuous speech
recognition system. Only terms in the vocabulary may be recognized, so any term
out-of-vocabulary will never be recognized. For open vocabulary systems where
no information about the set of keywords is provided while training the models,
it may be required a large amount of training data in order to increase the
probability of modeling the probable keywords [1]. And even using an extremely
large corpus, we can never accurately model all possible strings of words. In this
sense, the most common probabilistic approach for building language models in
ASR applications is based on N-grams. This approach models the probability
of finding ordered sequences of N words. Nevertheless, in order to face the data
sparsity when modeling language, regarding to its variety and complexity, we
can employ a smooth variation of N-gram, that is skip-grams. Skip-grams allow
us to form new N-grams by skipping one or more words in a word sequence, so
the context can be obtained widely around a word. This may overcome the data
sparsity problem and may reduce the need of larger corpus. In [2], skip-grams
are proven to outperform the standard N-grams for different test documents by
using less amount of training data.

Within non-LVCRS systems we find variety depending on the purpose. For
the KWS task, it is extended the use of systems based on filler models (also
called garbage models). These systems make a phonetic decoding and look for
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the phonetic sequence that best fits the phonetic transcription of each keyword,
making use of a confident measure based on word segments or on the proportion
of correct phonemes. In order to minimize the number of false alarms, these
systems do not only model the keywords, but also the non-keyword parts of
speech. This background model is referred as filler model, and it is also based
in phonetic models. One advantage of these systems over LVCSR systems is
the higher speed due to their simplicity. Besides, phonetic-based systems do not
depend on a large vocabulary like LVCSR, so the problem with out-of-vocabulary
terms is avoided, and can be used as well for the STD [3] and QbESTD [4] tasks.
Some systems, as in [5], are hybrid systems of LVCSR and phonetic engines.
LVCSR is reserved for in-vocabulary terms due to its robustness and phonetic
search and alignment is employed with out-of-vocabulary terms, so no query is
uncovered by the system.

The systems mentioned above often make use of Hidden Markov Models.
However, other approaches have been developed based on neural networks, on
discriminative learning procedures, or on graphical models (GM). As an example,
GM makes use of the graph theory in order to describe the time evolution
of speech statistically. In [1], GM was used to perform a KWS task with a
non-LVCSR system, with the particularity of being vocabulary independent and
without require the training of an explicit filler model.

In the next section, we will describe the system submitted by our group for
this Search on Speech Evaluation. We have attempted to perform tasks 1 to 2,
with a LVCSR system as described below.

2 System description

As we previously said, the system developed for this evaluation consists of a
LVCSR system. The feature vectors we used for the acoustic model training
consisted of the first 13 PLP coefficients, as well as their first and second order
time derivatives. The phoneme models were composed of three hidden states
each. We used cross-word triphone models in order to account for contextual
information and we consider up to 16 Gaussians per state during training.

We used the transcriptions of the training/development data set, which are
available in the MAVIR web page 1, for training the models and for testing the
performance of the ASR. These transcriptions are composed of 2878 sentences
and a vocabulary size of 5309 words. We also used the transcriptions of the
Spanish Parliament partition of the EPPS database (this database is described
in section 2.1) to compose the training corpora for the language models. This
database is composed of 16514 sentences and a 17.5k vocabulary.

To enrich the vocabulary and the robustness of the language models, we
performed a manual data search based on the topics found in the training dataset
of the MAVIR corpus. For instance, we searched for data related to language
technologies and from the obtained results we selected texts on various topics, like

1 http://cartago.lllf.uam.es/mavir/index.pl?m=videos
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sentiment analysis, data crawling, etc. We also guided our data search through
the websites of the companies that are mentioned in the audio files (for instance:
daedalus, bitext, isoco, etc.). We collected nearly 2000 sentences, composed of
a 7.2k vocabulary. These complementary data have been used in the training of
language models.

As a first step for the recognition stage, we used a voice activity detector
(VAD) to segment the speech signal and perform ASR on the segments of
detected speech. The VAD that we used is included in the Voicebox toolbox [6].
We tuned the VAD for splitting the audio in segments with a length under 30
seconds.

For the KWS task and in order to boost the probability of keywords, we
repeated twice the sentences in the LM training corpora that contained any
keywords and we also repeated the keywords that were missing in the initial
vocabulary from the training corpora. Also for this task we added to the initial
vocabulary the pre-specified keyword terms so that there were no OOV keywords
during ASR search. Multi-term keywords were added as separate words (each of
these keywords is treated as a set of single words during recognition).

Regarding the implementation issues, the HTK Toolkit [7] was used for
training acoustic models and for the ASR decoding stage. The SRILM Toolkit [8]
was employed for creating the language models that the system uses. We use
trigram models.

2.1 Databases description

We have used two databases:

– MAVIR corpus is a collection of audio and video recordings, with their
corresponding orthographic transcriptions. The audio recordings come from
lectures and talks held by the MAVIR consortium. The corpus is made
up of 13 recordings in Spanish and English language (nevertheless for this
evaluation, only the Spanish partition is available for training, development
and evaluation purposes). Data were collected during the I, II, and III
MAVIR Conference held in Madrid in 2006, 2007 and 2008 respectively. The
details of this database are shown in Table 1. We used all the training audio

Table 1. Details of the MAVIR database

Partition Files Length

Training MAVIR 2, 3, 6, 8, 9 and 12 4h56m

Development MAVIR 7 0h21m

Evaluation MAVIR 4, 11 and 13 2h0m

files (except for MAVIR 2 and MAVIR 9) for training the acoustic models.
We decided to remove MAVIR 2 and MAVIR 9 files because of the poor
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acoustic conditions in which they were recorded. Nevertheless, we use the
transcriptions of the all training files in order to train the language models.

– EPPS (European Parliament Plenary Sessions) is a database developed
by the project TC-STAR (Technology and Corpora for Speech to Speech
Translation) [9]. It consists of 61 hours of audio recordings with their
corresponding orthographic transcriptions. These recordings were collected
between 2004 and 2007. Most of the speakers are interpreters, nevertheless
there are also native Spanish speakers. This database also includes 38 hours
of audio recordings of the Spanish Parliament (PARL) collected between
2004 and 2006. All the speakers in this group are native Spanish speakers.
We selected this database because its acoustic conditions can be similar
to those encountered in MAVIR corpus. We use the audio files of both
EPPS and PARL partitions to train acoustic models and we use the texts
provided by the PARL partition to enrich the vocabulary of the system and
the robustness of the language models.

3 Evaluation metrics

For the keyword spotting task, the Figure-of-Merit (FOM), as defined in [7], will
be the primary metric for the evaluation. The FOM is defined as the detection
rate averaged over the range of 0 to 10 false alarms per hour, and in its calculation
it is assumed that the total duration of the test speech is T hours. For each
keyword, all of the spots must be ranked in score order. The percentage of true
hits pi found before the i′th false alarm is then calculated for i = 1 . . . N + 1
where N is the first integer ≥ 10T − 0.5. The FOM is defined as

FOM =
1

10T
(p1 + p2 + . . . + pN + apN+1)

where a = 10T −N interpolates to 10 false alarms per hour. Table 2 show the
results obtained in the development set for the keyword spotting task. The
results are presented in terms of the Hits, FA (false alarms) and FOM.

4 Final results

For the final evaluation we present the results obtained on the development and
training sets. These results are shown in Tables 2 and 3. The only difference
between the principal (PRI) and the contrastive system (CON1) is that the
contrastive system employs a language model trained by using the transcriptions
of the training dataset of the MAVIR corpus combined with data from the PARL
partition of the EPPS database, and in contrast, the principal system does not
use the resources from the PARL partition. This will allow a wider coverage
for the keyword spotting in the CON1 system but also may introduce a higher
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Table 2. Final results with the development set (mavir 07)

System Task Hits FA Act. FOM

PRI KWS 241 73 296 75.27

PRI STD 227 38 296 72.78

CON1 KWS 231 52 296 72.45

number of false alarms to the system. Next, we show the results obtained in the
training set of the database. We are aware that these results do not reflect the
performance of the system, since they are obtained over the same dataset for
which the system was trained. Nevertheless, these results may offer an oracle
approximation of the performance of the system.

Table 3. Results with the training set

File System Task Hits FA Act. FOM

mavir 02 PRI KWS 599 281 1016 55.31
mavir 03 PRI KWS 596 52 653 87.71
mavir 06 PRI KWS 427 20 446 94.12
mavir 08 PRI KWS 197 10 200 93.66
mavir 09 PRI KWS 106 186 910 11.26
mavir 12 PRI KWS 637 41 671 92.70

mavir 02 PRI STD 426 203 1016 40.06
mavir 03 PRI STD 551 38 653 82.47
mavir 06 PRI STD 412 19 446 91.36
mavir 08 PRI STD 189 10 200 89.99
mavir 09 PRI STD 39 94 910 4.16
mavir 12 PRI STD 609 38 671 88.65

mavir 02 CON1 KWS 577 227 1016 54.22
mavir 03 CON1 KWS 598 38 653 89.05
mavir 06 CON1 KWS 433 20 446 95.88
mavir 08 CON1 KWS 196 9 200 93.65
mavir 09 CON1 KWS 94 147 910 10.08
mavir 12 CON1 KWS 636 34 671 92.78

5 Conclusions

In this paper we have presented the description of the system submitted for the
2014 Albayzin Search on Speech Evaluation. The proposed system is based on a
LVCSR system. We have used not only MAVIR corpus but also EPPS database
to train both acoustic and language models. From the experiments conducted on
the development dataset we can conclude that including complementary texts
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for the training of the language models may improve the keyword spotting but
may also introduce a higher number of false alarms.

From this evaluation it is clear that for developing a proper system for a
concrete task it is necessary to study the corpus under study so we can collect
the adequate training data that best fits that corpus. This applies not only for
the acoustic conditions and variety of speakers but also for the topics discussed
in the audio recordings.
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Abstract. This paper describes the systems developed by the GTM-
UVigo team for the Albayzin 2014 Search on Speech evaluation. The
primary system for the spoken term detection task consisted on the
fusion of two different large vocabulary continuous speech recognition
systems that differed in almost all their components: front-end, acoustic
modelling, decoder and keyword search approach. An isolate word recog-
nition system was fused with the two aforementioned speech recognition
systems for the keyword spotting task. For the query by example spo-
ken term detection task, a fusion of three systems was presented: one
of them followed one of the aforementioned continuous speech recogni-
tion approaches, with the difference that in this case it was necessary to
obtain a transcription of the queries; the other two systems performed
a dynamic time warping search, being the use of fingerprints as feature
vectors the main novelty of the presented approach.

Keywords: Keyword spotting, spoken term detection, query by exam-
ple spoken term detection

1 Introduction

In this paper, the systems developed by the GTM-UVigo team for the Albayzin
2014 Search on Speech evaluation are described. Specifically, systems for the
tasks keyword spotting (KWS), spoken term detection (STD) and query by
example spoken term detection (QbESTD) are presented.

In the KWS task, a fusion of three systems was submitted: two of them rely
on large vocabulary continuous speech recognition (LVCSR) systems, while the
other one is an isolate word recognition system. One of these LVCSR systems
was built using the Kaldi tools [11] to train a set of acoustic models, to generate
the output lattices and to perform lattice indexing and keyword search [5]. The
second system used the UVigo LVCSR [9] to extract a list of N-Best hypothesis,
which were converted to word meshes using the SRILM tool [15]. The first of the
aforementioned systems was also submitted as a contrastive system. The other
contrastive system submitted consisted on the fusion of the two LVCSR systems.
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The systems presented for the STD task were equal to the LVCSR systems
submitted for the KWS task, being the only difference the language model: in
KWS, the keyword terms were included in the language model, while they were
not included in the case of the STD task, as the terms are supposed to be
unknown beforehand.

For the QbESTD task, the proposed primary system consisted on a fusion of
three different QbESTD systems. The first system was the lattice-search system
used in the KWS and STD tasks, with the difference that, in this case, a tran-
scription of the queries had to be performed. The other two systems were based
in dynamic time warping search, and they differed in the feature representation
of the audio documents and queries: in one of them, a fingerprinting approach
was used to obtain a binary representation of the audio [8], and in the other one
the audio was represented by means of phoneme posteriorgrams obtained using
an English phoneme recognizer based on long temporal context [14].

The rest of this paper is organized as follows: Sections 2, 3 and 4 describe the
systems for the KWS, STD and QbESTD tasks, respectively; Section 5 presents
the preliminary results obtained for the different tasks on the development data;
and Section 6 presents some conclusions extracted from the experimental vali-
dation of the different systems.

2 Systems for keyword spotting

The primary system presented for the KWS task consisted on the fusion of three
different systems: two different large vocabulary continuous speech recognition
(LVCSR) based systems, which are described below, and an isolate word recog-
nition system that includes all the search words in its grammar. One of the
LVCSR systems was built using Kaldi while the other one was based on the
UVigo LVCSR system. The Kaldi-based system was submitted as a contrastive
system. A second contrastive system was submitted, which consisted on the fu-
sion of the two LVCSR systems. The fusion strategy used in this system is also
described in this Section.

2.1 Kaldi-based LVCSR System Description

A large vocabulary continuous speech recognition (LVCSR) system was built
using the Kaldi open-source toolkit [11]. This system uses standard perceptual
linear prediction (PLP) analysis to extract 13 dimensional acoustic features,
and follows a state-of-the-art maximum likelihood (ML) acoustic training recipe,
which begins with a flat-start initialization of context-independent phonetic Hid-
den Markov Models (HMMs), and ends with a speaker adaptive training (SAT)
of state-clustered triphone HMMs with Gaussian mixture model (GMM) output
densities. The ML stage is followed by the training of a Universal background
model (UBM) from speaker-transformed training data, which is then used to
train a subspace GMM (SGMM) that will be used in the decoding stage.

The Kaldi LVCSR decoder generates word lattices [12] using the above
SGMM models. These lattices are processed using the lattice indexing technique
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described in [5] so that the lattices of all the utterances in the search collection
are converted from individual weighted finite state transducers (WFST) to a
single generalized factor transducer structure in which the start-time, end-time
and lattice posterior probability of each word token is stored as a 3-dimensional
cost. This factor transducer is actually an inverted index of all word sequences
seen in the lattices. Thus, given a list of keywords or phrases, we then create a
simple finite state machine that accepts the keywords/phrases and composes it
with the factor transducer to obtain all occurrences of the keywords/phrases in
the search collection.

The data used to train the acoustic models of this Kaldi-based LVCSR system
was extracted from the Spanish material used in the 2006 TC-STAR automatic
speech recognition evaluation campaign 1. Specifically, the training data from
the European Parliamentary plenary sessions and the Spanish Parliament ses-
sions, which was manually transcribed, was used for this purpose [7]. It must be
noted that all the non-speech parts as well as the speech parts corresponding to
transcriptions with pronunciation errors, incomplete sentences and short speech
utterances were discarded, so in the end the training material consisted of 2
hours and 36 minutes.

The language model (LM) was trained using a text database of 160 MWords
composed of material from several sources (transcriptions of European and Span-
ish Parliaments from the TC-STAR database, subtitles, books, newspapers, on-
line courses and the transcriptions of the Mavir sessions included in the devel-
opment set2 [13]. For the development dataset, a different LM was created for
each Mavir session, using the transcription of the session to obtain the optimum
mixture of the partial LMs. For the evaluation set, the LM was generated using
a normalized average of the weights obtained with the development sessions. In
this task, the keywords were added to the language model. Note that the vo-
cabulary was selected at the last stage of the LM training, once the partial LMs
and its weights were computed. We used a trigram-based LM with a vocabulary
of 60K words and a Kesser-Ney discount strategy.

2.2 UVigo-based LVCSR System Description

In this system, we used the UVigo LVCSR described in [9] and the lattice tool
provided by the SRILM toolkit [15]. The recognition was performed in three
stages. First, an energy-based voice activity detector was used to segment the
audio stream in manageable chunks. In the second stage, an acoustic model was
selected for each segment. Finally, the UVigo decoder was applied to extract the
N-Best hypothesis.

The employed LMs were the ones described in previous Section. For the
acoustic modelling we used two state demiphones, with 12 Mel frequency cep-
strum coefficients (MFCCs) plus energy and their delta and acceleration values.

1 http://www.tc-star.org
2 http://cartago.lllf.uam.es/mavir/index.pl?m=descargas
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We used acoustic models trained with the TC-STAR training database described
in section 2.1, but a set of new additional models was adapted using the Mavir
database material. The acoustic model selection was performed using a simple
phonetic recognizer, selecting the model which provided the best acoustic scores.

Finally, the N-Best lists were post-processed using the SRI-LM toolkit [15]
and converted to word meshes with posterior probabilities. The posterior prob-
abilities were used as a confidence measure for the detected keyword.

2.3 Isolated word recognition system

This system consists on a decoder with a simple grammar composed of a set of
N keywords interconnected in parallel. A free phoneme network is employed to
obtain a hypothesis test. The acoustic modelling was the same as described in
Section 2.2.

2.4 Fusion

Discriminative calibration and fusion was applied in order to combine the out-
puts of different KWS systems, aiming at taking advantage of the strengths of
the individual KWS approaches [2]. First, a global minimum zero-mean and unit-
variance normalization was applied, in order to prevent the scores of the indi-
vidual systems to be in different ranges and also to obtain keyword-independent
scores. The global minimum score produced by the system for all queries was
used to hypothesize the missing scores. After normalization, calibration and fu-
sion parameters were estimated by logistic regression on a development dataset
in order to obtain improved discriminative and well-calibrated scores [3]. This
calibration and fusion training was performed using the Bosaris toolkit [4].

3 Systems for spoken term detection

In this task we applied the LVCSR systems used for keyword spotting, which
were described in Sections 2.1 and 2.2, i.e. the Kaldi-based and the UVigo-
based LVCSR systems. Both systems were combined using the same techniques
described in Section 2.4. The only differences between the strategy used in this
task and in the keyword spotting task were that, for obvious reasons, the search
terms were not included in the vocabulary nor in the LM, and the isolated word
recognizer was not used here. Note that, apart from this fact, the LM training
was the same, including the partial LM weights employed to compose the final
model.

3.1 System fusion

In this task the fusion strategy described above was used. The difference was
that, before applying the fusion step, the optimal operating point calculated in
the development set was applied to each of the individual systems.
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4 Systems for query by example spoken term detection

The primary system for the QbESTD consists on a fusion of three systems:

– MFCC-Fingerprint: a dynamic time warping (DTW) based system that uses
audio fingerprints as feature vectors.

– Phoneme posteriorgrams: a DTW based system that uses phoneme posteri-
orgrams as feature vectors.

– Kaldi-LVCSR: the Kaldi-based LVCSR system described in Section 2.1 was
used for QbESTD. To do so, first a transcription of the query was obtained,
and then the aforementioned strategy was employed to find all the occur-
rences of the query.

A contrastive system was also presented, which consisted on the fusion of the
MFCC-Fingerprint and the Kaldi-LVCSR systems.

A detailed description of the DTW systems mentioned above is presented in
the rest of this Section, as well as a brief description of the fusion strategy.

4.1 Dynamic time warping systems

Two language-independent systems were developed for this task, which perform
search on the audio by means of DTW. The search procedure is the same for
both of them, but they differ on the feature vectors that are used. We developed
an approach inspired by [1], which follows three main steps:

– Feature extraction. Acoustic features are extracted from the waveforms, both
from the audio and from the queries.

• MFCC-fingerprint. We used a fingerprint representation of the acoustic
features, motivated by the fact that this representation removes the per-
ceptual irrelevancies of the audio: we are not looking of exact matches,
so the information about the speaker or the channel is negligible [8]. The
fingerprints corresponding to the acoustic features of each frame were
obtained as described in [10]. A convolution mask was used to binarize
the acoustic features, specifically a mask for finding negative slopes on
the spectrogram in two consecutive frames was applied. Given a set of
acoustic features S ∈ ℜI×J where Si,j is the feature corresponding to
energy band i and frame j, the value Fi,j of the frame-level fingerprint
corresponding to frame j obtained after applying the convolution mask
is

Fi,j =

{
1 if Si,j − Si,j+1 + Si−1,j − Si−1,j+1 > 0
0 if Si,j − Si,j+1 + Si−1,j − Si−1,j+1 ≤ 0

(1)

After running several tests with different features, we finally chose to use
MFCCs with delta, acceleration and C0 coefficients.
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• Phoneme Posteriorgrams. Phoneme posteriorgrams [6] were extracted
using a phoneme recognizer based on long temporal context [14] de-
veloped at the Brno University of Technology; specifically, the English
system of the ones provided by them was used, as it was the one that
achieved the best performance on the development data.

– Coarse search. We first perform a coarse search for candidate matches for
each query and audio file by following the approach described in [1]. The
Euclidean distance matrix between all the vectors of the query and the match
audio is computed and the minimum distance per audio vector is selected.
Then, the average of these minima in a window of the size of the query is
used as an approximation of DTW. We also used a sliding window with 50%
overlap.

– Fine search. After selecting those candidates that obtained the smallest dis-
tances (the number of candidates is the length of the audio divided by 100,
with a minimum of 100 candidates), DTW is computed for all of them. Those
candidates whose DTW distance is less than a threshold are confirmed and
considered as matches, while the rest of them are discarded.

4.2 System fusion

The strategy used to fuse the different QbESTD systems was the one described
in Section 2.4 for KWS but, in this case, a per-query zero-mean and unit-variance
normalization (q-norm) was applied. In this task, the discriminative calibration
and fusion was trained using all the training and development data.

5 Preliminary results

Table 1 shows the performance obtained with the individual and the fused sys-
tems on the development dataset for the KWS task, measured in terms of the
Figure of Merit (FOM). As mentioned in Section 2, the primary system consists
on the fusion of the Kaldi-LVCSR, UVigo-LVCSR and UVigo-IWR systems,
while the constrastive2 system consists on the fusion of the Kaldi-LVCSR and
the UVigo-LVCSR systems. This preliminary results show that the best perfor-
mance was achieved by the Kaldi-LVCSR system (also submitted as contrastive
system) but, as the difference between this system and the fusion of the three
systems is negligible, we decided to submit the fusion as the primary system,
because we rely that the combination of different systems will result in a better
performance on the evaluation dataset.

Table 2 shows the performance obtained with the individual and the fused
systems on the development dataset for the STD task in terms of the actual term
weighted value (ATWV), the false alarm probability Pfa and the miss probability
Pmiss. In this case, the difference in performance between the Kaldi-LVCSR and
the primary system is more noticeable than in the KWS task, but we decided
to keep on with the same criterion, so we submitted the fusion as the primary
system.
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Table 1. KWS systems: results on the development data

System FOM

Kaldi-LVCSR (Constrastive1) 84.08%

UVigo-LVCSR 46.75%

UVigo-IWR 44.70%

Primary 83.95%

Contrastive2 83.65%

Table 2. STD systems: results on the development data

System ATWV Pfa Pmiss

Kaldi-LVCSR (Constrastive1) 0.581 0.00008 0.341

UVigo-LVCSR 0.215 0.00017 0.620

Primary 0.568 0.00007 0.363

Table 3 shows the performance obtained with the individual and the fused
systems on the development dataset for the QbESTD task, in terms of ATWV,
Pfa and Pmiss. It can be seen that the fusion of different systems clearly enhanced
their individual performance, achieving an ATWV of 0.3026 when fusing the
three proposed systems.

Table 3. QbESTD systems: results on the development data

System ATWV Pfa Pmiss

MFCC-Fingerprint 0.1787 0.00002 0.801

Phoneme posteriorgrams 0.1580 0.00001 0.834

Kaldi-LVCSR 0.1819 0.00006 0.758

Primary 0.3026 0.00009 0.607

Contrastive1 0.2995 0.00009 0.611

6 Conclusions and future work

This paper presented different systems used to perform keyword spotting, spoken
term detection and query by example spoken term detection in the framework
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of Albayzin 2014 Search on Speech evaluation. The preliminary results obtained
for the two first task on the development data are encouraging, as a good per-
formance was achieved in spite of the quality of some recordings where back-
ground noise is present, there are different speakers per recording and there is
a big amount of pronunciation errors, which makes this scenario challenging for
speech recognition based approaches. In future work, a strategy to deal with the
out-of-vocabulary issue will be incorporated to the continuous speech recogni-
tion systems, as in the spoken term detection task, the out-of-vocabulary terms
are completely ignored. Specifically, we intend to implement a strategy that,
whenever an out-of-vocabulary word appears, similar words are used as search
terms: if these similar words are spotted in the audio document we will consider
that our out-of-vocabulary word is present in this document.

With respect to the query by example spoken term detection task, the pre-
sented preliminary results outperformed those obtained in the Albayzin 2012
Search on Speech evaluation. The novelty presented in this task consisted on
the use of audio fingerprints as feature vectors, motivated by the idea that this
representation removes perceptual irrelevancies from the audio; further experi-
ments will be run in order to ensure the validity of this representation for query
by example spoken term detection.
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Abstract. This paper describes the system developed for the Albayzin
2014 spoken term detection and keyword spotting Evaluation. The sys-
tem output is the fusion of the scores provided by an acoustic-phonetic
recognizer, which uses continuous density HMMs with triphone contex-
tual units and word begin and end markers. Two scores are obtained
from the recognizer. The first one is the edit distance using the phoneme
output sequence and the second one is the sum of the aligned confidences
obtained from the recognition lattice. Finally, scores are calibrated with
Bosaris toolkit.

Keywords: Spoken term detection, HMM, Fusion, Edit distance

1 Introduction

The system proposed by the Vivolab-UZ team from I3A at University of Zaragoza
is the fusion of two metrics obtained from an acoustic-phonetic recognizer. The
recognizer is composed of standard triphone contextual HMMs with mixtures of
diagonal covariance Gaussians as observation density functions in the states.

This paper is organized as follows: in Section 2, the system is presented and
each of the different subsystems discussed. The fusion system and the training
and development data are also explained in Section 2. Conclusions are shown in
Section 3.

2 System Vivolab-I3A-UZ

2.1 System description

In Figure 1 it is displayed the block diagram of the whole system. We can see
how the different subsystems are used to produce the final scores. The process
consists mainly in four steps.

The first step is the recognition of the sequence of phonemes and generation
of lattices, which will be used by the other parts of the system for the search
process. For this purpose we have used the tool HDecode from the HTK well
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Fig. 1. Modules and processing steps of the search on speech system

known software 1 for all the systems. The particular details of the proposed
recognizer are explained later.

The second step is the generation of hit hypothesis. The idea in the step is to
use the recognizer outputs offline at search time to produce the hit hypothesis,
which we will refer to as trials. The threshold for generating these hypotheses
is quite low in order to miss a small number of targets even there are many
non-target trials.

The third step is the scoring. We use the previously generated search hits
with each recognizer to provide the scores to the fusion system. We obtain two
scores for each recognizer: the edit distance and an acoustic confidence measure
obtained from the lattice.

The final step is to merge the previous scores and fuse them to obtain a single
score, which will be used to classify as target and non-target. For the fusion we
have used a linear model trained with the Bosaris toolkit 2.

Step 1, Recognizer The recognizer is a standard phonetic decoder, with a
trigram language model, that considers phonemes as words, and contextual tri-
phone three state HMM units with mixtures of Gaussians in the states (diagonal
covariance matrices). The features used in this recognizer are the ETSI MFCCs
with derivatives and cepstral mean compensation, with a total dimension of 39.
To increase the robustness of the system, histogram equalization was applied to
the features.

Language model

In the case of a phonetic decoder, the output of the recognizer is the sequence
of phonemes, then the phoneme is acting as a word. The trigram language model
provides the likelihood of sequences of three phonemes p(ph1|ph2, ph3), in the
same way as if they were the words of a large vocabulary decoder. We have
trained the phoneme trigram language model using the phonetic transcription

1 http://htk.eng.cam.ac.uk/
2 https://sites.google.com/site/bosaristoolkit/
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of the training set, which is described later in this section. The language model
has been estimated using the SRI Language model toolkit 3 with the default
configuration.

Acoustic model

The acoustic model, as described before, is composed of standard continuous
density contextual triphone HMMs trained using the audio described later in
this section. The number of components in the mixtures is 32 per state and we
use three states in the contextual units. Nevertheless, we included a modification
in the standard procedure of HTK to train this kind of models. The acoustic
units in our case were more specific and we defined special phoneme units for
beginning and ending phonemes of each word, in a similar idea of head and tail
models found in the literature [1], but in our case is used to obtain more specific
phoneme models, not digit-digit word models. We provide an example of how
the dictionary for training these units is written for some random words:

creido =k r e j D o=

llegaban =L e G a B a n=

enfrenten =e m f r e n t e n=

milagro =m i l a G r o=

organizamos =o r G a n i T a m o s=

flagrante =f l a G r a n t e=

aseguraba =a s e G u r a B a=

...

(Example of dictionary using specific phonemes)

We use the character ’=’ to specialize these phonemes being head or tail
models. After this definition is done, we proceed to train the contextual units
and to tie the more similar using the same procedure as the standard contextual
training [2], so that the final number of units depends on the seen examples and
the unseen are tied to those seen using a phonetic clustering tree. With this
method the number of units grows with respect to a standard model but it still
can be managed thanks to the clustering.

Step 2, Generation of hypothesis hits For the generation of hypothesis we
used the output phonemes decoded by the previous recognizers as the source
text for an edit distance search. Each possible target will be any substring which
has an edit distance with the words we are searching of less than 50% of the
length of the word in phonemes. This means that we need to correctly decode
half of the phonemes of a word to be a hypothesis hit. Then we take all the hits
provided by the different recognizers and we merge them when there is overlap
using the best one. This will provide a list of trials, which will be scored in the
next module. A trial will include the following information: the starting time,
the ending time and the word. In the case of training and development data the
trial has also information about the true labels whether is target or not target.
This information will be used in the fusion step to train the system.

3 http://www.speech.sri.com/projects/srilm/
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Step 3, Scoring Once the list of trials has been created, we take each of
them and we evaluate two scores for each recognizer, the edit distance using the
recognition output and a confidence measure based on the lattice.

Edit distance

The edit distance is a well known algorithm where we measure the cost
in number of substitutions, deletions and insertions to transform one string into
another. For each trial we take the times stored in the previous step and measure
the edit distance of the recognized phoneme sequence which lays between the
limits and the word phoneme sequence. In order to use this as score, we simply
use the negative of the edit distance divided by the length of the word as score
for each trial.

Confidence measure

To obtain the acoustic confidence measure we follow these steps:

– First, we determinize the lattice so that a smaller and more useful graph is
used in the next step. For this task we use the HTK command HLRescore.

– Second, we obtain an acoustic mesh graph of the decoded phoneme lattice
using the lattice-tool from the SRILM toolkit.

– Third, The confidence calculated in the acoustic mesh graph is used in a
modified edit distance algorithm where instead of costs all equal to one, we
only sum the confidence of matching phonemes with the search word.

Then the score of a trial is the sum of the confidences through the acoustic mesh
of the searched word between the time limits defined by the trial. This score is
also normalized by the length of the word.

Step 4, Fusion We take all the scores for each trial and compose a matrix with
the information of target and non target. This information is used in the Bosaris
toolkit to learn a linear fusion. For the costs of miss and false alarm we have used
the values: 1 and 0.1. For the probability of target prior we have taken: 10−2,
which is estimated from our target rate in the hypotesis generator. Nevertheless,
we have to say that this method is not providing the true error of the task since
we have missed many true hypothesis hits in the previous step, which are not
accounted as errors now. Then the error measure has to be calculated on the
final result of the system.

2.2 Train and development data

Training acoustic models For training the acoustic models the following
corpora have been used:

– Albayzin [3]. This is a phonetic balanced corpus which was recorded in a noise
free environment. We have used 13600 files with a total length of 12.80h.

– Speech-Dat-Car [4]. This is a corpus recorded in a car in different driving
conditions, where we have only taken the close-talk microphone. The number
of files that we have used is 25378 and the total length 18.85h.
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– Domolab [5]. This corpus was recorded in a domotic environment. We have
used the close talk microphone and one of the lapel microphones. A total of
11998 files and 9.33h length.

– TCSTAR [6]. The TCSTAR corpus consists on a series of transcriptions of
Spanish parliament sessions. We have used in the training a total of 43357
audio sections with a length of 111.89h.

A total length of 152.87h of training for the acoustic models.

Training and development of fusion For training the fusion we have used
the previously explained procedure to obtain a list of trials. To obtain this list
we have used all the Mavir 4 files provided for the training.

3 Conclusions

We have presented the fusion of two metrics for the spoken term search and
keyword spotting evaluation. The methodology has been oriented to obtain a
series of hypothesis hits using the edit distance with a loose threshold. These
hits are fed to the scoring and fusion system in order to rank them according to
the knowledge provided by more sources than a single system. The final scores
have been calibrated using the training set, so that in test time the found words
can be written to the output files when the fused score is greater than the
calibrated threshold.

Acknowledgments. This work has been supported by the Spanish Government
and the European Union (FEDER) through projects TIN2011-28169-C05-02 and
INNPACTO IPT-2011-1696-390000”.
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3. Casacuberta, F., Garćıa, R., Llisterri, J., Nadeu, C., Pardo, J.M., Rubio, A.: Devel-
opment of Spanish Corpora for Speech Research (Albayźın). In: Proceedings of the
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1 PRHLT, Universitat Politècnica de València, Camino Vera s/n, 46022, Valencia, Spain,
2 FHC25, Roger de Lauria 19 5-B, Valencia, Spain,

3 FHC25, Calle Rozabella, 4, Las Rozas, Madrid, Spain,
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Abstract. This paper presents the description of the implementation of a natural speak-
ing environment in a Smart City scenario. Our system is implemented in a distributed
architecture, including a speech recogniser with a speaker/device adaptation module and
a dialogue manager to choose the most appropriate language model for each state of the
interaction process. This system was developed under the scope of the Percepción project
and it was successfully implemented in the Universitat Jaume I of Castelló, Spain, and in
the Centro Universitario de Tecnoloǵıa y Artes Digitales of Madrid, Spain.

Keywords: Speech recognition, speaker adaptation, distributed architecture, smart city

1 Introduction

The main objective of the Percepción project is to technologically assist people, giving to them
a “sixth sense” to interact with the environment. This is achieved by using the increasing func-
tionalities of current mobile devices with respect to processing environment information. Thus,
by analysing input data and using interaction, the system would enhance human perception in
a natural and transparent way.

Deploying the Percepción project resulted in an application for assistance and geolocation in
a university environment called Smart Campus. The main implementation of this application was
carried out on the campus of the UJI (Universitat Jaume I of Castelló), and another successful
implementation was made in the campus of the U-TAD (Centro Universitario de Tecnoloǵıa y
Artes Digitales of Madrid). The Smart Campus application includes three tasks: indoor/outdoor
positioning and navigation, augmented reality, and speech recognition.

In indoor/outdoor positioning, geolocation techniques alternative to the GPS are used, such
as fingerprint based techniques (GSM, WIFI, and magnetic field), and mark based techniques
(images, and QR-codes). The main advantage of these techniques is a lower energy consumption
compared with the GPS energy consumption. All the interior/exterior spaces of the university
campus were mapped in order to allow the indoor/outdoor navigation.

Augmented reality is used to show the information to users, such as data of relevant spaces
contained on QR-code tags, and to show the route and the environmental information on in-
door/outdoor navigation.

Speech recognition permits users to interact with the system in natural language speaking
to find relevant spaces in the all university campus, such as buildings, parking spaces, waste
containers, services (restaurants, sport areas, ...), and interior spaces (classrooms, offices, bath-
rooms, ...). In order to deal with the huge amount of different spaces, and to improve the quality
of the recognition, it includes a dialogue manager, and a speaker/device adaptation module.
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This project was managed by FHC25 (Factory Holding Company 25, S.L.), which is the head
of a set of entities such as Ilion Animation Studios, U-TAD, and Pyro Mobile. At the same
time, this project involved the INIT (Instituto de Nuevas Tecnoloǵıas de la Imagen) research
group from UJI for the tasks of augmented reality and indoor/outdoor navigation. The PRHLT
(Pattern Recognition and Human Language Technology) research centre from UPV (Universitat
Politècnica de València) was involved into the speech recognition task.

Specifically, the ASR (Automatic Speech Recognition) task was developed as a distributed
client-server architecture to delegate the power of computation to the server. In order to enhance
the user experience, acoustic models are adapted to the speaker/device, and language model is
selected by the dialogue manager from a set of language models. One of the most important
capabilities of our ASR system is that it can be easily adapted to other tasks and languages, as
the adaptation for the U-TAD Smart Campus. In particular, in the case of the implementation
for the UJI Smart Campus application, our ASR system is simultaneously available on three
languages (Spanish, Valencian, and English).

Currently, our ASR system is in operation at the UJI servers for the UJI Smart Campus
application, although, it is still not available for use by the general public. The system has an
acceptable user experience quality, according to the tests performed by the personnel involved
in its development (PRHLT and FHC25), and the personnel involved in its integration into the
UJI Smart Campus application (INIT).

The rest of this paper is structured as follows: Section 2 introduces the ASR system design
and the details for the two Smart Campus implementations, Section 3 presents the ASR sys-
tem architecture, Section 4 shows the models used by this ASR system, Section 5 presents the
client/server communication protocols, and Section 6 contains the conclusions and future work.

2 Speech Recognition System Design

Our ASR system was developed on the project “Percepción” as an oral interface to find relevant
places in a Smart City environment through a mobile application. The specific case of develop-
ment, which was subsequently adapted to another case, was the UJI Smart Campus application.
The functionalities of this application and the scope defined for each one of them are as following:

– Visor: permits to show elements with its available information on the map, such as university
services, parking areas, and waste containers; there are about 100 elements identifiable by
name.

– Finder: permits to find people, buildings, interior spaces, and routes between two points;
there are 4453 spaces identifiable with a defined nomenclature, 65 different uses, and 1503
people (staff of the UJI); the start and end points are definable by coordinates on the route
map.

– biciCAS: permits to calculate cycle routes in the city; the start and end points are definable
by coordinates on the route map.

– Energy: shows graphs of energy and resources consumption (real time and monthly), such as
electricity, gas and water.

– Space manager: permits to find spaces, to verify its availability, and to book it; it has the
same scope than Finder, but only for spaces and uses.

– Service request: permits to request an intervention on a space or to report a problem or
breakdown; there are limited types of intervention and problems.

The defined scope for the application is appropriate for its intended purpose and the type of
interaction for which it was originally defined, where the use of speech interaction is available
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exclusively for the Finder functionality. However, the current state of the art of ASR techniques
is far from the skills required to reach this scope through this methodology. Although there are
available systems and applications that work well even for large generic vocabularies (such as
those offered by Google), the Finder functionality of the Smart Campus application has features
that are not solvable not even with today most advanced systems, such as the huge number of
spaces and people, with their particularly nomenclature. This leads to a restriction of the system
in its approach as speech recognition task.

The first restriction to the ASR system was to limit its use on the Finder to the location of
relevant places (buildings, interior spaces, parking areas, waste containers, and services), leaving
people search outside the scope. Other restrictions focus on the following dimensions:

– The number of accessible services for speech recognition: the variety of services with all its
associated tasks require a recognition accuracy of speech unreachable with current systems.
In the Smart Campus application the interaction through speech is one of the three available
sources of input: speech, vision (pictures of QR codes or places), and tactile/text (gestures,
digital touches, virtual keyboard text, handwriting, etc..). Therefore, the use of speech recog-
nition for all interactions with the application is neither reasonable nor desirable. Leveraging
the multimodal capabilities of the Smart Campus application, when ambiguity is reduced to
5 items, a list with all of them is displayed to the user to choose. Thus, the Smart Campus
application determines in every moment what kind of interaction is the most appropriate
and consequently limits speech recognition interventions to those situations where it is the
most appropriate interaction modality.

– Restricting tasks on each service: vocabulary size in certain tasks (people search by name)
is inaccessible with current technology. In the other tasks, the vocabulary can be divided
according to the data that identify the items of the task. Consequently, we define a dialogue
manager as a state machine to cover these data in a interactive way, where for each state
there is a language model restricted to the data that such state seeks to fill. The dialogue
manager can significantly narrow the context of the following interactions and incorporate
this information to the recognition processes, reducing ambiguity and increasing the accuracy
of the speech recognition.

– Restriction on speech naturalness of the user: the phenomena of spontaneous speech are
reflected in an unpredictable formulation of the interactions, both phoneticaly and syntacti-
caly, which is still an open speech recognition problem. The ASR quality can be improved
by adapting the acoustic models to the identified speaker and device.

The heart of the ASR system is the dialogue manager. The implemented dialogue manager is
based on the definition of a number of repositories of data (frames) with a set of data associated
with each repository (slots). The dialogue state is defined by a frame (or several frames, as
there may be ambiguity) with which it is working and the value of its slots. In order to reach
a final state with the searched item, the dialogue manager interacts with users requesting the
information necessary to select a frame and fill its slots. Figures 1 and 2 show the design of
the dialogue managers (UJI and U-TAD respectively) as finite state machines, where transitions
depend on the values of frame and slots detected so far.

We chose to use the MLLR (Maximum Likelihood Linear Regression) technique [1] to adapt
the acoustic models to the speaker/device in our ASR system. We conducted an experiment to
justify this choice. We could verify that by using this technique with a single iteration and using
only 5 sentences in Spanish to estimate a global diagonal transformation matrix, a significant
improvement was achieved, falling from 36.8% to 19.4% of error in key words. This error rate is on
the limits of what is permissible in a task such as Smart Campus, where subsequent interaction
with the dialog manager may allow correct errors.
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Fig. 1. States design for the dialogue manager (UJI Smart Campus).
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Fig. 2. States design for the dialogue manager (U-TAD Smart Campus).
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In the following subsections, we present an overview of the two systems that were implemented
with our distributed architecture.

2.1 Speech Recognition on the UJI Smart Campus

This task is related to the localisation of several entities in the UJI campus. There is a set of 4279
relevant locations in the database. To deal with the difficulty of differentiating each one of these
items, we generated a dialogue manager (Figure 1) with five frames (Aparcamiento, Residuos,
Edificio, Servicio, and Interior), including each one several slots. This dialogue manager has 16
states and its corresponding set of 16 language models. These language models were formed from
a set of 63 categories. Lexical models include 472 words for Spanish, 443 words for Valencian, and
387 words for English. The automatically generated semantic models include only the relevant
words, that are 344 words for Spanish, 347 words for Valencian, and 333 words for English.

2.2 Speech Recognition on the U-TAD Smart Campus

The implementation of the speech recognition module in U-TAD Smart Campus, whose goal is to
support searches in the geolocation module through voice commands, includes 234 localisations
distributed in a set of 5 categories. The lexical model includes 372 words for Spanish and the
semantic model includes 111 relevant words. In addition, a dialogue manager has been created
with six states (Figure 2) and two frames, named Servicio and Interior, including one and two
slots respectively.

Additionally, in the U-TAD Smart Campus was made an improvement to facilitate the cre-
ation and maintenance of language, lexical, and semantic models, generating all of them auto-
matically from the GIS (Geographic Information System) tool used in the project: JOSM (Java
OpenStreetMap) [2]. All the relevant information is previously categorised and added as OSM
(OpenStreetMap) [3] tags, representing states and key words. Therefore, all the items needed
for the models are tagged within the OSM map file. Theses tags are treated and imported to
a database and afterwards they are processed into the different models (language, lexical, and
semantic model).

3 Speech Recognition System Architecture

Our ASR system has a distributed client/server architecture to delegate all the computational
load to the server. The communication is done through TCP sockets and, in order to reduce the
response time, the voice stream is send by streaming to the speech recogniser.

On the client side, our ASR client application is integrated into the Smart Campus applica-
tion. The server side is composed by a speech recogniser, a semantic analyser, a dialogue manager,
an adaptation manager, a data manager, and a database. As an example, the architecture of the
implementation of our ASR system for the UJI Smart Campus application is presented in Figure
3. The main features of each component are:

– Client application: The Smart Campus client application was developed for Android; this
application includes the three activities related with the ASR: Speech for the normal use of
the ASR system, Selection to select the searched item when it exists a low ambiguity, and
Adaptation to adapt acoustic models to the speaker/device (Figure 4).

– Database server: This server contains a database with all data users can inquire about.
– Speech server: The speech server contains all components of the server side of our ASR

system.

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

325



6 Emilio Granell et al.

Data
manager

Speaker
adaptation
manager

Speech
activity

Adaptation
activity

Selection
activity

ASR
Spanish

ASR
Valencian

ASR
English

SA Spanish

SA Valencian

SA English

Database

Adaptation
matrix
Spanish

Adaptation
matrix

Valencian

Adaptation
matrix
English

Acoustic
model

Spanish

Acoustic
model

Valencian

Acoustic
model

English

Automatic Speech Recogniser

Semantic Analyser

Speech server

Client application

Database server

Dialogue manager

Voice

Transcription

Response to client

Dialogue state and voice

Transcription

Labelled transcription

DB response

DB query

Adaptation audio

Adaptation text

Fig. 3. Distributed speech recognition system on three languages with speaker adaptation (UJI Smart
Campus).

• Adaptation manager: This server application sends the adaptation text to clients and
receives the audio files in order to calculate the speaker adaptation matrices.

• Speech Recogniser: The used recogniser is an improved version of iAtros [4], that allows
its use over TCP sockets and the adaptation of the acoustic models to speakers/devices.
In the case of UJI Smart Campus application three recognisers are simultaneously work-
ing (one for each language, Spanish, Valencian, and English), each one configured with
a different listening port. In contrast, on the U-TAD Smart Campus application two
recognisers (for Spanish and English) are simultaneously working.

• Dialogue manager: It is responsible for determining the current dialogue state and select-
ing the appropriate language model for the speech recogniser. In the UJI implementation,
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(a) Speech activity. (b) Selection activity. (c) Adaptation activity.

Fig. 4. Client application screenshots.

text files are used to store the frames and slots values as well as the tracking of the user
requests. In the U-TAD implementation the frames and slots values are stored using
MongoDB [5] in JSON format [6], and the tracking of the user requests are stored using
Redis [7]. In both systems the dialogue manager is formed by the following modules:
∗ Data manager: This is the core of the system and forms the dialogue manager along

with the semantic analyser. It connects clients with the speech recogniser and updates
the search list and semantic models from the database and the language models,
respectively.

∗ Semantic Analyser: The semantic analyser searches the word forms in the dictionary
to find out their lemmas and PoS (Part-of-Speech) tags, to allow the dialogue manager
to select a frame and fill its slots. As semantic analyser we chose FreeLing [13] due
to its multilingual capabilities and excellent documentation. We used the dictionary
search module for PoS tagging. While in the UJI Smart Campus application it is
used as an object through an API (Application Programming Interface), in the U-
TAD Smart Campus application it is used through TCP sockets to improve the
computational load balancing on the server.

4 Models

The ASR system uses four different types of models (acoustic, language, lexical, and semantic) in
three languages (Spanish, Valencian, and English) on the UJI implementation and, two languages
(Spanish, and English) on the U-TAD implementation. The features for the models are described
in the following subsections.

4.1 Acoustic models

Since Castillian (Spanish) and Valencian are two different languages with phonetic similarities,
we use the same acoustic models for both languages. These acoustic models were obtained by
using the Albayzin corpus [8]; each acoustic model modelled a phoneme by using a left-to-right
HMM (Hidden Markov Model) with 3 states and 64 gaussians per state. In the case of English,
phonemes were modelled by using a left-to-right HMM with 3 states and 512 gaussians per state
using the Wall Street Journal corpus [9]. These models were trained with HTK [10].

4.2 Language models

The dialogue manager uses a different language model for each dialogue state. The design of these
language models is based on a set of finite-state models that determine a number of categories.
These finite state models are in iAtros format [4].
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For each dialogue state, a set of combinations of these categories was defined as the set of
meaningful sentences in the corresponding state. These combinations were used for the inference
of n-gram models (specifically trigrams) that employ the expansion on the defined categories.
Additionally, all the vocabulary was added in order to smooth the language model. These n-
grams language models were produced by the CMU-Cambridge Statistical Language Modelling
Toolkit [11] in ARPA format.

4.3 Lexical models

Lexical models are formed by all the words contained in the language models with its phonetical
transcription. To obtain the phonetical transcription for Spanish and Valencian we used a script
based in transcriptions rules for Spanish (Valencian models were manually corrected). For English
we used eSpeak [12] to get transcriptions in the International Phonetic Alphabet (IPA).

4.4 Semantic models

The semantic analyser FreeLing [13] needs a semantic model (a dictionary when using dictio-
nary search) for each language in order to tag correctly the speech recogniser output. For each
language, a semantic model was obtained by tagging automatically all the words contained on
the corresponding set of language models. Tags link words with the frames and the slots of the
dialogue manager.

5 Communication protocols

In our distributed speech recognition system, client applications can interact with servers in three
ways: one for speech recognition (Figure 5) and two for speaker adaptation (Figures 6 and 7).
First of all, clients must start connections with the correct password (in order to avoid unwanted
connections) together with the ID (Identification of the Device) and the language chosen by
the user. In the case of speech recognition (Figure 5) when a new connection arrives, the data
manager server tests if the language, the speaker adaptation matrix, and the speech recogniser
are available on the server, and informs the client about the situation. In this way, users can
know if their language is not available, if they need to do the adaptation of acoustic models, or
if the speech recogniser is not available at this moment.

When everything is correct, the server connects to the speech recogniser and sends to it the
password, the dialogue state, the ID, and the language code. As soon as the speech recogniser
accepts the connection, it adapts the acoustic models with the previously calculated user adap-
tation matrix, it selects the language model defined by the dialogue state, and it starts receiving
the streaming of voice from the client. When the user finishes, the speech recogniser sends the
recognition results to the data manager, where the dialogue manager uses the semantic analyser
to “understand” the utterance and generates the answer for the user.

For adaptation we defined two different modes of connections. The first one (Figure 6) is
performed when the text of the adaptation sentences is not present in the device. When a first
mode connection arrives to the adaptation server, it replies with the text of the adaptation
sentences. From this moment, the user can read the adaptation sentences at any time (Figure
4(c)). Once the user finishes recording the adaptation sentences, s/he can send it to the server.
On the adaptation server side, when the user decides to send the audio files, a second mode
connection is employed (Figure 7), which makes the adaptation server calculate the speaker
adaptation matrix with all these audio files for the defined language.
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Client application (Speech activity) Data manager server Speech recognizer

Password + ID + Language

Verifications()

Password + Dialogue state + ID + Language

Voice streaming

Voice streaming

Recognition results

Dialogue result

LoopLoop

Fig. 5. Speech communication protocol.

Client application (Adaptation activity) Adaptation manager server

Password + ID + Language + Mode

Text of the adaptation sentences

Fig. 6. Communication protocol for the first mode connection for adaptation.

Client application (Adaptation activity) Adaptation manager server

Password + ID + Language + Mode

Audio files for acoustic model adaptation

GetAdaptationMatrix()

ACK

Fig. 7. Communication protocol for the second mode connection for adaptation.
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6 Conclusions and future work

This paper presented the distributed speech recognition system implemented for the Percepción
project. The system includes a speaker adaptation module and a dialogue manager to enhance
the quality of the recognition.

In the future, the recognition accuracy could be improved considerably by using the geo-
graphical and personal context on the dialogue manager, and by adapting the acoustic models
to the different locations (noisy area, not noisy, interior, ...). Some other points that can be
improved in the future are: the use of more robust acoustic models, as tandem or hybrid with
neural networks, and the extension to other languages.
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Abstract. This paper describes the design guidelines of one of the two
demonstrator platforms that are being developed in the SpeechTech4All
research project. This demonstrator consists of a platform to automate
or facilitate the production of subtitling and dubbing of audiovisual doc-
uments. Castilian, Catalan, Basque and Galician are fully integrated,
also considering English as source language. The platform includes a
structured database, a graphical interface and a number of processing
tools. The use of a database enables to perform search in a simple and
fast way based in a number of different criteria. The web-based user in-
terface facilitates users the access to the different content. A number of
tools for extracting metadata information regarding the speaker and the
environment are under development.

Keywords: labelling tool, audiovisual content, multilingual processing

1 Introduction

SpeechTech4All is a three year project focused on advanced research in all core
speech technologies (speech recognition, automatic translation and text to speech
conversion) for the official languages of Spain. It is also aimed at the recogni-
tion of the speaker emotional state and the building of multimodal (speech and
face) and multilingual (Spanish, Galician, Catalan and Basque) experimental
work-frames. It is being developed by three research groups of the Universidade
de Vigo, Universitat Politécnica de Cataluña and Universidad del Páıs Vasco
respectively.

As a result of the project significant research advances will be obtained in
each of the above mentioned technologies. Some of these advances would be:
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universal access to the service of synthetic voices customization, development
of domain adaptation techniques in automatic translation and development of
emotional state detection systems based in speech and face joint processing.
To show the advances achieved in all the technologies considered, as well as to
manifest the social character of the project, two showcases are defined:

– The first one integrates most of the technologies considered in the project and
consists on the multilingual subtitling and dubbing of audiovisual material
related to education: documentaries, speeches, seminars, etc.

– The second one is focused on one of the true applications of speech technolo-
gies: providing speech to people who have a severe level of oral disability by
the use of a speech synthesis system adapted to the specific characteristics
of the speaker.

This paper describes the design guidelines of the first above mentioned show-
case that is currently under construction. The goal of this demonstratior is to
show the achievements of the project in the above mentioned technologies and
their successful joint integration. The platform integrates several speech and
language engines in different languages. A multimedia digital library is being
created created from sources in all the official languages in Spain and English.
The documents include News and debates TV/radio programs, newspapers and
magazines. Next we will describe the different components that are being in-
cluded in the tool and the various technologies used in its development.

2 Overview of the demonstration tool

This software repository includes a structured database that allow to organize
the information, a graphical interface which enables the user to interact with the
application and a number of processing tools. Next each component is described.

2.1 Database and software repository

SpeechTech4All training material and outputs of each language/video processing
tool are hosted in a repository with three kinds of files interconnected each
other: video, audio and subtitles. Video files are the core of each ensemble, so
that several audio and subtitle files in different languages can be attached to one
single video. The web-based interface lets the user to perform searches across the
information stored in the database and return useful information about group
of files to display (Fig. 1). Besides searching section, it’s also possible to upload
or remove files into the server (Fig. 2). To accomplish this operation, users have
to log in with privileges. After that, they can see in the interface an area to drag
and drop files that will be uploaded into the repository. In the other hand, files
that are currently stored in the server can be displayed through three buttons
that provide information about names and sizes. There is also a delete option
for each file to remove it from the server.
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Fig. 1. Search section

Fig. 2. Administration section
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2.2 Visualization section

This section is where results from different research areas merge. Visualization
page provides to the users an interface to display video with external or inte-
grated subtitle files (Fig. 3). It is also possible to choose full screen mode for
video player. If audio is translated to more than one language, so the users are
able to commute between different sources.

Fig. 3. Visualization section

2.3 Edition and labelling section

One of the most important component of this platform is the subtitling and
labelling tool. In this section, users can see a subtitle table, video player progress
and a waveform advance (Fig. 4). The editable table is located next to the video
and contains its transcription text in the selected language. All these elements
are synchronized each other, thereby helping to change subtitle contents or time
marks. In this way, when user clicks on a subtitle line, content modification
is enabled. Also the user can listen to the audio loop area to help himself to
transcribe.

Subtitle files are generated in Webvtt format, similar to srt format, when
user press the button Terminar. The main advantage of this is the ability to add
styles to subtitles that will be displayed in the video. Thanks to that, subtitles
can be labelled with different tags to emphasize them in visualization or even to
modify their position. Word spotting in subtitle lines is implemented such that
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Fig. 4. Edition section

it’s possible to select words and store them into a key word file into the server
for later use.

3 Technology description

Since users have to access from different locations, this SpeechTech4All demon-
stration tool was developed as a web-based software, so that it will run inside
a web browser. Despite the fact that other browsers can be used, the tool is
optimized for Google Chrome browser.

3.1 Client side

The programming language in the client part is HTML5[1]. The decision of using
it was made on account of its good features to handle mutimedia information.
One of the main advantages is that video and audio sources can be added easily
with native code. In addition, it’s also possible include subtitle tracks in video
labels to display them over the sequence. There are two different kind of formats
that can be added to the track label: traditional srt files or Webvtt[?] files. In
this project we decide to use Webvtt file format because it provides support for
labelling multimedia material with different CSS styles and move the subtitles
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along the display area of the video. These styles can be indicated in a CSS
stylesheet or directly in the end of the time line of the Webvtt file.

Bound by the use of HTML5, we also use Javascript[7] programming lan-
guage with JQuery library to handle DOM elements easily. In addition, some
JavaScript APIs created to interact with HTML5 were very useful for these
project: JavaScript Audio API[3] and Text Track API[4], to handle audio and
subtitle files from JavaScript.

In order to improve the behaviour of the HTML5 video labelling, we include
Mediaelement[5] plugin, coded in JavaScript. It improves video player controls
with different options such as chapter division or more than one subtitle track
selection.

Likewise, another JavaScript plugin called Wavesurfer[6] is used. It provides
the interface support to draw the waveform and synchronize it with the rest of
multimedia sources.

The interface also provides a notification area that keeps the user informed
of what is happening on the server.

Finally, to dress the user interface, CSS stylesheets had been added to the
project. Many of them are provided by Twitter Bootstrap framework and the
others are customized styles that written in own stylesheet.

3.2 Description of the repository

The repository core was handle with MySQL database[8], so it’s managed per-
forming SQL language queries. This relational database has four tables:

– Video: contains video description and information (path in the server, video
language, recording year, speaker names, video source, kind of record). This
is the main table and their identifiers are used as foreign keys in other tables.
It allows cascade delete avoiding the inconsistency of data.

– Audio: includes audio information (associated video identification, language
and path in the server).

– Vtt: stores subtitle files information (associated video identification, lan-
guage and path in the server).

There is also one additional table to handle big file uploading synchronization
(such as videos or audios), due to the fact that they are sliced at client and
recomposed on server.

Instead of storing files inside the database, the repository is hosted in different
paths on the server. Thus, when we make a selection in the database, we receive
a path where real file is stored and we use that file from its original folder.

3.3 Server side

Server side is written in PHP[9] programming language. It basically provides
access to database information and manages client queries.
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Apache web server was used to hold the application server part. It is installed
in a Linux Debian operation system, but it could be exported to any other
platform.

Communication between server and client was implemented using AJAX.
This kind of communication is based in the use of asynchronous request between
client and server. In this way, client can do different tasks while is waiting from
server response, providing a good exploitation of application time while files are
being uploaded or users are waiting for processed information.

4 Summary and further work

As a result, an interface to share a repository and display stored information
had been developed. Furthermore, the demonstration platform integrates a sub-
titling and labelling tool for multimedia files, including software to perform its
segmentation and classification. The collection of information to create databases
required to train models is a challenge task that was assisted thanks to this soft-
ware. In this way, information is stored in an ordered format and database con-
tents are highly controlled by users. Moreover, it simplifies the human interven-
tion to improve transcriptions. Furthermore, we are trying to improve labelling
techniques to make them easier and automatized for the users and import new
technologies that can be related with these project.
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Abstract. This paper describes a project with the overall goal of providing a 

natural interaction communication platform accessible and adapted for all users, 

especially for people with speech impairments and elderly, by sharing 

knowledge between Industry and Academia. The platform will adopt the princi-

ples of natural user interfaces such as speech, silent speech, gestures, picto-

grams, among others, and will provide a set of services that allow easy access to 

social networks, friends and remote family members, thus contributing to over-

come social-exclusion of people with special needs or impairments. Application 

of these features will be performed in the context of serious games, virtual reali-

ty environments and assisted living scenarios. The project will be executed in 

the scope of the Marie Curie Action Industry-Academia Partnerships and Path-

ways and will bring together the knowledge of five partners, from three differ-

ent countries, Portugal, Spain and Turkey. This synergy will be based on trans-

fer of knowledge mechanisms such as regular assignments and seminars, and is 

expected to have repercussions in scientific, technological, social and economic 

domains. 

Keywords: Communication, Multimodal, Natural Interaction, Speech impair-

ments, Knowledge Transfer. 

1 Introduction 

Communication is a process that facilitates integration into society, allowing humans 

to bond and to express their needs or desires. Thus, failing to do so may lead to social 

exclusion and, consequently, to psychological issues.  
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Speech is the main way for humans to communicate and in the last decades we 

have seen the rise of speech technologies, mainly in desktop and mobile devices, 

providing a more natural interaction with this type of machines. However, this kind of 

technologies is not yet adapted for users bearing speech impairments or users with 

more dissimilar speech patterns such as children or elderly. 

In this context, focusing on the human communication process, we have created a 

project called IRIS, inspired in the ancient Greek goddess, who was a messenger of 

the gods. The overall goal of IRIS is to provide a natural interaction communication 

platform accessible and adapted for all users, especially for people with speech im-

pairments and elderly in indoor scenarios, by sharing knowledge between Industry 

and Academia. Human-Computer interaction with this platform will adopt the princi-

ples of universal design and natural user interfaces such as speech, silent speech, ges-

tures, gaze, tactile devices, pictograms, animated characters and personalized synthet-

ic voices. The platform will provide a set of services that allow easy access to social 

networks, friends and remote family members, fighting social-exclusion of people 

with special needs or impairments. Application of these features will be performed in 

the context of serious games, virtual reality environments and assisted living scenari-

os. We will also explore the use of personalized avatars (that resemble the user) in 

asynchronous human-human and human-machine communications, in situations 

where the user is deprived of his/her voice and in scenarios where it is not possible to 

have a video signal transmission, due to low bandwidth or privacy reasons. Biomet-

rics will complement the platform, in the sense that authentication and authorization 

are fundamental aspects for assuring secure access to personal information in a natu-

ral way.  Figure 1 summarizes the research disciplines and potential outcomes from 

IRIS.  

 

 

Fig. 1. Research disciplines and potential outcomes for IRIS. 

This project will be carried out in the scope of the Marie Curie Actions framework 

under the Industry-Academia Partnerships and Pathways (IAPP) category. This re-

search action aims at improving industry-academia collaboration in terms of research 

training, career development and knowledge sharing [1]. Thus, the proposed goals 
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will need to rely on a successful transfer of knowledge between 5 partners, 2 from 

Industry and 3 from Academia. More details about the program can be found in [2]. 

The remains of this paper is structured as follows: Section 2 describes some of the 

target research topics and how they relate to IRIS; Section 3 presents the methodology 

adopted for this project, including how to leverage the mechanisms inherent to this 

type of projects (i.e. IAPP) to reach the designated goals; and finally, Section 4 de-

scribes the potential project impact from several perspectives.  

2 Research Areas 

IRIS is a multidisciplinary project that will leverage and advance the knowledge from 

multiple research fields.  Overall, the main innovative aspects of this project are the 

following: a) provide an easy and natural way of accessing daily communication tasks 

through a multimodal interface that works for a diverse and distinct range of patholo-

gies with particular emphasis on speech impairments and elderly people; b) analyze 

the impact of end-to-end communication scenarios with these interfaces, in virtual 

and real world scenarios, with users that otherwise were not able to conduct such 

tasks due to disabilities; c) create a solution and a set of resources that span and apply 

to multiple countries.  

We aim at going beyond the state-of-the-art in a wide range of topics.These include 

elderly speech, silent speech interfaces, pictograms, voice based and multimodal bio-

metrics, speech pathologies, and biological and psychophysical measures in the con-

text of human-computer interaction (HCI) and cognitive science studies. These topics 

will be addressed on an individual basis and as a whole, with the ultimate goal of 

synchronizing all the advances into a single solution. In the sections below, we de-

scribe some of the related work in these areas and how they relate with IRIS. 

2.1 Elderly-Computer Interaction 

Elderly population individuals have developed resistance to conventional forms of 

HCI [3], like the keyboard and mouse, therefore making it necessary to test new natu-

ral forms of interaction such as speech, silent speech, touch and gestures. In addition, 

elder people often have difficulties with motor skills due to health problems such as 

arthritis. Therefore, proposing solutions that avoid small equipment, difficult to han-

dle, may be an advantage over current solutions. It is also known that due to ageing, 

senses like vision become less accurate, hence difficulties in the perception of details 

or important information in conventional graphical interfaces may arise since current 

interfaces, most notably in the mobility area, are often not designed with these diffi-

culties in mind. 

There is also evidence that the European Union (EU) population is ageing rapidly 

[4]. This means that it is necessary to create solutions that allow overcoming the diffi-

culties age brings to people who want to use new technologies in order to remain 

socially active. Elderly people who are connected to the world through the internet are 
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less likely to become depressed and have greater probability of becoming socially 

integrated [5]. 

2.2 Speech Pathologies 

Recent advances in machine learning and signal processing allow the detection of 

laryngeal pathologies through an automatic voice analysis. This is a promising field 

for speech therapists, mainly due to its non-invasive nature and objectivity for making 

decisions. Even the performance of automatic systems is still not perfect, thus they 

can be used as an additional source of “IRIS” information for other laryngoscopial 

exams [6]. Researching activity in this area is focused on: finding new features [7, 8], 

assessing quality of classification results [9], and researching newer classifier ap-

proaches [10].  

In IRIS, a new vector space for voice pathology detection will be proposed, known 

as iVector space [11] that has become the state of the art in the fields of speaker and 

language recognition. This space is created as a factorization of the acoustic space in 

two terms. The first term accounts for the common information of the whole training 

database. In the second term, all sources of variability are taken into account and it is 

the one referred as iVector space or total variability space. Models for the normal and 

pathological classes will be trained by grouping iVectors from each of them separate-

ly and assuming they follow a Gaussian distribution. Speech pathology detection and 

classification will also be used on the IRIS project to gather speech information to 

build the user profile. 

2.3 Silent Speech Interfaces 

A Silent Speech Interface (SSI) performs Automatic Speech Recognition (ASR) in the 

absence of an intelligible acoustic signal and can be used as an HCI modality in high-

background-noise environments such as living rooms, or in aiding speech-impaired 

individuals such as elderly persons [12]. By acquiring data from elements of the hu-

man speech production process – from glottal and articulators activity, their neural 

pathways or the central nervous system – an SSI produces an alternative digital repre-

sentation of speech, which can be recognized and interpreted as data, synthesized 

directly or routed into a communications network . Recently, conventional ASR sys-

tems rely only on acoustic information, making them susceptible to problems like 

environmental noise, privacy, information disclosure and also excluding users with 

speech impairments (e.g. persons who have undergone a laryngectomy) or elderly 

citizens for whom speaking requires a substantial effort. To tackle this problem in the 

context of ASR for Human-Computer Interaction, we envisage for IRIS a novel mul-

timodal SSI.  

In view of the objectives established for IRIS, we have chosen a set of modalities 

that combine less invasive with the some of the most promising approaches found in 

the state-of-the-art. As such, it is our aim to build a multimodal SSI that uses Video 

and Depth information (i.e. RGB-D), Ultrasonic Doppler sensing, and Surface Elec-

tromyography. By combining multiple modalities we expect to address some of the 
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challenges listed by Denby et al. [1], such as robustness, sensor positioning and nasal-

ity. 

2.4 Pictograms 

The IRIS platform is being designed by the principle of “design-for-all” which in-

cludes the population with spoken language difficulties. Communication and lan-

guage are essential to every human being, to relate to others, to learn, to enjoy and to 

participate in society. For this reason, all people, whether children, youth, adults and 

the elderly, who for whatever reason have not acquired or have lost a level sufficient 

to communicate satisfactorily speech need to use an augmentative and alternative 

communication system. 

The Augmentative and Alternative Communication Systems (AAC) are different 

forms of expression to the spoken language, which aim to increase (augmentative) 

and/or compensate (alternative) communication difficulties of many people with disa-

bilities. AAC includes various symbol systems, both graphics (photographs, drawings, 

pictograms, words or letters) and gestural (mime, gesture or sign language).  

IRIS makes use of pictograms for non-verbal communication. Pictograms are used 

as both, input and output modalities, in the way that a user can write sentences using 

pictograms and the system can communicate with users by means of pictograms. Pic-

tograms are one of the preferred means to obtain information of the environment for 

those people that take special benefits from the visual channel, such as people with 

Autism Spectrum Disorders (ASD). IRIS will make use of the pictogram set provided 

by the Aragonese Portal of Augmentative and Alternative Communication 

(http://www.arassac.es). 

2.5 Voice based and multimodal biometrics 

Voice based biometrics or speaker identification begun in the 60s, with the study of 

several pattern recognition and feature selection techniques and has been receiving an 

increasing amount of attention from the research community [11].  

The most widely used speech features are inspired in the human speech production 

system, which can be decomposed in the vocal tract and the excitation source (glottal 

pulse or noise generator). Recently, non-segmental acoustic features have been com-

bined with spectral ones such as Mel Frequency Cepstral Coefficients (MFCC) and 

Linear Prediction Coding (LPC), providing improved performance. Regarding the 

modelling side, the GMM-UBM (Gaussian Mixture Model-Universal Background 

Model) approach [13], has been recently substituted by the new techniques based on 

Joint Factor Analysis (JFA) [14] [15] solutions due to the limitations of the former for 

modelling channel variability in an appropriate way. Simpler and robust systems can 

be obtained with improved performance with respect to the JFA approach. Neverthe-

less, the accuracy of these systems can be considerably degraded if the quality of the 

speech signal is below the expected level or if the speech signal under analysis differs 

substantially from the speech samples used in the development process. Speech signal 

quality can be degraded due to several factors: low signal to noise ratio, saturation, 
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acoustic artefacts, or presence of pathological speech. Therefore, the use of unimodal 

biometric systems presents limitations if the incoming data is noisy or if the variabil-

ity is very high. Some other reasons to move to multimodal approaches are the poten-

tial non-universality of the unimodal variety (i.e. problems of speech production for 

some individuals, mobility impairments, etc.) or the robustness against spoof attacks.  

In a multimodal biometric system, such as the one targeted in IRIS, the combina-

tion of the information coming from different sources of knowledge can be performed 

at different levels: Fusion at data or feature level, fusion at the match score level or 

fusion at the decision level. The multimodal approaches that integrate information at 

an early stage are usually preferred since they can offer improved performance and 

effectiveness [16]. Among the different modalities that can be used to build a multi-

modal biometric system, IRIS project will focus on the fusion of gesture biometrics 

with voice biometrics. 

2.6 Multimodal Interfaces 

Multimodal interfaces try to combine different modes of communicating, such as 

speech and gesture, in order to attain a more natural interaction and provide applica-

tions that are more engaging, exhibit more flexibility and contribute to improved ac-

cessibility, by different user groups in different scenarios, to tackle, for example, age-

related impairments (e.g., loss of mobility, vision and hearing). Important aspects of 

multimodal interface development include: a) Modality Selection, guided by a full 

specification of requirements including a user profile, as complete as possible (ad-

dressing cognitive abilities, experience, physical characteristics, etc.), and characteriz-

ing the application domain, tasks and potential contexts of use [17]; b) Modality 

Mapping to different tasks and data types should be performed considering the char-

acteristics of the human perceptual system and how each sense can respond to differ-

ent task demands; c) Modality Combination is an important issue since assigning 

modalities to different tasks and data should not forget how modalities might interact, 

influencing how the user perceives information (e.g. to avoid sensory overload [18]).  

The task of combining input modalities, to attain a single action is supported by d) 

Modality fusion engines [19]; e) System Adaptability also plays an important role for 

two main reasons: adapting to different user profiles (e.g., age, preferences and physi-

cal skills) in order to improve performance and satisfaction and adapting to changes in 

task and context [20]; f) Usability Evaluation of multimodal interfaces [21] should not 

forget some specific issues such as the importance of testing using context changes 

[22] and cognitive workload [23] conditions. The social impact [24] of the proposed 

systems must also be carefully assessed: the user might feel ashamed to use it in pub-

lic if it somehow makes their difficulties or impairments more noticeable.  

The main contributions of IRIS to the field of multimodal interfaces research can 

be described at three different levels: 1) Multimodal System, providing ade-

quate/meaningful combinations of input and output modalities to support users in 

different communication tasks, adaptable to different usage contexts and user profiles, 

namely different pathologies and usage patterns; 2) Multidisciplinary approach pro-

vided by the different partners and their different areas of expertise allows approach-
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ing multimodal interfaces at different levels: software engineers, human computer 

interaction and usability experts, both the industry and academia points-of-view, and a 

set of infrastructures, namely a CAVE and an usability lab, allowing a strong empha-

sis on technically innovative approaches, usable/useful systems and market oriented 

solutions; 3) Design Options Validation: even though some empirical studies have 

been performed, this field clearly needs further contributions to validate design op-

tions on different application scenarios and, by doing that, contribute to increased 

knowledge to support further research and feed the industry with clear/proven guide-

lines to apply to new products. The conducted usability evaluations will provide valu-

able data to support or discard different design options leading to new or more specif-

ic guidelines for multimodal interfaces. 

2.7  Biological and Psychophysical Measures 

The broad range of recent research methods in HCI and cognitive science cuts across 

different research domains, such as cognitive psychology, educational psychology, 

psychophysics, and linguistics. These methods involve controlled experiments, ques-

tionnaires, in-depth interviews, focus groups, and usability inspection methods and 

cognitive modeling [25, 26]. Controlled experiments, being used widely to study hu-

man cognition and to evaluate human-computer interfaces for usability, measure dif-

ferent aspects of perceptual and cognitive processes by means of biological and psy-

chophysical measures, such as response time, Electromyography (EMG: measures 

electrical activity produced by skeletal muscles) and Electro-dermal Activity (EDA: 

measures changes in the skin's ability to conduct electricity), eye/gaze tracking, and 

optical brain imaging (fNIR).  

The basic motivation for studying eye movements is the relationship between eye 

movements and cognitive processes; in particular, the relationship between eye 

movements and visual attention. Eye tracking provides researchers with robust exper-

imental data about online comprehension processes [27, 28]. Therefore, it has been 

widely used in HCI research since the past two decades. Eye movements, being indi-

cators of cognitive processes, are used for the analysis of processing difficulties in 

visual displays, which in turn lead to guidelines and principles for design.  

IRIS has the potential to contribute to the findings on the interdependency between 

the recent state-of-the-art biological and psychophysical methods, as well as on the 

investigation of the contribution of the complementary methods, i.e. interaction analy-

sis and Quality of Experience (QoE) modelling, in evaluating multimodal interfaces.  

3 Methodology 

To support the framework behind this project it is necessary to define clear processes 

for knowledge transfer. Industry and Academia have different methods and different 

goals, thus a common ground between institutions needs to be found. Hence, more 

than defining which tasks lead to the stated objectives, we need to know how to exe-
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cute these tasks using the resources available at IAPP projects and encompassing any 

restriction inherent to the institutions. 

At an initial stage, it is important to have a clear idea of the knowledge held by 

each partner and how that knowledge is going to be integrated in the project. Thus, 

the first secondments are organized in way that there is an intersection between se-

condments from different institutions at the same destination. This method allows for 

researchers to share their experience and adequately plan future work. When the se-

condment ends, these researchers can take the acquired knowledge back to their insti-

tution and have a detailed overview of the project. For some areas, there is also the 

need to organize more specific courses given by experienced researchers, also open to 

the research community. 

In terms of research plan, the work will be split into individual experiments/tasks 

that evolve towards the final objectives. The experiments will have multiple research-

ers assigned to them and should result in collaborative publications in an international 

conference, journal or book from the respective area.  

Due to the multiple research disciplines encompassed by the project, a single re-

search method (e.g. quantitative, qualitative) cannot be established. Therefore, these 

methods will be specified in a collaborative manner, by the researchers, before work 

on a specific task begins. 

On a more generic level, the experiments will follow an iterative approach com-

posed by the following stages: 1) problem identification; 2) problem assessment and 

state-of-the-art analysis; 3) development of a hypothesis/prototype; 4) application of 

test suite; 5) analysis and results comparison; 6) validation and conclusion formula-

tion. To facilitate technological integration of all contributions, careful design and 

interoperability considerations are of paramount importance from the start of the pro-

ject. 

4 Impact  

IRIS has potential repercussions in scientific, technological, social and economic 

domains, as depicted in Figure 2. From a scientific perspective IRIS aims to build the 

grounds for new ways of human computer-interaction and mediated human-human 

interaction. By combining multiple research disciplines and considering the defined 

objectives we expect not only to present novel ideas and solutions but also to make 

these applicable in the real world. As such, additional effort must be made towards 

realist but also innovative solutions. We also expect to create a strong impact in socie-

ty, especially among those whose imparities somehow cause info-exclusion or avoid 

them from being more active in nowadays society. This aspect will be explored 

through existent partnerships with institutions and organizations that focus on social 

integration of people with impairments, senior universities that have daily contact 

with elderly citizens and special education schools that focus on the education of 

young students with special needs.  

From an economical perspective IRIS has the potential to indirectly make the dif-

ference. By creating the mechanisms for a more informed and linked society, we ex-
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pect to enable access not only to other people but also to products and goods available 

online. Likewise, we are opening the door for people that so far were not able to ex-

pose their ideas and skills to the community by lack of communication means. The 

involvement of both academia and industry in this project also allows establishing a 

bridge between research and concrete solutions that may strive into market. 

 

 

Fig. 2. Impact areas for IRIS 
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Abstract. We have developed a Multilingual Spoken Language Under-
standing System which is able to understand an utterance regardless of
its language. In this web-based demo we have integrated different mod-
ules: language identification, automatic speech recognition, translation
and speech understanding.

Keywords: Multilingual Spoken Language Understanding, Language
Identification.

1 Introduction

This demo shows a Spoken Language Understanding (SLU) System which is able
to semantically decode sentences from a restricted domain, which in this case
is an information system about train timetables and fares, allowing us to use
the DIHANA corpus [1] to train the models of the system. Furthermore, it has
been endowed with mechanisms to work with languages other than the one the
system was trained for. Therefore, we developed an automatic translation system
to translate from new languages (French and English) to the system’s language
(Spanish). Also, we developed an automatic language identification module to
detect which language user spoke and automatically set the translator for that
language. All led to the development of a multilingual understanding prototype.

1.1 From a monolingual to a multilingual spoken language
understanding system

We already had a language understanding system for Spanish spoken utterances
[2]. But our aim is to expand it, so it would be able to understand several
languages.

There are two approaches to achieve this goal:

– Train a new language understanding system for each language we want to
understand. In this approach, we need to acquire and label new data and
train a new system for each new language. This implies a significant effort.
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– A semi-supervised approach for adapting a monolingual understanding sys-
tem to sentences uttered in a new language. This, obviously simplifies porting
SLU systems between languages. In a previous paper [3] we describe in deep
this approach.

2 Description of the system

We are going to describe the Multilingual Spoken Language Understanding Sys-
tem we have developed.

Our process begins when the user provides an audio file to our system. This
can be either and existing audio file, or can be recorded using the web browser.

Then, the system performs the following steps.

1. The system identifies the language of the audio choosing between English,
French or Spanish.

2. Given a language, detected in the preceding step, the audio is recognized
using a web-based recognizer.

3. If the detected language is not Spanish, the system will translate it into
Spanish, as it is the language in which the models of the system are.

4. Then, a graph of words is created using the n-best hypothesis provided by
the translator.

5. Finally, the system performs the semantic decoding of the graph of words,
obtaining this way a set of detected concepts and a sequence of words asso-
ciated to each concept.

Below, the system components are briefly described.

2.1 Language identification

Language identification can be stated as a classification problem.
We have developed a two phases approach to language identification:

– Acoustic-Phonetic Decoding (APD) of the spoken utterance using a set of
Spanish phoneme models. This phase always uses the same phoneme models.

– Using the phonetic sequence from the transcription, the system assigns a
language to it. It uses a language model of sequences of phonetic units learned
for each language. The selection criterion is based on minimize the perplexity.

We used triphones as phonetic units, therefore we have context information.
The acoustic model was learned from out-of-task corpus in Spanish. Moreover,
the model of sequences of triphones used as language model was a trigram model
of phonetic units.

Language models were learned from the APD output of 3446 spoken sen-
tences uttered by several native English, French, and Spanish speakers. The En-
glish and French sentences are a translation of the DIHANA [1] corpus, which
domain is restricted to information of long distance trains. However, Spanish sen-
tences belong to the ALBAYZIN corpus which is a general-domain phonetically
balanced corpus.
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2.2 Automatic speech recognizer (ASR)

The input utterance is processed by an ASR for the language identified in the
previous step. We use a general purpose, free-available web ASR, which means
the ASR has no specific information about the task.

2.3 Automatic translation

These transcriptions are translated into the target language (Spanish) using a
state-of-the-art Machine Translation system: MOSES [5]. The translation models
were trained without using any manually translated data. Instead, a set of free-
available web translators was used to translate the training sentences of the
corpus from Spanish into the different languages, thereby building a parallel
training corpus. MOSES provides as output a set of translation candidates (n-
best list) of the transcription supplied by the ASR.

2.4 Graph of words generation

Our SLU system uses the n-best sentences obtained in the previous steps to gen-
erate a graph of words [4]. Figure 1 shows how this graph is obtained. First, a
Multiple Sequence Alignment step is performed, in which we use a modification
of the ClustalW software [6]. Then, we build the graph using the information
contained in the alignment matrix, and computing the probabilities by the Max-
imum Likelihood criterion.

source le prix du billet de train de six heures trente-cinq
utterance (the price of the train ticket for six thirty-five)

(el precio del billete del tren de las seis treinta y cinco)

le prix du billet train de sezer trente-cinq
multiple ASR le prix du billet train de six vers trente-cinq

outputs le prix du billet train de six onze trente-cinq
le prix du billet train des six heures trente cinq

el precio del billete de tren de sezer treinta y cinco
multiple el precio del billete de tren alrededor de las seis treinta y cinco

translations el precio del billete del tren de las seis once y treinta y cinco
el precio del billete de tren de las seis treinta de las cinco de la tarde

alignment matrix

el precio del billete de tren - de sezer treinta - - - y cinco - - -
el precio del billete de tren alrededor de las seis treinta - - y cinco - - -
el precio del billete del tren - de las seis once y treinta y cinco - - -
el precio del billete de tren - de las seis treinta - de las cinco de la tarde
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Fig. 1. Steps for obtaining the graph of words from the original utterance le prix du
billet de train de six heures trente-cinq, (the price of the train ticket for six thirty-five).
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2.5 Spoken Language Understanding

The goal of this module is to provide the best semantic interpretation according
to the information encoded in the graph of words. This semantic interpretation
is defined according to a restricted domain, which in this case is the scope of the
DIHANA corpus, it is, an information system about train timetables and fares.
This corpus provides a set of concepts that are relevant for the domain, as well
as a set of utterances and their transcriptions, which are segmented and labeled
in terms of these concepts. This information is very useful to train statistical
semantic models. This way, we have trained statistical models to represent how
the words are joined within a specific concept, as well as a model to represent
how the concepts are chained. Table 1 shows an example of the output of the
system, assuming that the input is a written sentence.

Input hola buenos d́ıas queŕıa saber los horarios de trenes para ir a Madrid
utterance (hello good morning I’d like to know the train timetables to go to Madrid)

Semantic hola buenos d́ıas : courtesy
segments queŕıa saber : query

los horarios de trenes para ir : <time>
a Madrid : destination city

Table 1. Example of the outputs of the SLU module.

The semantic decoding algorithm uses the statistical semantic models to
process the graph of words. This algorithm first finds the possible attachments
of sequences of words represented by a path in the graph to any of the concepts of
the task. Then, it finds the best sequence of concepts using these attachments [3].
In previous works we have evaluated the behavior of this approach to multilingual
SLU, achieving a 82.28% of concept accuracy when the input language is Spanish
and 77.60% for French.

3 Experimental results

In this section, we present different experiments carried out to evaluate the
performance of our system that validate the hypothesis we set.

3.1 Language identification minimizing the perplexity

In order to verify our approach for language identification we have conducted
several experiments. We used the SRILM Toolkit [8] to estimate the phonetic
language models for the classiers and the HTK Speech Recognition Toolkit [9]
to perform the phonetic transcriptions.

Previously, we have published the results of this experimentation [7]. Summing-
up, as we expected, lower perplexity appears when the language of the sentence
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and the language of the model are the same. Moreover, we evaluated the perfor-
mance of the Language Identication system. The global accuracy of the system
was 0.841.

Table 2 shows the perplexity of the test set for the different languages and
the accuracy of the system. It shows that the use of trigrams of phonetic units
learned using a corpus only in Spanish is not as critic as we a priori expected.
Overall, this approach allows us to identify the language of spoken utterances
with limited resources.

Perplexity
Test language

French English Spanish

LM Trigrams APD
French 8.24 11.62 12.16
English 10.79 6.63 11.29
Spanish 11.27 10.86 7.57

Accuracy
Test language

French English Spanish
LM 0.793 0.850 0.960

Table 2. Perplexity of the phonetic language models and accuracy of the system
minimizing the perplexity.

3.2 Changing the acoustic model

In order to performe the APD of all user utterances, we used an acoustic model
trained only with Spanish audios from the TC-STAR corpus. We thought that
our APD could improve with an universal acoustic model that takes into account
also the acoustic variations of English and French. However, we did not have the
resources to train this universal acoustic model, so we trained a new acoustic
model using only audios in Spanish and English.

Detected language
FR EN SP

TC-
STAR
AM

French 67% 8% 25%
English 8% 67% 25%
Spanish 13% 8% 79%

Detected language
FR EN SP

DIHANA
AM

French 82% 13% 5%
English 4.1% 92,9% 3%
Spanish 0,3% 0,3% 99,4%

Table 3. Language identification using different acoustic models

From the results shown at Table 3, a universal acoustic model improves
language detection. However, when we used it with real users the results were
not as good as expected.

4 Conclusions

In this paper, we have presented a web-based Multilingual Spoken Language
Understanding system. We integrated different modules in this demo: language
identification, automatic speech recognition, automatic translation and an un-
derstanding system that we adapted to extract semantic interpretations from
sentences in different languages.
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Abstract. Automatic Speech Recognition (ASR) has been widely used for subti-
tling to reduce costs derived from human intervention.  When the text to be sub-
titled is known beforehand, the quality of the ASR-based subtitling can be further 
improved by means of speech and text synchronization. In this paper we present 
a suite of programs that using ASR can help to optimize the productivity in the 
subtitling process for both live broadcast news and off-line recorded programs. 
The suite also contains a real time monitoring tool of television channels that 
measures the correspondence of the broadcast subtitles with the audio, in order  
to detect and correct failures (i.e. subtitles emitted to the wrong channel) ensuring 
the quality of the subtitling task without human supervision.  

Keywords: Automatic Speech Recognition · Text-Audio Synchronization · 
Subtitling System, confidence measures 

1 Introduction 

Automatic Speech Recognition (ASR) is a fundamental technology in the subtitling 
task, used mainly when the available human resources are limited. In live emissions 
whose text is not known, a large vocabulary continuous speech recognition (LVCSR) 
system is usually adopted [3, 4]. Some systems transcribe directly the broadcast audio, 
and if specialized staff is available, the transcription is done over the speech of a shadow 
speaker [1, 2] that repeats the broadcaster words and uses an ASR systems adapted to 
his voice. These LVCSR-based subtitling systems have some deficiencies, such as the 
long delay of the process that can reach up to 10 sec. Moreover, adverse acoustic con-
ditions (low audio quality, high background noise or music, overlapped speech, etc.) 
will produce a poor subtitling quality.  In addition to this, some errors can completely 
change the meaning of the sentence, and sometimes they can be controversial. 

The quality of the subtitling can be dramatically improved if the text to be subtitled 
is known beforehand, as it usually occurs in news broadcast. Thus, the problem can be 
simplified to a more constrained one, audio and text synchronization [5]. The main 
advantage of the synchronization is that the text will not contain recognition errors. 
These systems present also negligible delay, and the quality of the generated subtitles 
is better since the whole text is known beforehand (even of future subtitles). The 
speech-text alignment problem, though simpler than LVCSR, doesn’t lack challenges 
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to investigate and solve [6]. There are two major problems to address, how to discard 
the audio that is unrelated to the text, and how to discard the text that is not present in 
the audio. An additional problem that usually face these systems is the frequent modi-
fications of the text made by the editors, including the story currently being subtitled. 

Three subtitling tools have been developed that exploiting text-audio synchroniza-
tion technology, provide an efficient solution for subtitling: ZARNews for live broad-
cast news, ZARCaptions for previously recorded programs and ZARMonitor for mon-
itoring broadcast subtitles in different channels of a television for quality assurance. 

2 ZARNews 

ZARNews is oriented to live broadcast news subtitling from texts generated by the 
editors of the newsroom. It is a flexible tool that allows both automatically or manually 
scripted subtitling, with automatic subtitling generation according to AENOR UNE 
153010 quality rules [7] that include recommendations such as finishing a subtitle in 
punctuation marks, trying to make each subtitle as much self-contained as possible … 

ZARNews (figure 1) integrates a proprietary ASR system that captures live audio 
and synchronizes it with the news texts coming from the newsroom system iNews.  A 
thorough description of this system can be found in [5]. 

The software architecture is composed of four services: 

• Communication manager. Control of the communication among services of 
the application and for storing and managing all system users’ information. 

• Subtitling service. ASR engine for audio-text synchronization and story de-
tector [5] for re-positioning to the current story if the system gets lost.  

• Subtitle generator/spelling checker service. Automatic partition of the text and 
assistance for checking and correcting eventual orthographic errors.  

• INews text recovery client. It receives information from the newsroom system 
and sends it to the communication manager 

 

 
Fig. 1. Screenshot of the scripted subtitling system (left) and editor view (right). 
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The automatic subtitling process starts when the continuity system indicates that a 
new program is ready to start.  Then, all the stories and their corresponding automati-
cally generated subtitles are sent to the Subtitling Server that will start synchronizing 
the news.  From the communication manager the text of every story is sent to the sub-
title generation and the spell checking services. In addition to this, the subtitles of all 
the stories of the currently emitted program are stored in the subtitling service.  

Other relevant features of the system are: 

• Simultaneous emission of the same subtitles to multiple TV channels.  

• Reissue of broadcast subtitles for different TV channels. 

• Powerful pre-broadcast edition system, newsroom system independent, with 
spell checker, change control, multi user editing, notification of changes in the 
editing system, etc. 

• Multi user management, with different functionalities for different user pro-
files and connectivity to multiple communication managers simultaneously. 

• Multiple rundowns management with automatic activation for unsupervised 
broadcast. 

Finally, the system also includes the ability to subtitle unscripted programs by mak-
ing use of a LVCSR with acoustic models adapted to the broadcaster. This system is 
being used for subtitling weather information in TVE. 

3 ZARCaptions 

ZARCaptions is a tool that allows automatic subtitling for previously recorded pro-
grams. It includes tools to accommodate the original script to the subtitling back-end 
format, powerful subtitle post-editor, characters assignment capabilities and quality 
measures by means of confidence measures.  

ZARCaptions integrates software that automatically executes a subtitling synchro-
nization process and with real time factors that ranges from 30 to 1, depending on audio 
and text quality. The system guides the user over the text segments that are likely to 
have problems allowing manual editing and automatic subtitling refinement (figure 
2).This system can be also useful to resynchronize live broadcasted subtitles (by means 
of re-speaking) for subsequent rebroadcast. The synchronization process can be run 
either locally or connected to a remote synchronization server, this way it can be easily 
adapted to different hardware resources. 

Another interesting features of the system: 

• Creation of project files for the organization of the different files that are used 
in the process (script, subtitles, audio, video…), auto-saving. 

• Editing and text filtering tools to preprocess the script and adapt it to the sub-
titling process, before the synchronization step. 
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• Subtitles post-edition GUI, that allows a human to adjust  with more precision   
the subtitles time-stamps, heights, characters or colors. 

• The system performs the synchronization automatically, subtitle partitioning 
and assignment of colors to the different characters of the program or movie, 
if they have been marked in the text.  

• Quality control system, which can detect potential errors in the subtitle editing 
and temporal overlaps between subtitles. 

 

Fig. 2. ZARCaptions post-editior view. 

4 ZARMonitor 

ZARMonitor is a tool for monitoring subtitling channels of a television network. 
During the broadcast of a program, human errors can force the delivering of subtitles 
to a channel different than the one it should be. Again, text-audio synchronization can 
give an elegant solution for the detection of these errors. Taking audio clips and 
subtitles that are broadcasted in real time, a process of resynchronization is performed. 
The application receives real-time audio from all the channels to be monitored and 
broadcast subtitles and generates confidence measures on the adequacy of text to audio. 
If correspondence is not found for a predefined number of subtitles, the system triggers 
an alarm to automatically stop the subtitling, or alternativelly sends an alert to the user. 

The graphic controller allows users monitoring of the status of the different broad-
cast channels. For each channel, we obtain information from the current program, the 
state of the audio and subtitles reception as well as the correspondence degree between 
them. We can also display a histogram with the delay of broadcast subtitles and histor-
ical information about the alarms generated in this channel (figure 3).  
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Fig. 3. Monitoring system graphics controller 

5 Conclusion 

In this work, we have presented a suite of programs that exploiting automatic speech 
recognition can definitely help to improve productivity, efficiency and quality of the 
subtitling task. These tools allow subtitling live broadcast news programs, previously 
off-line recorded programs and also monitoring broadcast subtitles quality. The pre-
sented systems are currently deployed in Aragón TV since 2008 and TVE since 2010. 
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Abstract. This paper presents the capabilities of the Smart Campus system de-
veloped during the Percepción project. The Smart Campus system is able to locate
the user of the application in a limited environment, including indoor location.
The system is able to show routes and data (using virtual reality) on the different
elements of the environment. Speech queries could be used to locate places and
get routes and information on that places.

1 Overview of the system

The Smart Campus system, developed during the Percepción project, was defined to
take advantage of the capabilities of mobile devices. Due to the nearly-universal of
mobile devices such as smartphones, tablets, an so on, they can be used as a tool for
getting information in a defined environment and locate interesting points. Moreover,
the use of mobile devices could improve the productivity of the society by giving the
users information that allow them save time and money, e.g., the fastest route to arrive
to a given place, or the availability of a given resource (a book in the library, a free
parking space, etc.).

These capabilities are extensively used in the concept of Smart City, i.e., a populated
area that provides its inhabitants and managers with the infrastructure that allows them
to obtain the maximum throughput of the available resources. In the Percepción project,
the application is reduced to the environment of a university campus. Two systems were
implemented, one for a medium-size university - Universitat Jaume I (UJI) of Castelló
- and other for a small-size university - Centro Universitario de Tecnologı́a y Artes
Digitales (U-TAD). The UJI system comprises a total of 1997 relevant locations that
can be required by the user. U-TAD system has a total of 234 locations.

The system would allow the user to employ its mobile device for the following
activities:

– Obtain the current location, including indoor locations
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– Show, by using Augmented Reality (AR), a route to arrive to a location.
– Show, by using AR, information on people (via QR codes), buildings, or other

entities.
– Ask for a location by using speech.

In this system description, we will focus on the SmartUJI Project. This project
consists of a smart-maps technology which integrates all the University data into a
spatial information system. The main project’s objective is to improve the monitoring
and management of the university resources, and provide access to all of the university’s
data in a unified and homogeneous way as established in the INSPIRE Directive of the
European Parliament and of the Council (2007/2/EC) [14, 1]. The platform is accessed
through a web based application6 and a set of integrated Android applications.

The following sections describe the main features of the different modules of the
system: geographical location (Section 2), augmented reality based on geolocation and
markers (Sections 3 and 4), and speech interface (Section 5). Section 6 describes possi-
ble features to be included in the systems in the future.

2 Positioning system

The SmartUJI Android applications use the positioning ability of mobile devices to
provide the user location. Although the inclusion of A-GPS in Smartphones has solved
the problem of outdoor positioning, performing indoor location is still an interesting
research topic since GPS has no coverage inside buildings. Several technologies are
being used to deal with the indoor location problem: Radio-Frequency Identification
(RFID) [12], Bluetooth [7], Wireless Local Area Network [9, 10], ZigBee [11], Ul-
trasonic [4], Variations on magnetic field [3], Dead reckoning [5], or LED lights [6],
among others. Nowadays, WiFi and magnetic field are two of the most promising tech-
nologies for indoor location due to the proliferation of Smartphones and the embedded
WiFi connectivity and magnetic sensory system. In particular, a WiFi-based fingerprint
Indoor Positioning System (IPS) based on k-Nearest Neighbor [2] has been integrated
into the SmartUJI platform to support the SmartUJI applications.

The IPS was deployed as a new service in the SmartUJI platform. The mobile device
has only to send the current fingerprint (a list of perceived WLAN intensities) and
the service returns the current indoor location. Localisation errors are raised when the
location cannot be estimated. An example of full location is shown in Figure 1, where
the black arrow icon shows an estimation of the user’s position (longitude, altitude and
floor) inside an academic laboratory.

3 SmartUJI AR

SmartUJI AR is an augmented reality application that shows geographically located
content using the MetaioSDK7. It allows the user to view the gathered data in an im-
mersive and intuitive environment. As shown in Figure 2, it uses the camera to show
which facilities or points of interest (POI) are near the user.

6 http://smart.uji.es
7 http://www.metaio.com/sdk/
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Fig. 1. Screenshot of the full positioning in a mobile device. The black arrow stands for the
position where the user is located, this estimation is provided by the indoor positioning system.

SmartUJI AR collects all the data from the services, databases and geoprocesses
provided by the SmartUJI platform. Then, these data are processed and properly showed
to the user. The generated information is superimposed on the rear camera image in real-
time. An appropriate icon is used to represent a certain facility or building in augmented
reality. E.g., the Library (Biblioteca) is represented with an orange-white book icon in
Figure 2. Then, the visible POI’s are displayed using the user’s orientation and current
position via GPS or IPS (see Section 2). With this hybrid positioning system, GPS and
IPS, it is possible to obtain the user’s location anywhere inside the campus.

SmartUJI AR has a layer selector to choose what kind of POIs are going to be dis-
played. The main categories are: Buildings, Restoration, Transports, Containers, Labo-

Fig. 2. Screenshot of the augmented reality application. It shows some facilities and the Library
(Biblioteca) location is highlighted.
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Fig. 3. Screenshot of the augmented reality application. It shows the path that the user should
follow to reach its destination with white arrows.

ratories, and Information Points. Depending on the chosen categories, a different range
of POI images will be displayed on the screen. Another functionality is the 2D radar in
where all the POIs and the current vision field are represented. The user’s vision fields
moves at the same time as the user changes its orientation and position, so all the POIs
that are inside the vision field are the same ones displayed on the screen.

The navigation functionality uses the SmartUJI platform to calculates a route be-
tween the user’s current location and a POI. The obtained route is placed over the cam-
era image as an 3D-arrows route. The user just has to follow the arrows to reach its
destination as shown in Figure 3.

4 Marker based AR

This application is the piece of SmartUJI that focuses on providing useful information
about faculties to the user. This information is provided through a navigable augmented
reality interface. To support the AR behaviour, Quick Response (QR) codes have been
used to work as a beacon. Furthermore, our approach relies on QR codes as AR markers
as they can be also used to codify and store some information. In addition, the QR codes
may contribute to geographical location whenever that information is read.

When the application starts, the device camera is opened and a simple interface is
shown to the user. As can be seen in Figure 4(a), a target point in green indicates the user
where to aim the camera to help the application find the marker and read it. Once the
QR code is located and the information that was stored in it is decoded, a request is sent
to the server in order to get the GUI description along with the matching faculty data.
Meanwhile, a loading icon is displayed to show that work is in progress (Figure 4(b)).

The response from the server describes the GUI that the application has to parse and
render. A main interface with navigation options and representing information about the
faculty is what the server sends in first place, to see the rendered scene refer to Figure 5.
Through this interface, the user is able to navigate to other levels of detail.
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(a) (b)

Fig. 4. Marker based Augmented Reality examples.(a) Target screen, showed on start-up, (b)
Loading screen, waiting for data.

Fig. 5. Main screen, navigable menu, where users can get information about a university member:
teaching hours and tutorials (HORARIO), courses (DOCENCIA), and more info (INFO).

5 Speech interface

The ASR system is used to locate points of interest in the university campus. The system
is composed of a client application, a speech recogniser, a semantic analyser, a dialogue
manager, an adaptation manager, a data manager and a database, with the following
features:

– Client application: developed for Android 2.1 and higher versions; it is composed
of two speech-related activities, one for speaker adaptation and the other for speech
recognition.

– Speech recogniser: it is a version of the iATROS system [8] that supports TCP
sockets audio input and speaker adaptation.

– Semantic analyser: FreeLing [13] was used.
– Dialogue manager: determines the current state of the dialogue; dialogue space is

defined by a finite-state automaton; each state has associated a different language
model for speech recognition.

– Adaptation manager: manages the speaker adaptation (generation of adaptation
sentences and speaker adaptation based on the acquired audio signal).
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(a) Speaker adaptation activity. (b) Speech acquisition activity.

Fig. 6. Speech interfaces.

– Data manager: connects clients with speech recogniser, provides system responses,
and updates semantic models according to the user queries and the database.

– Database: the same than for the geographical part.

The system allows the speech recognition in three languages (Spanish, Valencian,
and English). The language to be decoded depends on the client device configuration.
Acoustic, language, lexical, and semantic models were generated for each language.

The speech interface is launched from the main client application by touching the
proper icon. When launched, detects if the device/speaker is registered for the selected
language. In case it is not registered, launches the speaker adaptation activity (Fig-
ure 6(a)). This activity shows the user the text to be uttered and allows to send the
acquired audio signal when all the sentences were completed.

In any case, the speech activity is launched (Figure 6(b)). This activity starts with an
initial dialogue state (i.e., no data was present and all possible queries are admissible).
The activity follows a push-to-talk protocol that allows the user a complete control on
the speech signal that is recorded. After finishing the recording, the audio signal is sent
to the server and it is recognised and processed against the database. Three different
situation may appear from the user perspective:

1. An only item was retrieved from the database: the corresponding identifier is re-
turned to the client and the speech activity sends it to the geographical manager.
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2. A small number (5 or less) of items was retrieved from the database: a list with the
items is generated and sent to the client, that shows it and awaits for user selection;
if the “None of the above” option is selected, it returns to speech acquisition.

3. A large number (more than 5) of items was retrieved from the database: returns to
speech acquisition, showing an informative text (based on the new dialogue state)
and the last recognition result.

In any case, internal dialogue state is updated according to the data the user gave
and the database query results.

In case any error appears (server not available, sentence not recognised, etc.), the
control is returned to the main client application.

6 Discussion and future directions

In this article we presented the complete Percepción Smart Campus system for the
SmartUJI environment. The described system complements with the other Android ap-
plications of SmartUJI. For example, from anywhere in the application is possible to
launch the other parts. Furthermore, this application can enhance the others parts pro-
viding a precise localisation of the user. This can improve the localisation algorithm
because we know the position of the user based on the known position of the QR code
the user is scanning. Also, the application integrates with the underlying operating sys-
tem in various ways.

It is worth mentioning that all the applications, functionalities and modules have
been designed to interact between them, to be fully interoperable within the SmartUJI
platform, and to enhance the user’s experience. Also, the applications are integrated
with the underlying operating system in various ways. E.g., SmartUJI applications are
able to call a university’s member through the operating system’s dialler application.

However, the system could benefit from other data sources that are not integrated at
this moment in the whole application. For example, user identification can be used to
know features on the user that could enhance the interaction in both location and speech
recognition: if a student is inscribed in a given center or subject, it will be more usual
for s/he that her/his location is on a given part of the campus, or that the uttered speech
is on locations related to the user situation (e.g., asking for a specific classroom could
be centered to the classrooms of the center where the student is inscribed). There are
future plans to incorporate this data on the system and improve interaction, apart from
using data pertaining to systems different to the SmartUJI system (e.g., data on social
networks that allow to locate the user or knowing her/his preferences).
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Abstract. The need to estimate the acoustic information that comes from the 

patient has progressively developed methods of speech signal analysis . These 

methods range from the subjective estimate using certain protocols (such as 

GRAB, …) which allow homogenize the perceptual features of the voice, to ob-

jective estimate the speech signal based on a set of features, allowing the docu-

mentation of the speech signal in a clear and effective way. In this work, a web 

server (http://evoice.ulpgc.es) for the objective evaluation of voice signal using 

the recording of a sustained vowel is presented. This software implements a 

protocol based on quantifying four aspects that characterize the quality of the 

voice with regard to the normal pattern, obtaining a correlation between the 

numerical value of the measure and the physical phenomenon quantified. This 

website allows the remote use of the software. This implies a significant im-

provement in efficiency and potential for clinical application, such as e-health 

or preventive medicine, compared to other existing tools that develop protocols 

of greater difficulty in its practical application. 

Keywords— Speech Processing, Voice Quality, Biomedical Signal Processing, 

e-Health, Web Server 
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1 Introduction 

The voice is the main means of communication between people, it is part of our body 

image, and in many cases is an important tool of work 1. Between 5 and 7% of the 

population in industrialized countries suffers from some disorder of the vocal cords 

that requires the attention of the specialist, this percentage increases to 22.5 % in 

groups such as teachers, singers, speakers and commercial that used the voice as an 

instrument of work 2, 3, 4, 5. 

 

Techniques based on methods of visual inspection of the vocal cords have classically 

been used for the diagnosis of voice disorders. However, these techniques have cer-

tain drawbacks, since visual exploration techniques, such as the need for an adequate 

training and the discomfort that this implies in many occasions for the patient. At the 

same time, these diagnostic methods provide considerable data on the morphological 

aspect of the larynx and the disease processes, but very few on the estimate of the 

acoustic voice, at the same time that have to be carried out exclusively by profession-

als in the medical field. 

 

Currently, adequate human resources and material means are not always available to 

perform this estimate. It is of interest to have objective evaluation of the voice quality. 

So far,  some methods have been developed (which are more or less standardized) 

based on the subjective evaluation-perceptual voice quality, such as GRABS 6, 7, 

RHB 8, and others 9, 10, 11. 

 

Therefore, there is a need to objectify the voice signal based on the estimation of ob-

jective measurements to quantify numerically and automatically the voice quality 

from an audio recording. These techniques improve the quality of care in the medical 

field. To cite some examples, it is useful to doctors to perform the first screening in 

primary care centers, or to medical specialists in otolaryngology to document objec-

tively the evolution of a certain treatment of a patient and for documenting the evolu-

tion of a surgical intervention. 

 

The web server application of these techniques is useful in situations where the 

speaker is not present as is the case of telemedicine, rural or isolated areas, islands 

etc. It also opens the door to medical professionals whose professional work is 

oriented to the rehabilitation of patients suffering from problems in the voice (speech 

therapists, phonetics) to obtain tools that will facilitate their work professionally, and 

this is appealing to the professional for which his voice is his work tool (teachers, 

speakers, singers, commercial, etc.), because it enables them to have a tool to estimate 

of way simply if you suffer any alteration in the larynx (disease in the vocal cords and 

the voice production system) from a voice recording. 

 

In this work we present a web server for the evaluation of the quality of the voice of a 

speaker objectively from the phonation of a voiced sound: the vowel "a". 
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2 Clinical study 

With the aim of having non-invasive techniques, objective and quantifiable evaluation 

of the voice quality, we develop a study of evaluation system acoustics phonic appa-

ratus for use in clinical environments coordinate by a Department of Otorhinolaryn-

gology. 

 

In this study of the voice quality, it indicates the need to measure four characteristics 

of the voice: stability in the voice, rhythm in the beating, problems on the glottal clo-

sure and irregularities in the masses 12, 13, 14. Each of the different characteristics of 

the voice is quantified by a single measure. Table I shows the measures used to quan-

tify each of the four characteristics. 

 

The four physical phenomena identified that allow you to perform an objective mea-

surement of the quality of the voice are: 

 

 Stability in the voice: This phenomenon characterizes the flow of air that is 

exhaled by the lungs and which gives rise to the vibratory motion of the voc-

al cords (movements of opening and closing). 

 

 Rhythm in the beating: The harmonic structure of the voice signal is deter-

mined by the pace and force of the beating (the impact between the vocal 

cords). The existence of an irregular rhythm reveals the presence of certain 

pathologies. 

 

 Problems on the glottal closure: This phenomenon characterizes the contact 

of both cords during phonation. In the case of absence of a proper closure of 

the same identifies the presence of noise in the voice signal. 

 

 Irregularities in the masses: To perform a correct beating of the vocal cords 

it is necessary that both vocal cords carried out synchronously the different 

phases of the vibratory motion necessary that gives rise to the successive 

opening and closing of the vocal cords. This phenomenon quantifies the mi-

salignment of the different phases of the movement between vocal cords 

when these are irregularities. 

 

Table 1. Characteristics of the voice measures 

Characteristic Measure 

Stability in the voice 
Amplitude Perturbation Quotient (APQ) 16, 

17, 18, 19 

Rhythm in the beating 
Average value of the first peak Cepstral of 

the cepstrum derived spatially 13 

Problems on the glottal 

closure 
Average ratio subharmonic harmonic 15 

Irregularities in the 

masses 

Average of the lower area of the integrated 

Bicoherence index 12 
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Fig. 1. Basic diagram of the web architecture 

 

3 Web Arquitecture 

We have developed the web server for the evaluation of the voice quality: e-VOICE, 

available at the URL http://evoice.ulpgc.es, that implements the clinical study de-

scribed above, providing an objective method reliably, and easily, accessible any-

where in the world and at any time via a browser and an internet connection. 

 

The web server uses standard technologies and programming languages, frequently 

used in computing and communications, such as HTTP, TCP/IP, HTML, CSS, Flash 

and Java. 

 

The web architecture, shown in Fig. 1, is simple, consists of a web application built 

into a web site and a processing server. The web application performs the tasks of: 

voice recording (Fig. 2), check the voice quality, secure connection to the server, 

sending the voice signal, reception and representation of the results of the signal 

processing (Fig. 3). The server is responsible for verifying the secure connection, 

receive and process the voice signal, estimating the validated measures by the clinical 

study and sending the results to the web application. 

 

This simple but effective architecture has the advantage of allowing multiple connec-

tions, from any location (internet), with tools of extended use (desktop browsers) 

using a thin client system compared to the traditional client-server system that need a 

heavy client application installed on your computer. 
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Fig. 2. Voice recording 

 

 

Fig. 3. Representation of results of an abnormal quality voice 

4 Results 

The web analytics tool integrated in the web site http://evoice.ulpgc.es enable us to 

obtain measures about the accessibility and possibilities for clinical application, such 

as e-health or preventive medicine, to have the web server for evaluation of voice 

quality described in this paper.  

 

The statistical data provided by the web analytics, shown in Figure 4, reveal that in a 

period of approximately one year of operation of the web environment have been 

made to 674 sessions by 454 users with a percentage of 67.36 % of new visitors and 

nearly 1000 page views. 

 

In terms of accessibility, the demographic data (Fig. 5) show connections from 85 

cities in 29 countries on 5 continents, such as Spain, India, United Kingdom, Hong 

Kong, Australia, Cuba, Morocco,... 
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Fig. 4. Statistical data by web analytics tool 

 

 

 

Fig. 5. Demographic data by web analytics tool 

 

5 Discussion 

It is possible to identify a particular group of computer applications that allow you to 

record voice signal and subsequently allow you to perform a qualitative evaluation 

both by means of different representations of the speech signal as quantitatively by 

means of a series of measures.  

 

Some applications such as Soundscape 20, PRAAT 2122 and CSRE and have in 

common be designed for the analysis of sound signals, with a thorough analysis of the 

signal, allowing its recording, editing, and calculation of statistics of values taken 

from the signal analysis as: spectrograms, fundamental frequency of the signal (pitch), 

disturbance (jitter), the disturbance in signal amplitude (shimmer), spectral analysis of 

the signal by FFT and LPC, and statistics on some characteristics of the signal, such 

as the percentage of unvoiced and voiced sounds. 
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Other applications also include utilities computing oriented education and syntactic 

training. A good example is the system developed by Speech Technology Research 

(STR) Ltd., which consists of a series of tools for capturing and analysis of the speech 

signal. Among all of its products, it is worth highlighting the Computerized Speech 

Lab (CSL) 23, developed jointly with Kay Elemetrics Corporation. CSL is the refer-

ence tool in areas ranging from forensic sound until the acoustic survey of pathologies 

of the voice. This is due to its high performance, use of high-end hardware and to the 

broad base of accompanying data. The CSL provides information of multiple charac-

teristics of the voice, by removing temporary parameters of qualities of energy and of 

the fundamental frequency. The evolution of these parameters can be studied in real 

time while recording of the voice of the speaker. 

 

It is also possible to find computer applications aimed at patients who have disorders 

of hearing, speech and language with in the case of SpeechViewer 24, which is espe-

cially useful for people who want to modify their inflection, pronunciation and vocal 

quality. The program allows you to know and to exercise the features of the voice 

(tone, intensity, duration, and loudness) through a visual and auditory feedback of the 

verbal productions. 

 

There are more complete computer systems that include all the aspect described-

cough as those developed by the UCL division Speech Hearing and Phonetic Science 

25, of the University College London, which allows a simple but comprehensive 

study of the voice signal. Through these tools it is possible to make the recording of 

voice signals, the qualitative study of the signals by means of temporary representa-

tions, spectral (spectrum and spectrogram) and cepstrals. It is possible to identify the 

formants and estimate the vibrations frequencies of the vocal cords. 

 

Finally there are complex systems, such as Dr. Speech 26  developed by Tiger Elec-

tronic, that add another type of signals electroglottography and laryngoscope images. 

Dr Speech is oriented to the analysis and rehabilitation of pathological voices. The 

software has been developed primarily to be used in professional environments, par-

ticularly in the health sector. Dr. Speech gives the possibility of making an ongoing 

study of the evolution of the pathological voice. It contains a simple working envi-

ronment so that the specialist can annotate each of its impressions of the patient, leav-

ing its history stored in a database of patients. 

 

All these systems have in common present a clear disadvantage of accessibility, be-

cause they need a local installation on a computer, in addition to the estimate of the 

quality of the voice for qualitative or quantitative techniques that do not guarantee the 

uniqueness of the ratings obtained from different evaluators. 

 

This paper proposes an alternative to these systems through a web server that allows 

through internet to objectively evaluate the clinical voice quality of a speaker from the 

recording of a sustained phonation of a vowel. This system measures, objectively, 

four aspects of the voice quality: stability in the voice, rhythm in the beating, prob-

lems on the glottal closure and irregularities in the masses. This assigns a value to 
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each of the different aspects that characterize the voice quality, where in addition 

have been identified normal ranges in a clinical study. 

6 Conclussions 

In this work we present, in the context of accessibility for the clinical evaluation of 

the voice quality from a recording, the different software tools that enable you to eva-

luate the voice quality by qualitative and quantitative method. However, these sys-

tems, whose task is not exempt from interpretation and the need for wide knowledge 

of the characteristics of the speech signal in the different domains of representation, 

are designed as desktop applications. 

 

As an alternative, this paper presents a simple and robust web tool that lets you doc-

ument the voice quality, quantifying and objectively automatically four physical phe-

nomena that allow you to perform a measurement of the voice quality. As a result, it 

is possible to obtain a correlation between the numerical value of the measure and the 

physical phenomenon that quantifies, allowing detecting deviations from their mar-

gins of normality, where any voice of abnormal quality presents a deviation from the 

normal pattern of at least one of the four characteristics. 

 

A prototype of this tool has been evaluated in a clinical study, obtaining as a result a 

high correlation between the presence of a laryngeal pathology and the labelling of at 

least one of the four quantifiable physical phenomena outside the range of normality. 

In the previous laboratory work 12, 13, 14 we have demonstrated that the tool is sta-

tistically significant in the discrimination between samples of healthy voices and with 

laryngeal pathologies, and with the clinical study we have demonstrated that the tool 

is clinically relevant in the evaluation and documentation of patients with laryngeal 

pathologies 

 

The objective quantification of the quality of the voice track web allows you to per-

form functions of screening of laryngeal pathologies that can be useful in situations 

where the speaker is not present as is the case of telemedicine, as well as to assess 

treatment outcome of the same in the specialized environment. 
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Abstract. This thesis proposes a method to improve the current state-
of-the-art of Speaker Verification (SV) systems by including a discrimi-
native optimization. The success of traditional SV systems rely on how
well the models represent the data. In this sense, the modeling is the
essential part of SV. Conventional methods focus their efforts on maxi-
mizing the likelihood of those models to its corresponding data, and the
error reduction comes as a consequence of the correct computation of the
models. This work embraces the error as part of the optimization task.
Following this idea, we explored two branches. In a first approach, we
investigated the optimization of the training hyper-parameters to explic-
itly consider the tradeoff between false rejections and false acceptances.
We believe that the enhancement of the parameters should not be limited
to a single operating point, and that a more robust strategy is to opti-
mize the parameters according to the maximization of the area under the
Receiver Operating Characteristic (ROC) curve. In a second approach,
we investigated the speech signal as a combination of attributes that
contains information of the speaker, channel and noise. Conventional
speaker verification systems train a single generic model for all cases.
We propose a new methodology to partition the data space according
to these attributes and discriminatively train separate models for each
region, reducing the empirical error. Finally, we extended and merged
our current methodologies to alleviate the effect of noise. The thesis can
be found in: http://www.vivolab.es/thesis.html

Keywords: speaker verification, noise condition, ensemble approach,
discriminative training, minimum verification error

1 Introduction

Over the last decade, advances in communication technology have leaded the
research community efforts to focus more and more on secure and remote trans-

? Thanks to Cátedra de Seguridad de la Información, Tecnologico de Monterrey, Cam-
pus Monterrey.
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actions over the networks [1]. User authentication has attracted major attention
because of the emphasis on security issues [2]. The necessity of these systems to
obtain unique information from users led to biometrics (human characteristics)
[2]. From the variety of biometric signals that can be used for authentication,
speech shows several advantages. For example, it is the most natural source of
human communication; the acquisition of the signal can be performed using well-
known non-sophisticated equipment and speech opens the possibility to perform
remote transaction, among others [3].

In this research, we study SV, which main objective is to accept or reject
a prospect speaker– with the lowest error rate– given a claimed identity and a
speech signal. The SV schemes are based on statistical hypothesis testing theory
for classification, which establishes the relationship between two hypotheses:
a null hypothesis Hs (accepts the speaker as legitimate) and the alternative
hypothesis Hs̄ (rejects him or her) [3]. Their relation is expressed as a ratio
between likelihoods with respect to two models: target and imposter. The output
ratio is then tagged as accepted or rejected user and later used as a score to
perform a decision; the larger this score, the more “likely” to be a registered
user.

Two types of errors commonly occur: false acceptances (FA) – incorrect de-
cision due to accept a speaker who is not actually the target speaker, and false
rejections (FR) – incorrect rejection of target speakers. Ideally, the probability of
both types of errors must be zero; in practice, the two occur and are considered
in the system design. A tradeoff between them is established so that both errors
are reduced. The probability of false acceptance can be reduced at the cost of
increasing false rejection. Thus, for any given system, the operating point can
be manipulated to obtain a desired ratio between false acceptances and false
rejections. The entire range of possible operating points is characterized mainly
by the Operating Receiver Characteristic (ROC) curve [4] and detection error
tradeoff (DET) curve [5].

This thesis shows how to lower these errors using a discriminative optimiza-
tion approach from two different perspectives. The first one concentrates on the
optimization of every operating point along the ROC curve, resulting on better
performance in terms of known metrics, such as, equal error rate (EER) and
minDCF (minimum Detection Cost Function). This curve provides a tool to
measure system performance. It plots the relation between false positive rate vs
true positive rate as shown in Figure 1. A single operating point on the ROC
curve is not enough to describe the efficiency of the system. The area under
the ROC curve is a more sensible measure of classifier performance. Second,
we searched for more specific ways to describe the speaker space based on cer-
tain attribute. We built contiguous region models that characterize a specific
attribute. The discriminative optimization enhances those models and improves
the results of the traditional architectures. Both methods have their extension
tackling the noisy condition case. Finally, merging both methodologies in an
integration modeling, the system is capable to compute improved models that
outperform the current state of the art.
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2 Motivation and Scope

The success of traditional SV systems lies in computing the adequate models
that can clearly classify a target speaker from an impostor. The more suited
these models are to particular data in different scenarios or target speakers, the
better results we can obtain [3, 6, 7]. The maximum likelihood (ML) approaches
using generative modeling [3] and lately factor analysis [6, 7] represented a huge
improvement in the systems performance. Generative modeling relies on maxi-
mizing the likelihood of a model to a current set of data. However, reduction of
the false acceptance and false rejection errors is not taken as a primary objective
but as a consequence of an accurate modeling of the target speakers.

Discriminative training approaches were first employed in speech recognition
[8, 9], as an alternative solution to reduce the error. However, just a few studies
are found in the bibliography [10–13] from the SV point of view.

One of the schemes that fits the SV theory is the minimum classification
error approach. Its main goal is to minimize the empirical classification error
regardless the distribution of the data [8, 14]. Consequently, we consider it to
be the backbone of our research. The algorithm, by itself, focuses on the error
reduction, which is the missing part in the SV framework. We broadened its
capabilities and incorporated it as part of the optimization.

Finally, the challenge nowadays is to design systems robust enough to dif-
ferent kinds of scenarios (including environments, and noisy conditions). Hence,
the motivation of this study is to deal with those scenarios and build a robust
system based on discriminative modeling methods.

3 Thesis statement

We propose to include a discriminative model optimization as part of the current
state-of-the-art systems to improve performance considering the error reduction
as main objective. Two perspectives were explored separately and finally merged
to obtain a more robust architecture.

In a first study, we examined a discriminative training paradigm that explic-
itly learns the model parameters to optimize the entire ROC curve. The solution
we propose is to maximize the AUC; this naturally optimizes the performance
at every operating point on the ROC curve.

In a second study, we propose an alternative approach to consider an effective
decomposition of the speech signal space. Instead of addressing the problem
with just a unified model (one model that can represent all possible data), a
decomposition that partitions the signal space based on special attributes of the
training data provides a better estimation. We propose to break down a general
model into sub-region specific models. Each submodel is trained discriminatively
for specificity purposes and empirical error reduction. The new optimized models
are more robust and specific to the region they represent (a set of sub-models
can represent, for example, channel, noise and speaker main attributes). Both
techniques were examined also under noisy conditions, improving the baseline
systems.
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Finally, we propose a hierarchical architecture that incorporates both ap-
proaches. Data spaces (from general to specific) partition at each level and are
discriminatively optimized using the AUC under the ROC curve. This approach
is also naturally extended to noisy conditions scenarios.

4 Methodology

First, we explored the traditional modeling approaches in SV, resulting in base-
line systems. Afterwards, we designed a discriminative optimization to be in-
cluded as part of the current solutions: factor analysis and minimum verification
error approaches. From this optimization, two branches emerged: the AUC under
the ROC curve optimization and the ensemble modeling. At first, we modified
the baseline methods, Joint Factor Analysis (JFA) and the Minimum Verifi-
cation Error (MVE), to follow either the AUC under the ROC curve or the
Ensemble approach. Then we merged both ideas to fulfill the integration goal.
The algorithms at each stage work under clean and noise conditions obtaining
improvements at every step.

5 Area under the ROC curve optimization

A way to address the problem of error reduction, is to optimize the AUC of
the ROC curve. The computation of the AUC is clearly demonstrated by the
Wilcoxon-Mann-Whitney (WMW) [15] statistic, which basic idea is to compute
the probability of a classifier to score a random positive sample more times
than random negative samples. Using the WMW statistic as a starting point,
we formulate a method to reduce the AUC of the ROC curve for the SV task.

Consider a binary classifier that attempts to classify the data as belonging
to a class C or not. Let H and W be two sets of data belonging respectively to
C and C̄ (i.e. not in C). The empirical AUC of a classifier that computes a score
θ(χ) to determine if any data instance χ belongs to C is given by Equation 1
(based on the WMW theory).

Υ (Λ) = 1.0−
∑
χ∈H

∑
χ̂∈W 1(θ(χ) > θ(χ̂))

|H||W| (1)

In the equation above we have written Υ (Λ) to be a function of Λ = ΛC ∪ ΛC̄ ,
where ΛC and ΛC̄ are the parameters of any models associated with C and C̄.

We can optimize the AUC by employing the function given in Equation 1.
Computed over the training set, Equation 1, is thus a new objective function to
be minimized. To optimize it, a smooth, differentiable version of this objective
function is needed. To do so, we replace the indicator functions 1(a > b) by a
sigmoid function, R(θ(χ), θ(χ̂)), following an approach that is commonly used
in discriminative training methods, e.g. [14].

Thus, the modified AUC function to optimize is:

Υ (Λ) = 1.0−
∑
χ∈H

∑
χ̂∈W R(θ(χ), θ(χ̂))

|H||W| . (2)
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The modified AUC function of Equation 2 must be appropriately customized
to the type of model being considered. It can then be optimized using the gener-
alized probabilistic descendent (GPD) algorithm. Let X represent the complete
set of training instances: X = H∪W. The GPD updates are performed according
to the following:

Λt+1 = Λt − ε∇Υ (X, Λ), (3)

∇Υ (X, Λ) = − 1

|H||W|
∑

χ∈H

∑

χ̂∈W

γR(1−R)

[
∂θ(χ)

∂Λ
− ∂θ(χ̂)

∂Λ

]
. (4)

In the above Equation R is a short-hand notation for R(θ(χ), θ(χ̂)), ε is a
learning rate parameter. The above formalism can generally be used in all for-
mulations of speaker verification with appropriate customization of the objective
function that can be MVE or FA approaches. This method updates the model
parameters iteratively for each learning step. The optimization is shown in Fig-
ure 1 (considering a MVE baseline system and a 10 iteration AUC optimization).
We observe that by applying the method the AUC increases and the effect is
also observed in the DET curve.
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Fig. 1. AUC Optimization: Score Distributions for 10dB SNR, babble Noise

6 Ensemble

The objective of this method is to compute specific and enhanced models that
altogether represent the complete data space. The premise to follow is to separate
the cluster attributes (classes) so that the error is minimized. The first challenge
of this approach is to obtain suitable partitions Ω1, · · · , ΩP from the signal space
(see Figure 2). Two options are possible to compute those partitions: a) blindly
(unsupervised) or b) using some prior information (supervised).

6.1 Training the Ensemble Model

Corresponding to each of the partitionsΩ1, · · · , ΩP we train a separate partition-
specific background model. All background models are GMMs. We require each
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p(�A > �B) (1.1)

⌦C̄ (1.2)

A (1.3)

B (1.4)

q̄ (1.5)

gi(�|⇤i) = log P (�|�i), (1.6)

Gi(�|⇤̄i) = log P (�|�̄i). (1.7)

Gi(�;⇤i) = log { 1

M � 1

X

i 6=l

exp [⌘gl (�;⇤)]}
1
⌘

, (1.8)

di(�) =

8
<
:

�gi (�;⇤) + Gi (�;⇤) � 2 Ci (miss)

gi (�;⇤) � Gi (�;⇤) � /2 Ci (false acceptance)
(1.9)

`(di(�)) =
1

1 + exp (��di(�) + ✓)
, (1.10)

`(d) =
1

1 + exp (��d + ⌧)
, (1.11)

⌧ (1.12)

`(�;⇤) =
X

i

`i(�;⇤)1(� 2 Ci). (1.13)

1(·) (1.14)

74 Chapter 7. Ensemble Modeling Approach

Once the number of clusters is decided, we initialize K initial points, called centroids either by
random values or by picking randomly K vectors from the pool of imposter data. Afterwards, the
system assigns ”memberships” to each data vector (distances from the vector to each centroid).
The lowest distance, means that the vector belongs to a certain cluster. Once we account for all
the data vectors, the system goes through the same process iteratively until the error function E
does not change significantly,

E =

KX

j=1

X

�l2cj

(�� cj)
2 . (7.3)

where � is the set of all recordings in the data space, and cj is a specific centroid.

The factor by which partitions are formed can be controlled by using an appropriate distance
function. Generic clustering based on Euclidean distances or likelihoods may be used to cluster
the data by a dominant factor.

7.4 Training the Ensemble Model

Corresponding to each of the partitions ⌦1, · · · ,⌦P we train a separate partition specific
background model. All background models are GMMs. In principle these can be trained separately
for each partition using the EM algorithm. However, we require each of the background models to
be highly specific to the partition they represent, and not generalize to other partitions. In order
to do so, we train all of them together using the following discriminative training procedure [138].

Let ⇤C represent the model for a partition ⌦C . Let �C represent all (training) recordings
assigned to ⌦C . For any partition ⌦C , let

⌦C̄ =
[

C̄0 6=C

⌦C̄0 (7.4)

represent the complement of ⌦C , i.e. the union of all partitions that are not ⌦C and i is the
number of the partition.

Let g(�;⇤C) = log P (�;⇤C) represent the log-likelihood of any recording � computed with the
distribution for partition ⌦C . We can now define d (�,⇤C), a misclassification measure for how
likely it is that a data � 2 �C from ⌦C will be misclassified as belonging to ⌦C̄ as

d (�,⇤C) = �g (�;⇤C) + G (�,⇤C̄) , (7.5)

G (�,⇤C̄) represents the combined score obtained from a partitions in ⌦C̄ .

G (�,⇤C̄) = log

⇢
1

|⌦C̄ |
X

C0:⌦C02⌦C̄

exp [⌘g (�,⇤C0)]

� 1
⌘

. (7.6)

where |⌦C̄ | is the number of partitions included in ⌦C̄ , and ⌘ is a positive parameter. Now, we
can define a new objective function for discriminative training of ⇤C . This function takes the of
the form,

`(⇤C) =
1

|�C |
X

X2�C

1

1 + exp [�� (d (�,⇤C) + ✓)]
, (7.7)

where |�C | represents the number of recordings in �C , and � and ✓ are control parameters.
Note that for this specific case, we consider the formulation with di↵erent competing classes (as
many as the number of partitions). Hence, the optimization is performed per partition. Finally,

Fig. 2. Ensemble scheme

of the background models to be highly specific to the partition they represent,
and not generalize to other partitions. In order to do so, we train all of them
together using the following discriminative training procedure [16].

Let ΛC represent the model for a partition ΩC . Let χC represent all (training)
recordings assigned to ΩC . For any partition ΩC , let

ΩC̄ =
⋃

C̄′ 6=C

ΩC̄′ (5)

represent the complement of ΩC , i.e. the union of all partitions that are not ΩC .
Let g(χ;ΛC) = logP (χ;ΛC) represent the discriminant function (log-likelihood

in this case) of any recording χ computed with the distribution for partition ΩC .
We can now define d (χ,ΛC), a misclassification measure for how likely it is that
a data χ ∈ χC from ΩC will be misclassified as belonging to ΩC̄ as

d (χ,ΛC) = −g (χ;ΛC) +G (χ;ΛC̄) , (6)

G (χ,ΛC̄) represents the combined score obtained from a partitions in ΩC̄ ,

G (χ,ΛC̄) = log

{
1

|ΩC̄ |
∑

C′:ΩC′∈ΩC̄

exp [ηg (χ,ΛC′)]

} 1
η

, (7)

where |ΩC̄ | is the number of partitions included in ΩC̄ , and η is a positive pa-
rameter. Now, we can define a new objective function for discriminative training
of ΛC . This function takes the following form,

`(ΛC) =
1

|χC |
∑

X∈χC

1

1 + exp [−γ (d (χ,ΛC) + θ)]
, (8)

where |χC | represents the number of recordings in χC , and γ and θ are con-
trol parameters. Note that for this specific case, we consider the formulation
with different competing classes (as many as the number of partitions). Hence,
the optimization is performed per partition. Finally, the objective function in
Equation 8 can be optimized by applying the following generalized probabilistic
descent (GPD) update rule for ΛC :

Λt+1
C = ΛtC − ε∇`(ΛC)|ΛtC . (9)
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The procedure is included in the MVE and JFA frameworks. We obtain
suitable number of target and imposter models as clusters we have. To come up
with a decision, the system computes the score for a new recording, X, speaker
S, and partition C as,

θSC(X) = logP (X|ΛCS )− logP (X|ΛC). (10)

Next, the algorithm chooses among the following scoring options.

a) Partition Selection (PS): Assign the recording to the most likely partition as,
Ĉ(X) = arg maxC logP (X|ΛC).

b) A priori (AP): If the correct partition ΩC for X is known a priori, then we
can simply set θS(X) = θSC(X).

c) Best-score (BS): We select the greatest score, θS(X) = maxC θ
S
C(X).

d) Combination (CO): Combine the scores from the different partitions: θS(X) =∑
C w

S
Cθ

S
C(X). In this case wSC are simply the weights assigned by the SVM.

e) Fusion (FU): Combine the scores from the partitions in a logistic regression

fusion, fj = α0 +
∑N
i=1 αiai,j .

7 Integration

We integrate the algorithms described in the two previous sections: area under
the ROC curve optimization and the ensemble modeling approach. We have in
mind that the final intention is to combine these techniques for both cases: clean
and noisy speech.

We introduce a top down hierarchical architecture that comprises several
partition levels. Each level was optimized using the previous techniques. To make
it clear, in the first level the data space is partitioned in distinctive clusters for a
chosen condition, not necessarily disjunct (using the ensemble approach). From
those partitions the algorithm generates their corresponding models. Then, we
maximize the distance between the competing regions using ensemble modeling.
The clusters are next refined using the AUC optimization premises. Once we have
these new mapped and refined clusters, we continue to the next partition level
in the same manner. As a consequence of optimizing for every operation point
along the ROC curve, the EER and the minCDF are reduced. We continue the
procedure until the partitions are among speakers (final step). In the test stage
we perform a hierarchical search of the most “likely” partitions from which the
utterance might belong (following a top down search). The system comes up with
a decision at every level using the ensemble modeling approach and the scores
are computed. The fusion scoring is preferred for the final score computation. As
an example, the first-level partitions may correspond to any condition (channel,
noise type, SNR), and the second to the actual speakers. Note that the refinement
of the models, provided by the AUC optimization, can be included at every level
on the methodology to ensure that we are getting optimized models.

8 Contributions and Results

Our main contributions deal with the analysis of the discriminative optimization
in clean and noise conditions. In this section, we show representative results for

IberSPEECH 2014 – VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Workshop, November 19-21, 2014

383



8 Iberspeech 2014: Extended Abstract

every case explored. On one hand, we can highlight the improvements considering
the AUC optimization. For every approach considered, FA and MVE, we showed
that the method is beneficial.

Figure 3 and Table 1 show the system performance applying this optimiza-
tion. Moreover, the extended version, which deals with noise conditions, presents
better improvements.

Fig. 3. AUC optimization: AUC results
for different systems in Noise Conditions

System clean 15 dB 10 dB 0-15 dB

MAP 15.95 18.01 17.48 35.7

MVE 13.51 17.67 17.15 28.1

JFA 12.07 17.23 16.79 27.3

JFA-AUC 11.93 16.51 16.22 24.0

MVE-AUC 13.21 15.93 15.78 22.8

Table 1. AUC optimization: EER of the
noisy task (babble noise).

On the other hand, the ensemble method shows that by partitioning the
space and refining those subspaces, the results improved. The new updated scores
depend not only on the target and imposter modeling but on the partition models
with their corresponding refinements. In here, we depicted the results for the
MVE highlighting that having a prior informations is a plus. But the study
opens the discussion about the benefits even when performing blind clustering.

Figure 4 and Table 2 depicts and example of this method.

Fig. 4. Ensemble Modeling: results exam-
ple, MVE

5c-MVE

Baseline 28.3

minDCF 15.32

Condition PS AP BS CO FU

k-means 27.0 24.1 27.7 23.1 20.13

minDCF 14.21 10.48 14.34 8.52 7.86

prior info 23.7 22.2 24.4 20.9 18.4

minDCF 9.21 8.35 10.59 7.78 7.16

Table 2. Ensemble modeling: EER and
minDCF for different clusters (noise
condition), MVE.

Finally, the integration approach combines both methods providing an en-
hanced modeling. This stage is also the summary of our proposed techniques.
Figure 5 and Table 3 show the improvements obtained by this method. Note that
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MVE outperforms other methods like JFA and i-vector for this specific task. The
improvements are more noticeable at low SNRs.

Fig. 5. Integration approach: result exam-
ples

5c-MVE 5c -JFA 5c i-vector

Baseline 28.3 26.3 25.0

minDCF 15.32 14.03 13.23

Condition CO FU CO FU CO FU

k-means 21.2 18.4 23.2 20.4 22.3 19.5

minDCF 8.14 6.57 12.74 7.36 11.87 6.84

prior info 18.7 16.2 21.6 19.0 20.7 18.1

minDCF 7.23 6.68 8.11 7.51 7.31 6.05

Table 3. Integration approach: EER and
minDCF for different clusters on noise con-
dition, MVE, JFA, i-vectors

9 Conclusions and Future Work

Along this thesis we explored the discriminative model optimization from SV
perspective. We explored two methods: the AUC optimization and the ensemble
modeling. The former optimizes for every operating point along the ROC curve
reducing the error metrics. The latter refines the models, either for any chosen
attribute or for specific target speakers. The combination of them results in a
hierarchical method, called integration approach, in which every level corresponds
to a specific attribute space that is optimized by maximizing the AUC of the
ROC curve. Each of our proposed algorithms can be easily included as part of
the main modeling method, such as FA or MVE.

The AUC optimization approach presents competitive performance compared
to conventional maximum likelihood or discriminative training methods. Im-
provements obtained are actually significantly greater on noisy speech than on
clean speech. We observed that the AUC optimization naturally accounts for
any shift in the data away from the intended operating point where performance
is measured. For future research, other modeling techniques, e.g. i-vector and
PLDA can be employed. We will also investigate other objective functions that
assign weights to the ROC/DET curve so that we can control the curve at a
desired operating point.

The ensemble modeling exhibited the best results when a priori knowledge of
the factor is available. Much of this benefit may be obtained if this information
is only estimated for the training data. We will investigate this in future work.
Moreover, it would be useful to easily identify partitions when multiple factors
must be considered concurrently and particularly when they must be estimated.

Finally, we observed that performing an integration, the actual baselines im-
prove, especially under noisy conditions. In the future, this research will look for
suitable techniques that can provide the appropriate hierarchical structure for
each application.
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