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ABSTRACT

The majority of the understanding systems follows an ar-
chitecture based on two modules, a speech recognition mod-
ule and an understanding module. Usually, only syntactic re-
strictions are incorporated to the speech recognition module
through the language model and the semantic restrictions are
incorporated in the understanding module. In this work, we
present an approach to language understanding where the se-
mantic knowledge involved in the understanding process is in-
corporated through an adequate definition of the language model
of the automatic speech recognition module. Then, both the
recognition and understanding processes incorporate semantic
knowledge. An evaluation of the behavior of the proposed un-
derstanding system in the framework of a dialog system is also
presented. The results show that the use of semantic information
in the language model of the speech recognizer provides for the
best performance.

1. INTRODUCTION

In many systems of human-machine interaction, the understand-
ing process is one of the most important parts. This is the case
of spoken dialog systems in which the information that must be
extracted from the user utterances is not the exact sequenceof
words, but the meaning of the utterance as well as the specific
values that appear in it.

Although approaches to language understanding have tradi-
tionally used hand-built semantic rules to detect keywordsthat
are used to fill slots in a frame, other approaches that are based
on the use of stochastic models have been developed. TheBNN-
HUM [1], the AT&T-CHRONUS [2], and theLIMSI-ARISE [3]
[4] are some examples of the use of Hidden Markov Models
and N-gram models to stochastically model the understanding
process from training data. There are also other statistical ap-
proaches based on classification, transduction, and grammatical
inference techniques: [5], [6], [7], [8] and [9]. These stochas-
tic approaches tackle the understanding process as a problem of
transduction of the input sentence into a semantic representa-
tion. They can model the variability of the language from real
data and take into account the possible sources of error.

An interesting point of study in the speech recog-
nition/understanding system is how to apply the syntac-
tic/semantic restrictions during the decoding process. The clas-
sical approach considers a language model of words (typically
bigrams or trigrams) during the recognition process, and ina
second phase, the sentence (or n-best sentences or a graph of
words) obtained is analyzed by the understanding module in or-
der to obtain the semantic representation of the input utterance.
However, there is another possibility: to use semantic restric-
tions during the recognition process in order to guide the search

not only by the syntactic restrictions but also by the semantic
ones.

In this work, we present an approach to language under-
standing where the semantic knowledge involved in the un-
derstanding process is incorporated through an adequate def-
inition of the language model of the automatic speech recog-
nition module. Then, both the recognition and understanding
processes incorporate semantic knowledge. We also presentan
integrated speech recognition/understanding system where the
system makes both the recognition and the understanding pro-
cesses in just a single step. This approach has been applied to the
recognition/understanding module of theDIHANA dialog sys-
tem, which answers queries by telephone about railway timeta-
bles and prices in Spanish [10]. Some experimental results are
presented.

In section 2, we describe theDIHANA task and the seman-
tic representation designed for it. In section 3, we presentour
approach to the understanding process. In section 4, we evalu-
ate the performance of the system; and, in section 5, we present
some conclusions.

2. THE DIHANA TASK AND THE SEMANTIC
REPRESENTATION

One of the objectives of this project was the acquisition of acor-
pus of dialogs. The DIHANA task consists of a telephone-based
information service for trains in Spanish. A set of 900 dialogs
was acquired by using the Wizard of Oz technique. Two hun-
dred and twenty-five naive speakers collaborated in the acquisi-
tion of dialogs corresponding to different scenarios. Eachone
produced 4 dialogs. Three scenarios were defined: timetables
for a one-way trip or a two-way trip, prices, and services. The
number of user turns was 6,280 and the vocabulary was 823.

As in many other dialog systems [3], the semantic repre-
sentation chosen for the task is based on the concept of frame.
Therefore, the understanding module generates one or more
frames with their corresponding attributes as output. In this
task, we identified eight concepts. Some of them are:DEPART-
TIME, ARRIVAL-TIME, PRICE, etc. Each concept has a set of at-
tributes associated to it (ORIGIN, DESTINATION, DEPART-TIME,
ARRIVAL-TIME, TRAIN-TYPE, etc). This set represents the re-
strictions that the user can place on each concept in an utterance.

3. THE UNDERSTANDING SYSTEM

We propose an understanding system that works in two phases.
The first phase consists of a transduction of the input sentence
in terms of an intermediate semantic language. In the second
phase, a set of rules transduces this intermediate representation
in terms of frames. As the intermediate language is close to
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the frame representation, this phase only requires a small set
of rules to construct the frame. This second phase consists of
the following: the deletion of irrelevant segments of the input
sentence, the reordering of the relevant concepts and attributes
that appeared in the user sentence following an order which has
been defined a priori, the instantiation of certain task-dependent
values, etc.

In order to represent the meaning of the sentences in terms
of the intermediate semantic language, a set of 31 semantic
units was defined. Some of them are:query, affirmation,
<departurehour> <price>, origin city, destinationcity, de-
parture hour, departuredate, departmarker, arrival marker.
(We used< and> to distinguish concepts from attributes).

Each semantic unit represents the meaning of words (or se-
quences of words) in the sentences. For example, the semantic
unit query can be associated to “can you tell me”, “please tell
me”, “what is”, etc. This way, an input sentence (sequence of
words) has a semantic sentence (sequence of semantic units)as-
sociated to it, and there is an inherent segmentation.

In this work, we propose two approaches to carry out the
first phase of this understanding process. In the first one, the de-
coupled approach, an automatic speech recognition module pro-
duces a sequence of words, and then an understanding module
translates it to a sequence of semantic units. In the second one,
the integrated approach, the understanding is made throughthe
incorporation of the syntactic and semantic knowledge intothe
automatic speech recognition module. This module generates,
not only the recognized sentence, but also the corresponding se-
quence of semantic units.

From the sequence of semantic units, the second phase of
the understanding process is applied, and the corresponding
frame is obtained through a set of rules.

3.1. The decoupled approach

In this approach [6], two kinds of models must be learnt from a
training set of semantically tagged and segmented sentences: a
semantic model that represents the concatenations of semantic
units, and a model for each semantic unit that represents the
language of sequences of words associated to that semantic unit.

In order to learn these stochastic models, a set of sequences
of semantic units associated to the input sentences, as well
as the corresponding association of segments of words to
the semantic units must be available. That is, letW be the
vocabulary of the task, and letV be the alphabet of semantic
units; the training set is a set of pairs (u,v) where:

u = u1, u2 . . . un, ui = wi1wi2 . . . wi|ui|
,

wij ∈ W, i = 1, . . . , n, j = 1, . . . , |ui|
v = v1v2 . . . vn, vi ∈ V, i = 1, . . . , n

Each sentence from W has an associated pair(u,v), wherev
is the sequence of semantic units andu the sequence of segments
in which the original sentence has been divided. An example
with a sentence, the associated sequence of semantic units,and
the corresponding segmentation is shown in Figure 1.

u1 : I would like
u2 : the train timetables
u3 : from Valencia
u4 : to Barcelona

v1 : query
v2 : <departurehour>
v3 : origin city
v4 : destinationcity

Input pair (u,v) = (u1u2u3u4,v1v2v3v4)
Output v = query<departurehour> origin city desti-
nation city

Figure 1. An example of a pair(u,v).

When a training corpus is available, the learning of the se-
quential translator is carried out through the learning of two
models: a model for the semantic language and a set of mod-
els (with one model for each semantic unit vi).

For the understanding process, all the models must be com-
bined in order to take advantage of all the syntactic and semantic
restrictions. To do that, in the stochastic automaton for the se-
mantic language, each state (which is associated to each seman-
tic unit) is substituted by the corresponding stochastic automa-
ton, (which represents the sequences of words associated tothat
semantic unit). The understanding process is performed using
the Viterbi algorithm, which supplies the best path in the inte-
grated model. This path not only gives the sequence of semantic
units, but it also gives the segmentation associated to it.

3.2. The integrated approach

In this approach, the understanding model represents the seman-
tic knowledge involved in the understanding process through
an adequate definition of the language model of the automatic
speech recognition module. Then, the recognition and under-
standing processes are performed at the same time by a sin-
gle module. In this approach, not only syntactic restrictions,
but also semantic restrictions are applied through the language
model during the speech recognition process. This language
model is learnt using the Morphic Generator Grammatical In-
ference (MGGI) methodology [11].

The MGGI methodology is a grammatical inference tech-
nique that allows us to obtain a certain variety of regular lan-
guages. The application of this methodology implies the defi-
nition of a renaming function; that is, each symbol of each in-
put sample is renamed following a given functiong. Then, a
classical grammatical inference algorithm can be chosen toin-
fer an automaton with the renamed training samples. Finally,
the renamed symbols are converted back to the original ones
in the obtained automaton. An important characteristic of this
methodology is that different definitions of the functiong will
produce different models. Therefore, we can choose an adequate
renaming function depending on the characteristics we wantto
represent in the model.

In this work, we defined the renaming functiong in such
a way that it specialized each word in a segmentui by adding
to it information about its semantic unitvi. Figure 2 shows the
application of this renaming functiong to the example in Figure
1. We used # to concatenate each word with the name of its
semantic unit.

u1 : I would like
u2 : the train timetables
u3 : from Valencia
u4 : to Barcelona

v1: query
v2: <departurehour>
v3: origin city
v4: destinationcity

Input pair (u,v) = (u1u2u3u4,v1v2v3v4)
Output g((u,v)) = I#query would#query like#query
the#<departurehour> train#<departurehour>
timetables#<departurehour> from#origin city
Valencia#origincity to#destinationcity
Barcelona#destinationcity

Figure 2. An example of the use of the renaming function.

The training corpus labeled as described above can be used
as the language model in the speech recognition process. In
this way, both syntactic restrictions, and semantic constraints
are considered in the search space of the recognition process.
As a result, the recognition process not only gives the sequence
of words, but also the semantic label associated to each word.
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Therefore, we can obtain the segmentation associated to the
sentence by including in the same segment all the consecutive
words labeled with the same semantic label, as shown in Figure
3.

Recognizer Output = I#query would#query like#query
the#<departurehour> train#<departurehour>
timetables#<departurehour> from#origin city
Valencia#origincity to#destinationcity
Barcelona#destinationcity
Output = (u,v)
u1 : I would like
u2 : the train timetables
u3 : from Valencia
u4 : to Barcelona

v1: query
v2: <departurehour>
v3: origin city
v4: destinationcity

Figure 3. Obtaining the pair(u,v) from the output of the speech
recognition process.

4. EXPERIMENTAL RESULTS

We used the CMU Sphinx-II recognizer [12] to decode the user
utterances. We trained semi-continuous acoustic models from
3,600 telephone-quality utterances acquired in the DIHANA
project. The models were trained using a set of 25 phones plus
silence for the Spanish.

In this section, we describe the results of the evaluation of
our understanding systems. Three different understandingsys-
tems were tested:

• (Trigrams+UM) A decoupled understanding system with
a speech recognizer that used a trigram of words as lan-
guage model, and the understanding module (UM) based
on the finite-state models presented in subsection 3.1.

• (MGGI LM) An integrated understanding system that in-
corporates both the syntactic and semantic knowledge
into the language model (see subsection 3.2).

• (MGGI LM+UM) A decoupled understanding system
with the MGGI LM module used as speech recognition
module and the understanding module (UM) presented in
subsection 3.1.

The experiments were performed using the user turns of
the 900 dialogs obtained through the Wizard of Oz technique.
The characteristics of the transcribed corpus are shown in Ta-
ble 1. The orthographic transcriptions of the user turns were
semi-automatically segmented and labelled in terms of semantic
units. The characteristics of this labelled and segmented corpus
are shown in Table 2.

Table 1. Characteristics of the transcribed corpus
Number of turns 6,227
Number of words 47,196
Vocabulary size 823
Average number of words in turn 7.58
Longest turn 55

A cross-validation procedure was used to evaluate the per-
formance of our understanding models. To this end, the exper-
imental set was randomly split into five subsets of 1,246 turns.
Our experiment consisted of five trials, each of which had a dif-
ferent combination of one subset (taken from the five subsets) as
the test set. The remaining 4,981 turns were used as the training
set.

Table 2. Characteristics of the labelled and segmented corpus
Number of semantic segments 18,570
Average number of words per segment 2.54
Highest number of words in a segment 25
Average number of segments per turn 2.98
Highest number of segments in a turn 16
Number of semantic segments without semantic relevance 1,631
Number of semantic units 31
Number of different sequences of semantic segments 1,592

We defined four measures to evaluate the accuracy of the
models:

• the percentage of correct sequences of semantic units
(%cssu).

• the percentage of correct semantic units (%csu).

• the percentage of correct frame names (%cfn); i.e., the
percentage of resulting frame names that are exactly the
same as the corresponding reference frame names.

• the percentage of correct frame slot names (frame name
and its attribute names) (%cfsn).

The measure%csu allows us to evaluate the first phase of
our understanding system. This measure is the concept accu-
racy and is calculated in the same way as the word accuracy
used in speech recognition. The measures%cfn and%cfsn

evaluate the overall understanding system. As shown in Section
2, the semantic representation of a sentence is made by one or
more frames. The measure%cfn considers the output to be cor-
rect only when the obtained frame (frame name and its attribute
names) is the same as the reference one. The measure%cfsn is
the frame slot accuracy, that is, the number of correctly under-
stood units (frame name and its attribute names) divided by the
number of units in the reference.

A first experiment was performed using the correct tran-
scriptions of the sentences in order to evaluate the understanding
models when working under the best conditions of the input.
The understanding model used in these experiment was UM,
presented in subsection 3.1. We used a bigram for the semantic
model and also for the semantic unit model for each semantic
unit; the smoothing technique for bigrams was back-off with
Good-Turing discounting. The results, which are reported as
Text+UM, are shown in Table 3.

Experiments taking into account the recognition and un-
derstanding processes were also performed. Table 3 shows
the results for the three understanding systems, Trigrams+UM,
MGGI LM+UM, and MGGI LM, in terms of the understanding
measures and in terms of the word accuracy (WA) of the recog-
nition process.

Table 3. Understanding results.
LM WA %cssu %csu %cfn %cfsn
Text+UM - 79.6 90.4 90.2 93.9
Trigrams+UM 77.3 63.0 79.0 73.2 83.9
MGGI LM+UM 77.5 64.2 79.5 74.1 84.5
MGGI LM 77.5 62.3 78.0 71.2 82.5

The word accuracy results of the recognizer that used
syntactic-semantic language models (MGGILM) slightly out-
performed the corresponding results of the recognizer thatused
word trigrams. That means that the use of the semantic restric-
tions in the recognition process can be useful for speech recog-
nition in dialogue systems tasks. On the other hand, the inte-
grated model did not outperform the decoupled approaches in
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terms of speech understanding results. However, using the rec-
ognized sequence of words from the MGGILM as input for the
understanding module improved the overall results of the speech
understanding system.

5. CONCLUSIONS AND FUTURE WORK

We have presented an approach to incorporate semantic knowl-
edge to the language model of a speech recognition module
within the framework of a dialogue system. We have studied the
use of this semantic information in order to improve not only
the word accuracy of the automatic speech recognition mod-
ule but also the overall speech understanding results. For this
reason, three different understanding systems have been tested.
The best results were obtained using the sequence of words rec-
ognized by the MGGILM speech recognizer as input for the
understanding module. Therefore, when syntactic and semantic
information is used through the language model in the recog-
nition process, the results outperform the understanding results
when word trigrams are used.
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