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Abstract

This paper examines the linear relation between Shifted Delta
Cepstral (SDC) features and the dynamic of prosodic features.
SDC features were reported to produce superior performance
to ∆ features in Language Identification and speaker recogni-
tion systems. A selection of more correlated SDC features is
used in speaker verification to evaluate its robustness to chan-
nel/handset mismatch. The experiment reflects superior perfor-
mance of selected SDC features regarding to features in speaker
verification using speech samples from NIST 2001 Ahumada
database.

Index Terms: speaker verification, shifted delta cepstral,
prosodic features, channel mismatch.

1. Introduction

Different studies have been done to use dynamic information
contained in speech. The most popular approach consists in
extracting first and second order time derivatives of instanta-
neous cepstral features: delta (∆) and delta-delta (∆∆) fea-
tures. Furui [1] used cepstral coefficients and their regression
coefficients for speaker recognition, and established the effec-
tiveness of combining temporal and dynamic features.

(∆) and (∆∆) features reflect short-term speech spectral
dynamics and don’t capture longer term variation in speech,
reflected in other ’high level’ speaker dependent features, as
prosodic, phonetic and linguistic [2]. But these last approach
require a lot of speech samples and are also time consuming
and computationally complex.

Recently the use of a longer term temporal feature called
Shifted Delta Cepstral (SDC), in language recognition [3] and
speaker recognition [4, 5], has improved the performance of the
recognizer in front to channel and handset mismatch.

As a longer term temporal feature, SDC reflect the dynamic
of the spectral features and could have a pseudo prosodic be-
havior. This paper explore this possibility, evaluating the linear
relation between SDC features and the dynamic of two prosodic
features -pitch and energy- in two different contexts -read text
and free expression- and selecting a reduced set of the most cor-
related SDC features in a speaker recognition experiment under
channel and handset mismatch conditions.

The rest of the paper is organized as follows. Section 2 de-
scribes the features. Section 3 evaluates the lineal relation be-
tween SDC features and the dynamic of pitch and energy. Sec-
tion 4 describes the experiment and results. Section 5 concludes
this work and gives future research direction.

2. Shifted Delta Cepstral and Prosodic
Features

For efficient representation of the cepstral dynamic trajectory
over some short segment of speech, Furui [1] suggested the use
of an orthogonal polynomial fit of each cepstral coefficient c(t)
trajectory over a finite length time window hd. The 1st order
coefficient, or the generalized spectral slope in time, ∆c(t) is
denoted as:

∆c(t) =

∑D
d=−D dhdc(t + d)
∑D

d=−D hdd2
(1)

A rectangular window (hd = 1) of reasonable length has to
be used to ensure a smooth fit to the data points from one frame
to the next. ∆ and ∆∆ features usually have been calculated
using Eq. (1) with D between 2 to 4, depending on frame time
length.

Originally proposed by Bielefeld [6], SDC features are
specified by a set of 4 parameters, (N, D, P, k) where:

• N: number of coefficients in each cepstral vector.

• d: time advance and delay for the delta computation.

• P: time shift between consecutive blocks.

• k: number of blocks whose delta coefficients are con-
catenated to form the SDC vector

First, a N-dimension cepstral feature vector is computed in
each speech frame t, then each c coefficient is differenced using
spaced tD frames to obtain the ∆ features, at last k different
∆ features, spaced P frames apart, are stacked to form a SDC
feature vector for each frame. The SDC vector at frame time t
is given by the concatenation from i=0 to k-1 blocks of all the
∆c(t + iP), where:

∆c(t + iP ) =

∑D
d=−D dc(t + iP + d)

∑D
d=−D d2

(2)

Eq.(2) is a generalization of eq.(1) with hd = 1, including
the iP time shift.

The calculation of SDC features doesn’t require extra com-
putational cost, respect to ∆ features, recent experiments have
shown an improvement of speaker recognition performance
[4, 5] without an increase of dimensionality.

Prosodic features are considered longer term characteris-
tics because they provide a description of the habitual attributes
of the speaker. Pitch and energy have a robust performance in
speaker recognition specially when dealing with noisy and mis-
matched channels. Besides they have speaker specific informa-
tion, due to vocal folds physical differences between speakers.
The unpractical aspect of prosodic features is the high amount
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of data needed for a successful recognition, also the procedure
required to obtain them is complicated and computationally ex-
pensive [7].

Prosodic information can be used taken global statistics of
the features, like mean and standard deviation of the pitch and
energy. But that approach doesn’t capture the temporal dynamic
information of the prosodic feature. Another approach is to ob-
tain a representation of the temporal trajectory of the pitch and
energy contours. But that isn’t efficient enough. Previous work
had proven the utility of the derivative functions of pitch and
energy in the description of their dynamic [8].

2.1. A pseudo prosodic behavior of SDC features

Dynamic ∆ and ∆∆ features, evaluated over extended speech
time intervals, have been used in speaker recognition as a char-
acteristic which contains useful additional information about
speaker identity. Furui [1] recommends a time interval of 90 ms
to preserve the transitional information associated with changes
from one phoneme to another, Soong and Rosemberg [9] rec-
ommends a time interval from 100 to 160 ms to obtain good
estimates of the trend of spectral transitions between syllables.

Alternatively SDC, as a longer term temporal feature, de-
scribes the spectral dynamic of speech. Cepstral features con-
tain information about speech formants structure and its dy-
namic can reflect the movement and position of vocal and nasal
articulators, if the time interval is enough longer. In each frame,
SDC features reflect the temporal dynamic of the articulators in
the next frames, as a pseudo-prosodic feature vector, computed
without having to model the prosodic structure of the speech.

Three combinations of SDC features are proposed to ob-
tain a good estimate of the dynamic of spectral transitions and
compare the behavior of SDC and cepstral + ∆ feature. The
value k was fixed at 2 to ensure similar dimensionality between
features. It was considered the time interval necessary and suf-
ficient to choice the value D. Table 1 reflects used combinations
of SDC features:

Table 1: SDC features combinations.

D P k frames time interval
2 2 2 7 147ms
2 3 2 8 168ms
3 2 2 9 189ms

This work evaluates the pseudo-prosodic behavior of SDC
features through the linear relation between SDC and the dy-
namic of pitch and energy. Then, those SDC feature vectors
more correlated, will be selected to evaluate its robustness in a
telephone speaker recognition experiment.

3. Temporal relation of SDC features with
prosodic features

To evaluate the lineal relation that could exists between SDC
and prosodic features, this work uses the temporal correlation
between a time sequence of SDC features and the dynamic
of pitch and energy. Cross-correlation between two N-length
sequences x and y, provides a statistical comparison of both as
a function of the time-shift m and indicates the strength and
direction of a linear relationship between them.

Φxy[m] =
1

2N + 1

∑ t = 1

N −m
x[t]y[t + m] (3)

If x and y are standardized, the limits of cross-correlation
are −1 ≤ Φxy[m] ≤ 1, the bounds 1 indicating maximum cor-
relation and 0 indicating no correlation. A high negative corre-
lation indicates a high inverse linear relation.

3.1. Cross-correlation between SDC components

Proposed combinations of SDC features (Table 1) are consti-
tuted by two blocks ∆c(t) and ∆c(t+2), obtained with eq.(2)
evaluated at i=0, 1 with P=2,3 and D=2,3. Both blocks are
highly correlated, due by the strong linear dependence between
them. Cross-correlation between two consecutive blocks of any
SDC vector is +1, at P distance of the lag m=0, and present
maximum negative correlation in two symmetrical lags respect
to P at (D+2). Figure 1 shows, in combination SDC (N, 2, 2,
2), the correlation of ∆c(t), the cross correlation between both
blocks of SDC, and the correlation of the mean of both blocks,
all of them have the same behavior.

Figure 1: Cross correlation between two consecutive SDC
blocks.

This property of high correlation between any two consec-
utive blocks is used to simplify the computation of the cross-
correlation between SDC and prosodic features in this work,
representing SDC feature as the mean of blocks ∆c(t) and
∆c(t+2).

3.2. Cross correlation between SDC and ∆pitch/∆energy

To evaluate correlation between mean SDC features and the
dynamic of prosodic features, two expressions -read text and
spontaneous speech- of 30 speakers of NIST2001 Ahumada
database [10] were used, representing about 90 minutes of tele-
phone speech. 12 MFCC+∆ vectors and their corresponding
SDC vectors, and pitch and energy values, were synchronously
obtained in each frame, to conform the time sequences. ∆pitch
and ∆energy were calculated using eq.(1) with D=2. Mean and
variance normalization were applied as a feature standardiza-
tion method.

Cross-correlation of the three proposed combinations of
SDC features with ∆pitch and ∆energy, presents very similar
behavior respect to upper and lower peaks values and their lags
positions. So, combination SDC(12,2,2,2) was selected for the
experiment, as the less computationally expensive SDC feature
of Table 1.
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The results of cross-correlation evaluation between each
one of the 12 SDC features with ∆energy and ∆pitch, are
showed through SDC features organized in decreasing order of
correlation in Table 2. The highest correlations of SDC were
obtained with respect to ∆ energy. In general the correlation
peaks are negative, reflecting an inverse lineal relation, it means,
an increase of one time sequence implies a decrease in the other.

Although the values of the cross-correlation peaks are not
very impressive, there are some SDC features more correlated
than others. The most correlated values are between -0.65 and
-0.35 and the rest are between -0.2 and 0.3.

Table 2: SDC features organized in decreasing order of cross-
correlation.

order 1 2 3 4
∆ E sdc4 sdc5 sdc3 sdc2

xcorr −0.65 −0.56 −0.55 −0.45
∆ P sdc4 sdc6 sdc5 sdc3

xcorr −0.67 −0.50 −0.48 −0.37
order 5 6 7 8
∆ E sdc6 sdc9 sdc11 sdc8

xcorr −0.37 −0.35 −0.27 −0.25
∆ P sdc9 sdc7 sdc1 sdc2

xcorr −0.35 −0.35 0.35 −0.30
order 9 10 11 12
∆ E sdc10 sdc12 sdc7 sdc1

xcorr −0.25 −0.25 −0.22 0.12
∆ P sdc11 sdc12 sdc10 sdc8

xcorr −0.3 −0.27 −0.2 −0.18

Then, two vectors of six SDC features were used in speaker
verification experiment, appended to MFCC vector, the first
vector, more correlated with ∆energy, composed by sdc2, sdc3,
sdc4, sdc5, sdc6 and sdc9 and a second vector, more correlated
with ∆pitch, composed by sdc3, sdc4, sdc5, sdc6, sdc7 and
sdc9. Both resultant vectors have the same dimensionality as
MFCC+∆ vector.

3.3. Experiments and Results

NIST 2001 Ahumada [10] is a speech database of 103 Spanish
male speakers, acquired under controlled conditions for speaker
characterization and identification. A speaker verification ex-
periment is performed using ten phonologically and syllabically
balanced phrases in telephone sessions.

Training samples set is obtained under good hand-
set/channel characteristics, concatenating the ten balanced
phrases (about 40 sec. of speech) of each one of 50 client
speakers. Testing samples sets are obtained with each one of
the phrases of the same speakers in another session (about 5
sec. of speech each), made using 9 randomly selected standard
handsets and each speaker uses one of them.

For each handset, three characteristics were reported: (a)
microphone sensibility, (b) microphone band pass frequency re-
sponse, and (c) signal to noise ratio in its associated channel.
Test was performed with samples of those 50 clients who speak
under the worst mismatch condition, in order to evaluate the
robustness in front to channel mismatch due to:

• low microphone handset sensibility(< 1mV/P )

• low microphone band pass frequency response(< 20dB)

• low signal to noise ratio in the channel(< 30dB)

Each frame of speech is represented by a 12-dimensional
MFCC features vector. Cepstral Mean and Variance Normaliza-
tion feature normalization method is applied to MFCC features.
The ∆ cepstral vector is obtained from each cepstral feature
using Eq.(1) with D=2. The SDC(12,2,2,2) vector is obtained
concatenating one additional ∆ cepstral vector separated P=2
spaces, to original ∆ cepstral vector. This work evaluates the
behavior of the two selected SDC feature vectors (epig. 3.2)
appended to MFCC vector, respect to MFCC + ∆ vector. So,
three different sets of features with the same dimensionality, are
used in the experiment:

1. 12 MFCC+12 ∆, dimension 24 (baseline): M-D

2. 12 MFCC+6 SDC more correlated with ∆energy: M-
SDC-E

3. 12 MFCC+6 SDC more correlated with ∆pitch: M-
SDC-P

The experiment performance is evaluated using a 64 mix-
tures GMM/UBM classifier [11], trained and tested with the ten
balanced phrases of 50 client speakers of the database. The ten
balanced phrases of other subset of 50 non client speakers are
used to train the 256 mixtures UBM.

Experiment results are reflected in detection error tradeoff
(DET) plots:

Figure 2: Speaker verification under low microphone handset
sensibility (< 1mV/P ).

Figure 3: Speaker verification under low microphone band pass
frequency response (< 20dB).
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Figure 4: Speaker verification under low signal to noise ratio in
the channel (< 30dB).

The values of EER and DCF of the experiments are showed
in Table 3. Then Table 4 reflects the relative reduction in percent
of EER, for both sets of SDC features.

Table 3: EER and DCF results of baseline and two set of se-
lected SDC features.

Set of Low handset Low handset Low s/n
features sensibility freq. response ratio

M-D EER 14.7 14.2 15.3
DCF 0.06 0.065 0.068

M-SDC EER 13.7 13.9 12.6
-E DCF 0.061 0.066 0.069

M-SDC EER 13.2 13.4 13.4
-P DCF 0.068 0.062 0.058

Table 4: Reduction in percent of EER for both sets of selected
SDC features respect to baseline.

Mismatch condition SDC correlated SDC correlated
with ∆ energy with ∆ pitch

low handset sensibility 6.8 8.8
low handset freq. response 2.1 5.6

low s/n ratio in channel 17.6 13.7

4. Conclusions and Future Work
This work reflects the results obtained in the evaluation of a
prosodic-related vector of SDC features, in speaker verifica-
tion using speech samples from mismatch telephone sessions
of NIST2001 Ahumada database.

Results in DET plots of speaker verification experiments
reflect:

• a superior performance respect to MFCC + ∆ features of
both prosodic-related SDC features (see Table 3).

• a better performance respect to MFCC + ∆ features, of
SDC features more correlated with ∆ energy (see figures
2, 3 and 4). This result is consistent with the highest
correlation of SDC features with ∆ energy (epig. 3.2)

• a superior robustness of both prosodic-related SDC fea-
tures, mainly under low s/n in the channel, consistent
with robustness of prosodic features (see Table 4).

As SDC features reflect correlation with prosodic features,
without additional cost respect to ∆ features, they must be con-
sidered as an alternative to ∆ features, in order to reduce the
effects of channel/handset mismatch in speaker verification per-
formance.

Future work will be in the direction of evaluate another re-
lations between SDC features and the dynamics and statistic of
prosodic features.
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