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Abstract— Environmental perception is an important element
of Advanced Driver Assistance Systems. The perception mainly
consists of the steps sensing and data interpretation. Both of
these steps are affected by errors due to noise and misinter-
pretations. Therefore, we present a system design addressing
the problem of robust processing under limited resources in a
hierarchical system architecture that can use state of the art
data-fusion and object-recognition methods.

I. INTRODUCTION

Advanced driver assistance systems (ADAS) require a

proper interpretation of the vehicle’s environment. While

comfort systems are allowed to fail in certain situations, pre-

dictive safety-systems like brake-assistants have to operate

reliably under a large number of traffic scenarios and physical

conditions like adverse weather. Hence one key element of

ADAS is a robust environmental perception.

Street traffic is regulated by numerous traffic rules and is

usually restricted to artificial environments, mainly depend-

ing on the degree of development of the respective country.

Nevertheless, from an environmental perception point of

view, street traffic is complex with a variety of situations

and innumerable variations of environmental conditions. This

complexity is still a challenge for research on environmental

perception.

As a consequence, today’s available ADAS focus on a

clearly defined subset of situations and environmental con-

ditions. For example the environment recognition capabilities

of adaptive cruise control (ACC) systems is restricted to

moving objects in the predicted vehicle path. These restric-

tions are caused by limitations of today’s available sensors,

which can sense just a few parameters of the environmental

conditions, as well as limitations of today’s signal processing

methods.

In this paper we present a hierarchical sensor fusion con-

cept for environmental perception and address the problem

of robustness under limited resources. Resource constraints

affect robustness in conventional architectures, as will be

discussed in section II. By guiding the expensive parts

of the processing with a computational cheap informa-

tion measure, the resources can be used more efficiently.

Hypothesis generation in our framework is composed of

a generic object-unspecific attention-stage followed by an

object-specific recognition/segmentation-stage. Sensor fusion

is performed on metrical and semantical information using

a multiple-hypotheses object-recognition and temporal track-

ing procedure. We evaluated our system approach on specific

traffic scenarios and observed promising results.

The approach demonstrated in this paper is closely related

to ideas of Dickmanns [3], who investigated the concept of

combined foveated and peripheral vision on the level of gaze-

control for autonomous driving. Therefore his architecture

further includes elements like mission planning and behavior

decision, which go beyond the scope of this paper. We ex-

tended some of the aspects of the architecture of Dickmanns

[3] relating to the concepts of attention and object tracking

by integrating the available sensors on a more general basis.

The system approach of Darms et al. [2] is more focused

on the fusion task itself by introducing the concept of a

virtual sensor that can use the information of several physical

sensors on demand, depending on the current perception

task. They propose two levels of description of the sensory

information (L1,L2) which standardize the different sensor

cues for subsequent fusion.

In the EU-sponsored project ProFusion [14], a subproject

of PReVENT (Preventive and Active Safety Applications),

the perception task is performed within a hierarchy consisting

of the elements sensor-refinement, object-refinement and

situation-refinement. Here refinement is loosely defined as

the underlying process that determines the output of the

different stages of the hierarchy, i.e. the sensor-refinement

process delivers sensor-measurements, the object-refinement

delivers objects and so on. However, our definition of refine-

ment relates to the improvement of object-hypothesis over

time due to the accumulated knowledge.

A pure symbolic representation of traffic scenarios was

proposed by Gerber and Nagel et al. [5]. This approach

can handle complex relations of objects in a traffic scene.

It is possible to generate an unambiguous and complete

description of a complex traffic scene if a reliable detection

of the objects can be guaranteed. Since robustness of object

recognition is still a challenge for automotive applications,

these approaches are not yet established for real world

applications.

The paper is structured as follows: Section II addresses the

robustness-resources dilemma while section III describes the

key elements of the proposed perception architecture. These

key elements include the hypothesis generation mechanism

composed of the attention control subsystem explained in
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TABLE I

OBJECT PROPERTIES AND ESTIMATION METHODS

object property estimation method

position tracking / segmentation

velocity, acceleration tracking

size, dimension segmentation/classification

semantic category classification

subsection III-A and the object-recognition/-segmentation

methods of subsection III-B. Object-validation is based on

temporal stabilized metrical and semantical information and

is described in subsection III-C. Section IV demonstrates

the feasibility and performance of the architecture with data

captured of real-world scenarios.

II. ROBUSTNESS UNDER LIMITED RESOURCES

The term robustness is often used for characterizing

the ability of an environmental perception system to ex-

tract the relevant information under a large variability of

the external environment leading to changed sensor-signals

and signal-to-noise ratios. Robustness against these signal-

changes can only be achieved by extracting object-specific

features that are invariant over large variations of the raw

signal-characteristic, or by modeling the feature-variations.

A further aspect of robustness arises due to the mentioned

signal-variability at the output of components like object-

detection/classification stages. Their interpretation of the

measured object-features are often used for intermediate

decisions and fed into other stages of the system. This is

the case, for example, when strong edge-features are used

for visually estimating the lane-parameters. Therefore, the

components of a perception-system need to be robust against

sensor noise and incorrect intermediate decisions.

The relevant information to be extracted are usually some

physical states of objects and its semantic description, and

mainly depend on the task of the specific ADAS-application,

see e.g. [11] and [2] for a detailed overview. Table I lists

the required methods for extracting the specific information.

A segmentation method binds several features together and

delivers a region of a sensory-subspace corresponding to

one object-hypothesis. This region can be assigned a se-

mantic category/label by classification methods like Bayesian

decision or neural networks. The term tracking stands for

temporal recursive state-estimation of the physical properties

like position and acceleration of objects.

The estimation of the object-properties mentioned in table

I is performed by fusing the measurements of different

sensors. Sensor fusion can be formulated in a probabilistic

framework using the Bayesian approach (e.g. [7]) by com-

puting the a-posteriori joint-density-function

p(~xpos, ~xvel, ~xacc, ~xsize, ~xtype|~ypos, ~ysize, ~ytype) , (1)

describing the probability-density of the estimated states ~x
depending on the measurements ~y. We omitted the time-

dependency of the estimation variables ~xpos(t), ~xvel(t),
~xacc(t) and of the measurements ~ypos(t), ~ysize(t), ~ytype(t).

In this context, robustness can be defined as the ability

of determining the most probable states ~x based on the

measurements ~y, which can be e.g. defined as the maximum-

a-posteriori (MAP) estimate of the joint-distribution of (1).

Therefore, the optimal solution to the robust estimation

problem in this probabilistic framework can be obtained from

the joint-distribution (1). This solution can be interpreted

as computing the probability of all possible interpretations

of the unknown state ~x, that fits to the measurements ~y.

Since metrical and semantical information of the real world

is estimated in (1), the definition of robustness in terms of

the most probable interpretation of the measurements address

both influences mentioned at the beginning of this section:

The variability due to the environment as well as the false

detections/interpretations of the intermediate stages of the

perception system.

Why is robustness affected by the amount of computa-

tional resources?

In the general case the computation of the density (1)

requires solving numerical multi-dimensional integrals and

is often approximated by Monte-Carlo techniques which are

widely known as particle-filtering ([4]). The usually high

computational costs of the approximation mainly depends on

the dimension of the state space and the complexity of the

corresponding measurement likelihood-function, that have to

be evaluated for each particle.

Besides the pure probability-density estimation problem,

the generation of the object-hypothesis has also to be taken

into account. In the case of pure distance/velocity-data

delivered by a LIDAR/RADAR-sensor, the computational

costs for generating object hypotheses are low because of

the small resolution of the sensors. In the case of visual-

measurements, the generation of the object hypotheses is

the most expensive operation, since object-specific features

are used for the detection, segmentation and classification

of objects. This is the severe computational bottle-neck in

conventional architectures. For example, in the approach of

Schweiger et al. [13], the whole video-image is explored for

car-features like tail-lamp-circles and symmetry. Since the

extraction of all possible feature combinations is generally

infeasible when dealing with more than one object and dif-

ferent object-categories, a hierarchical processing is required

for resolving this “curse of feature-dimensionality”, which is

described in the following sections.

III. ARCHITECTURE

In order to overcome the general robustness-resources

dilemma described in the previous section, we propose a

perception hierarchy as shown in figure 1 containing the

following key aspects:

1) Separation of the hypothesis generation into a global

object-unspecific feature extraction stage used as an

attention mechanism

2) Object-specific multiple hypotheses object recognition.

3) Multiple hypotheses object tracking and validation.

In addition, different levels of object representation

(coarse/fine) are used according to the required accuracy, but
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Fig. 1. System architecture

due to space-limitations this is not shown in figure 1.

Sensory information is acquired via the external sensors

for measuring objects around the vehicle and the internal

sensors for measuring the ego-states of the vehicle (ve-

locity, acceleration, yaw-rate). External sensors are typical

distance/velocity sensors like LIDAR and RADAR as well

as image-sensors like CMOS/CCD-camera or IR-imaging

sensors. These sensors cannot sense occluded objects, but

RADAR for example is capable of detecting objects under

bad weather conditions [6], so without clear visibility.

In order to efficiently analyze the possible maxima of the

joint-distribution (1) under constraint resources, our system

consists of a combined global processing and local process-

ing loop, each acting on different spatial and temporal scales.

The global processing consists of the object-unspecific fea-

ture extraction stage that guides the expensive processing

stages via the attention mechanism. This mechanism selects

the currently most important sensory region, called Focus

of Attention (FoA), that is further analyzed in the local pro-

cessing loop over several time steps. Therefore, the sensory

region delivered from the attention system has to be stabi-

lized over time. This is performed via the optical flow based

feature-tracking mechanism for solving the correspondence

problem, see e.g. [1] for an overview of techniques. The

global feature extraction and attention control system is more

precisely explained in subsection III-A.

A detailed object-analysis in the local processing loop is

then performed in order to formulate and validate object-

trajectory-hypothesis consisting of the information men-

tioned in table I. An object-recognition system gives first

some hints about relevant objects located in the selected

region. A further object-specific segmentation step precisely

locates the interesting objects in the sensory domain, which is

described in subsection III-B. Based on these detailed object-

analysis several object-hypothesis are generated which are

subsequently evaluated by the multiple-hypotheses-tracking

(MHT) approach that accumulates the knowledge about ob-

jects in probable trajectories over time. The MHT-method is

briefly explained in subsection III-C. All components of this

local processing loop are designed to produce or account for

multiple hypotheses ensuring a fast convergence to the most

probable object-state.

The local mechanism is closely related to the basic ideas

of a fast-feedforward recognition and temporal refinement

process inspired by models of the visual cortex of the human

brain as described in Körner et al. [9].

During the temporal tracking-process (refinement), a

coarse representation of the object is constructed based on

the object-unspecific features extracted from the attention

system (not shown in figure 1). After the refinement process

has converged the confirmed object is transfered from the

working memory to the scene-memory, where all ADAS-

applications have access to it. Then the focus of attention

moves to another sensory region while a coarse track-

validation method is used for measuring whether the pre-

dicted states of the already confirmed objects are becoming

more and more inaccurate. In that case it is necessary to

update the current knowledge about the object by attending

the object with the local processing loop again.

It is worth noting that this kind of coarse track-validation

does not require the extraction of object-specific features,

especially the computational expensive object-segmentation

and classification steps are omitted. This approach results in

an optimal resource management in the sense that temporal

updates of the object-representations are only performed in

order to keep the track.

A. Attention control system

Visual attention is a widely explored field in the psy-

chological and biological vision-community. Wolfe et al.

[16] discuss the features used for attention processes, like

color, intensity, orientation, depth, motion, etc. A possible

implementation of the mechanisms is proposed by Itti et

al. [8], where a multi-scale filtering approach is used for

extracting basic features like color-complementary, intensity

and orientation. With center-surround operations the local
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contrast of these features to their environment is deter-

mined and integrated into conspicuity-maps for each feature-

modality. These conspicuity-maps are combined into a final

saliency-map in which the visually interesting regions are

quantified by a scalar value. Attention is then guided by

maxima in the saliency map, while already observed regions

are temporarily suppressed in order to avoid locking attention

to one region in the image. This procedure ensures that the

system performs saccades to all visually interesting locations

in the image.

In our model we extended the basic idea of visual attention

to the whole sensory input. We define the visual salient

features as those which can be best described at a specific

scale and which are maxima to their local environment.

This is further explained in more detail. A scale-space

representation G(s) of the input-image is generated via a

Gaussian pyramid. From this representation, we only use

some coarse scales sc . . . sc+n with c = 4 and n = 2
for further feature-extraction, since we are not interested in

detailed object-recognition at this step. We rather would like

to achieve a very fast generated coarse scene description. The

intensity features are now computed by top-down projecting

the first and second order statistics of a local image region

of base-length b from a coarser scale sc+1 to a finer scale

sc:

fI(~rc, sc) = 1 − e

−
(G(~rc, sc) − µ~rc+1,sc+1

)2

2σ2
~rc+1,sc+1 (2)

The mean µ~rc+1,sc+1
and standard-deviation σ~rc+1,sc+1

are

determined in a local region of size b around the central

position rc+1 on the upper scale sc+1.

According to equation 2 the values fI have a value

near zero if they can be explained by the statistics of the

corresponding feature location at the upper level. The more

the value tends to 1, the better is the feature explained on

the lower scale.

Similar features can be obtained from orientation-selective

filters like Gabor-filters. Here we use four orientations ϕ =
0◦, 45◦, 90◦, 135◦ for the unbiased imaginary part of Gabor-

filter

Gω
ϕ ≡ G(x1, x2;σ, ω, ϕ) = ℑ{G(x1, x2;σ, ω, ϕ)}

= ℑ

{

1

2πσ2
e−

x2
1
+x2

2

2σ2 e−iω(x1 cos(ϕ)+x2 sin(ϕ))

}

= −
1

2πσ2
e−

x2
1
+x2

2

2σ2 sin(ω(x1 cos(ϕ) + x2 sin(ϕ))),

(3)

leading to four orientation selective Gabor-feature maps

fg(~rc, sc).
In order to also measure the strength of a feature region

according to its local surrounding, we filter the resulting

feature maps f.(~rc, sc) with a center-surround operation. This

can be a Difference of Gaussian filter (DoG) or a Laplacian

of Gaussian ∇2L = Lxx + Lyy as proposed by Marr [10]:

Lσ ≡ L(r;σ) =
1

πσ4

(

1 −
r2

2σ2

)

e−
r2

2σ2 , (4)

with r =
√

x2 + y2 as the radial distance of the center of the

filter. We omitted the negative sign since we are interested

in positive results. The final object-unspecific feature-maps

of the intensity-features FI and the Gabor-features FG are

obtained by

FI(~rc, sc) = fI(~rc, sc) ∗ L
σ(~rc) (5)

FG(~rc, sc, ϕ) = fG(~rc, sc, ϕ) ∗ Lσ(~rc) . (6)

The parameter σ is chosen to σ =
√

2b
2 , which gives the

positive kernel of the Laplacian of Gaussian-filter a radius

equivalent to the base-length b.
These feature-maps are subsequently used as the bottom-

up component of the feature-conspicuity-maps CI(~rc, sc)
and CG(~rc, sc, ϕ), which measure the conspicuity of each

feature-modality. Furthermore these maps are influenced by

reinforcing those features of the current tracking-loop and

inhibiting those feature-locations, that were already inspected

and belong to known objects in the scene-memory (fig.1).

Further sensor cues like RADAR and LIDAR are in-

tegrated into the attention system at the level of the

conspicuity-maps. For pure distance-measurements like the

data from LIDAR-sensors, the sensor-beams are first clus-

tered into groups of measurements of similar distance.

A simple threshold-based clustering is used, i.e. distance

measurements are bound together if their differences are

below a pre-defined threshold. The clustered distance values

thus represent a hypothetical object-width defined by the

outermost sensor-beams of a specific cluster. From these

clusters a further feature-pyramid CD(~rc, sc) is constructed

by creating a blob of base-length b in the pyramid-level,

at which the width represented by the cluster matches best

the base-length. The position of the blob is determined

by mapping the 3-dimensional cluster-coordinates into the

Gaussian image-pyramid. The feature blobs are weighted

depending on the average cluster-distance dcluster of each

cluster as follows:

wd =











0 for dcluster > dmax
(dmin−dcluster)
(dmax−dmin) + 1 for dmin ≤ dcluster ≤ dmax

1 for dcluster < dmin .
(7)

Here, dmin and dmax are some chosen parameters for

defining the slope of the weighting function. RADAR-

sensors based on the Doppler-effect can further deliver the

relative velocity of objects that gives a powerful cue for

discriminating stationary and moving objects. In principle

they can be integrated in the same manner like LIDAR-

sensors.

The final saliency-maps are the weighted sum of the six

feature/conspicuity maps:

S(~rc, sc) = wICI(~rc, sc)

+
∑

ϕ

wGϕ
CG(~rc, sc, ϕ) + wdCD(~rc, sc) (8)

The weights are chosen with constraint to
∑

i wi = 1.

For increasing those maxima that are close to the direction

of the current yaw-angle of the vehicle, the saliency maps
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S(~rc, sc) are further multiplied with a heading weight-map

Wh :

Sh(~rc, sc) = S(~rc, sc) ·Wh(~rc, sc) . (9)

The heading is determined from the yaw-rate delivered by

the internal sensing module.

From the saliency-representation (9) the local maxima

are used as salient candidate-regions and the scale of the

maxima indicate the size of the hypothetical object-region

in the image domain. Scene exploration starts in a coarse-

to-fine strategy, meaning that large salient regions indicated

by maxima on the coarse saliency-maps are inspected first,

since they might correspond to objects close to the vehicle.

These regions are mapped into the original image-resolution

in order to further inspect them by the high-resolution object-

recognition path.

B. Object-recognition/segmentation

The delivered focus of attention (FoA) from the atten-

tion system is further analyzed for determining the object-

category, its size and precise position in the image. In

this section we briefly describe the local object-recognition

system that use object-specific features and knowledge in

order to find the most promising maximum of the joint-

distribution (1).

First the object-region is fed into an object-classifier in

order to get a first hint on the possible object-category. For

the classification, we use the brain-like neural-network archi-

tecture proposed by Wersing et al. [15]. The network con-

sists of four hidden layers performing feature competition,

pooling and feature combination in two consecutive stages.

During this processing, a feature vector ~I is transformed into

the feature space C2, which is an established model in the

biological vision community. This layer has the same order

of dimension as the input image patch ~I , thus building a

high-dimensional feature space. The representation in the

C2-space has the nice property, that many different object

categories can be separated linearly, as shown in [15]. New

object-categories can be easily trained with gradient-descend

methods and only the very last stage is affected by this

training. The classifier even shows a good performance

according to position and size invariance of the objects,

which is essentially required in our case, since we do not

give a precise patch of the object-region to the classification

system.

From the output of the object-classifier, we generate

object-hypotheses Hobj for those categories that exceed a

minimum recognition confidence. Based on these hypothe-

ses an object-specific segmentation is performed that uses

object-knowledge about several features. For example the

segmentation of vehicle rear-views uses the symmetry as one

feature as proposed by Schweiger et al. [13]. The output

of the segmentation process is several bounding boxes that

indicate hypothetical object-positions of a specific category

in the focus of attention. The distance measurements of

RADAR/LIDAR-sensors are associated to these bounding

boxes if they overlap with the boxes in the image domain.

This association step leads to the final object-hypotheses,

Hm(ytype, ~yimpos, ~yimsize, ~ydpos), that contain the following

information:

1) object category ytype

2) object position in image coordinates ~ypos

3) object size in image coordinates ~ysize

4) object position delivered by distance-sensors in ego-

centered vehicle-coordinates ~yd

The first 3 items are measured by the image-processing

system and the last one is delivered by a RADAR/LIDAR-

sensor. The object hypotheses of the measurement space

may overlap and provide the sensor-fusion-stage with various

interpretations of the sensory raw-data.

C. Multiple Hypotheses Tracking

In this section the mechanism is described that finds

the most probable interpretation of the object hypotheses

delivered by the visual object-recognition system and the

distance measurements provided by the RADAR/LIDAR-

sensors.

The estimated quantities ~xpos = [xw yw]
T

, ~xvel =

[ẋw ẏw]
T

, ~xsize = sx = w describe the physical states of

the object in an ego-centered coordinate frame, which are

generally estimated with recursive Bayesian state-estimation

techniques. The last element sx = w describes the width of

the object. Here we use an Extended Kalman-Filter (EKF)

for estimating the state-vector ~x = [xw yw ẋw ẏw w]
T

at a

sample-rate of Ts seconds with the linear system-model

~xk+1 = Φ~xk + N (0,Q) (10)

and the nonlinear measurement-model

~yk = ~h(~xk) + N (0,R); (11)

~y = [dLIDAR ϕLIDAR xim yim wim]
T

is the measurement

vector. N (0,Q) and N (0,R) are normal distributed noise-

vectors, dLIDAR and ϕLIDAR are the distance and hor-

izontal angle delivered by the LIDAR-sensor while xim,

yim, wim are the position and width of the object in

image-coordinates. The state transition matrix Φ describes

a constant velocity model. The nonlinear function ~h of the

measurement-model (11) contains the transformation of the

relative position of the object into the non-cartesian LIDAR-

measurement-space and the projective transformation into the

pixel-based camera-coordinate-system.

A critical issue in multi-sensor data fusion is the as-

signment of the sensory measurements, in our case object

hypothesis Hm, to the currently maintained tracks. Data

association is a well discussed problem in the target-tracking

literature, e.g. in Hall et al. [7]. Generally the problem scales

with exponential complexity and very often heuristics are

used to find a promising solution. An optimal solution is the

Multiple-Hypotheses-Tracking (MHT) as proposed by Reid

[12], which is used in a different context in the proposed

architecture.

The key aspect of the MHT-approach is the construction of

data-association hypotheses ψk
h, that describe the association
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of all measurements Hm(k) at time-step k to the current

set of track-hypotheses Ωk
i . Since we operate on a local

sensory region per time step and we want to decide upon

the relevant objects in this region, we distinguish three cases

of association: (a)The data-hypothesis is associated to the

currently tracked object of the corresponding object-type,

(b)the data-hypothesis is associated to a previously confirmed

object or (c)the data-hypothesis is treated as clutter. The

object-hypotheses are then used to perform a state-update

of the associated track-hypotheses, leading to the new Ωk+1
i

in the next time step. In (c) there is no measurement-update

performed, only a state-prediction.

In contrast to the original work of Reid [12], we also

have to cope with different object categories, therefore one

multiple-hypotheses-tracker is maintained for each object-

category, which was delivered by the object-recognition

system.

For all newly constructed track-hypothesis Ωk
i their corre-

sponding probability P k
i = P (Ωk

i ,Hm(1 : k)) is computed

using Bayes law (see [12])

P (Ωk−1
i , ψk

h|Hm(k)) =
1

c
P (Hm(k)|Ωk−1

i , ψk
h)·

P (ψk
h|Ω

k−1
i )P (Ωk−1

i |Hm(1 : k − 1)) (12)

While more and more object-hypotheses are associated, the

number of trajectory hypotheses grows exponentially and has

to be reduced with different techniques like hypothesis prun-

ing and merging. Furthermore, we limit the total number of

hypotheses in order to achieve a more constant computational

load.

A track-validation measure is used for deciding that

the tracking procedure has converged and the accumulated

knowledge about the hypothetical objects is enough for

declaring this object as confirmed. This is performed via

thresholds of a validation measure, which is defined as

Mc =
WPWT

crobj

, (13)

with W as weighting matrix for the state-error covariance

matrix P of the EKFs. The value cobj is the average of

the last n object-class-confidences delivered by the object-

recognition system. The exponent r is chosen from the

interval (0, 1] and controls the influence of the classification

results.

In figure 2 the time course of a maximum number of 30

hypotheses is shown. The bold (red) lines indicate the best

hypothesis in each time-step.

IV. EXPERIMENTS AND RESULTS

In order to show the general feasibility and the perfor-

mance of the proposed perception architecture, the whole

system was implemented using Matlab on a standard PC. The

external sensors are a b/w CCD-camera with a resolution of

640× 480 Pixel and a horizontal field of view of 30 degree

and a LIDAR-sensor with 16 horizontal beams and a field

of view of ±15◦ scanning the front-view of the vehicle at

a sample-rate of 92ms. The internal signals used are the
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Fig. 2. Time course of the hypothesis. Only the estimated distance is
shown (y-axis). The best hypothesis is drawn bold (red).

ego-velocity, acceleration and the yaw-rate. The processing

is synchronized on the slowest source, which is the LIDAR-

sensor in the current setup.

The system was tested offline with recorded data of

different test scenarios. The scenario discussed in this paper

deals with a typical construction-site on German Autobahns,

where one of the lanes is redirected onto the oncoming

roadway, causing an S-shaped path.

The lane width is typically about 3 meters and the signal

boards have a distance of 10 meters in the curve and 15-20

meters in front of and behind the curve. This scenario is of

moderate complexity and today’s ACC-systems and break-

assists are usually confused by the low TTC-values to the

signal-boards, which can be less than 2 seconds.

Here the task is to detect a stationary car that is imme-

diately located at the end of the S-curve and is invisible

when the driver enters the S-curve. The system has to detect

and to confirm the vehicle under various initial conditions,

so that it should be possible to control a break-assistant

based on the confirmed target information delivered by the

system. We performed several test-runs on data recorded

from a manually prepared construction-site test track that

has a left-hand S-shape, see figure 3. The performance of

Fig. 3. Left:Vehicle detection using vision and LIDAR, yellow box: current
FoA, green box: car hypothesis, blue box: signal-board hypothesis, Right:
Plan view of the construction-site with S-shaped roadway
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the system was measured in terms of detection distance,

confirmation distance and the number of time-steps required

for target-confirmation. The detection distance is measured

in meter and is the distance to the stationary vehicle at that

time when the vehicle was detected by the saliency and

object-recognition modules for the very first time. A further

distance can be measured at the time of object-confirmation.

Since we do not have real ground-truth information about

the exact relative position, we used the distance delivered by

the LIDAR-sensor as reference (accuracy ≈ 0.2m).

Three cases of detection and confirmation were distin-

guished:

1) Detection and tracking using visual information and

LIDAR.

2) Detection with LIDAR only, tracking with LIDAR and

vision.

3) Detection and tracking with vision only, LIDAR is not

used at all.

While case 2 is the usual method in most automotive-

perception architectures, case 1 uses the combined sensory

saliency processing for detection. Case 3 simulates a break-

down of the LIDAR sensor.

The average results of 9 test-runs with ego-speed varia-

tions between 30− 70km/h are shown in table II, the num-

bers after the slash in the table are the standard-deviations

of the corresponding measures.

TABLE II

AVERAGE DETECTION AND CONFIRMATION RESULTS

case detection dis-

tance (m)

confirmation

distance (m)

confirmation-

cycles

vision+LIDAR 35.5 / 3.5 18.8 / 9.2 13.5 / 3.7

LIDAR only 26.3 / 3.8 15.5 / 8.0 11.4 / 3.8

vision only 39.2 / 10.1 18.0 / 6.0 15.1 / 1.8

From table II it is interesting to see that the average

detection range of the pure vision processing is in this

specific scenario larger than the combined ”vision+LIDAR”

detection range. This is due to the fact that the combined

measurements lead to a broader sensory saliency-distribution

and therefore the likelihood for inspecting a specific region

decreases when more sensors are used. But if the standard-

deviations are taken into account, one can see that the

combined detection result is much more reliable than the

single sensor detection.

The confirmation distances are between 10 and 15 cycles,

which is very close to the minimum of 8-10 cycles that

we observed by EKF-simulations on synthetic test-data. The

standard deviation of the confirmation distance increases

naturally because of the large ego-velocity variations of

40km/h. A more meaningful measure is the number of

confirmation-cycles, which is similar in the first 2 cases when

the LIDAR-measurements are available. The estimation of

the relative velocities based on vision-measurements only is

less reliable, leading to an increased number of confirmation-

cycles.

It is worth to note that the overall system performance

remains at a moderate level in the case of the LIDAR-break-

down, when only vision-measurements are available.

V. CONCLUSION

We proposed a hierarchical sensor-fusion concept for the

task of environmental perception that addresses the prob-

lems of robustness under resource limitations. Robustness

was shown against sensor-break-downs and measurement

outliers. Further work is required for showing quantified

results in terms of detection and false alarm rate. An attention

mechanism combined with a multiple hypotheses object

recognition and temporal tracking system using different

levels of object representations is a possible solution to the

robustness-resources dilemma that have to be solved reliably

in order to get future ADAS-applications onto the market.
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