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Abstract— This paper presents a robust real time obstacle
and pedestrian detection algorithm, which is capable of hand-
ling the challenges of stationary as well as moving objects,
utilizing a single car mounted monochrome camera. First, the
system detects obstacles above the ground plane by obtaining
a ”virtual stereo system” through the usage of inverse per-
spective mapping. A fast digital image stabilization algorithm
is used to compensate erroneous detections whenever the flat
ground plane assumption is an inaccurate model of the road
surface. Finally, a low level pedestrian segmentation algorithm
is developed to extract bounding boxes of potential pedestrians.
Furthermore a novel approach called the Pedestrian Detection
Strip is used to improve the calculation time by a factor of
six compared to previous attempts. Experiments have been
carried out by applying the proposed algorithm on prerecorded
sequences as well as within a test vehicle and thus in a
closed loop environment. The experimental results indicate a
promising detection performance. Obstacles and pedestrians up
to 50 meters away from the vehicle have been detected reliably
at 64 frames per second on a 3GHz PC.

I. INTRODUCTION

In the last years, the concept of a ”sensing car” becomes
one of the main directions of the electronics and algorithm
development in the automotive industry, enclosing applica-
tions such as lane departure warning, park assistant, traffic
sign recognition, etc. Some applications of the ”sensing
car”, based on camera hardware, require the development
of robust image processing algorithms for the detection and
classification of critical situations outside and inside the car.
For this, a very important part is the correct classification of
human movement based on special features of the human
body and faces [1]. Especially, the pre-impact pedestrian
classification leads to a decrease of impact consequences for
all participants by appropriate countermeasures.

An important preprocessing step for pedestrian classifi-
cation is a computational time efficient detection of image
regions supposing to include pedestrians, which decreases the
computational requirements in all and contributes to robust
real-time classification software.

Purely vision-based pedestrian detection is one of the most
challenging tasks for object detection: pedestrians may move

in different poses with variable intention and speed, pedes-
trians may walk in a group or carry items with them, they
may wear differently with different color and patterns. All
of these make a broad variability of their shape. Furthermore
pedestrians may appear in numerous positions in the driving
environment. Situations become more critical for non moving
pedestrian. Stationary pedestrians are usually more difficult
to distinguish from the background and optical flow based
detection algorithms do not work in this case. An even
more challenging task is the detection using a non-stationary
camera, e.g., a camera mounted on a moving vehicle. In
this case the conventional background subtraction methods
completely fail because of the variety of depths changes from
frame to frame.

There are two common approaches for obstacle detection
by means of image processing: single camera based detection
and two (or multiple) camera based detection (stereo vision
based detection).

The single camera approach utilizes techniques like object
model fitting [2], color segmentation [3], the detection of
specific characteristics such as texture [4] or symmetry
axes [5], or optical flow [6]. Inverse perspective mapping,
which is based on the assumption of moving on a flat road
has also been applied to obstacle detection [7]- [13]. In
all of the approaches mentioned above, the estimation of
3D characteristics is done after the detection stage. The
estimation is usually performed through a combination of
knowledge about the objects (such as size), assumptions
about the characteristics of the road and knowledge about
the camera parameters through calibration. In [3] a color
CCD mono camera is mounted on an agricultural vehicle
for obstacle detection, whereby a different color distribution
of a field track and obstacles is used for detection.

The stereo-vision-based detection is a well-known tech-
nique for directly obtaining three-dimensional (3-D) depth
information of objects seen by two or more video cameras
from different viewpoints [14]- [19]. In [19] a method
for pedestrian (obstacle) detection is presented, whereby
a system containing two stationary cameras is used. The
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obstacles are detected by eliminating the ground surface by
transformation and matching the ground pixels in the images
of both cameras. The stereo-vision-based approaches have
the advantage of directly estimating the 3D coordinates of
an image feature, this feature being anything from a point
to a complex structure. The difference of the viewpoint
positions causes a relative displacement, called disparity, of
the corresponding features in the stereo images. The search
for correspondences is a difficult, time demanding task,
which is not free from the possibility of errors. Obstacle
detection techniques involving stereo-vision use different
approaches in order to make some simplifications of the
classic problem and achieve real-time capabilities [18]- [22].

The pre-classification algorithm has to detect pedestrians
as a subset of obstacles appearing in front of the vehicle. In
this paper, the detection step is performed by an obstacle de-
tection algorithm, which satisfies the requirements of pedes-
trian detection (pedestrians can be considered as a subset
belonging to an obstacles set). Otherwise, detection results
themselves yield the information about possible hit targets
usable for different warning applications. For a computing
time effective classification, a certain detection of obstacles
avoiding a false detection of color and lighting gradients on
the lane is a key to the success of the whole application.

In the algorithm presented here, the detection has to be
performed using a moving mono gray value camera system,
which has substantial disadvantages (moving mono system)
comparing to the system in [19] (stationary stereo system)
and [3] (color system, applied only for field tracks). In this
paper we present an algorithm using the ego motion of
the mono camera to produce a ”virtual” stereo system for
background subtraction.

The purpose of the algorithm being developed by Delphi
is the detection of pedestrians in urban traffic situations,
using a mono camera system mounted inside a vehicle, at
the top of the windshield. This camera system is used by
additional applications, such as lane departure warning or
forward collision warning. The multiple use of the same
hardware contributes to the general demand to reduce the
system costs.

II. INVERSE PERSPECTIVE PROJECTION BASED
OBSTACLE DETECTION

The principle of inverse perspective mapping based obsta-
cle detection is to remove the perspective effect when the
acquisition parameters (camera position, orientation, focal
length,. . . ) are known and when a good assumption about
the road surface, e.g. the flat road hypothesis [23] can be
made. In our work the flat road hypothesis is the only
assumption needed in order to do obstacle detection. A fast
image stabilization method is applied to compensate the
noisy detection caused by the pitching and rolling of the
host vehicle or by the unevenness of the road.

A. Perspective Projection and Inverse Perspective Projection

Any point in the image plane, which is located above a
point P is a projection from a point in the world coordinates

Fig. 1: An illustration of the proposed detection principle.

located below the horizon. These points in the image plane
can be back projected onto the ground plane. The 3D world
coordinates are described according to the SAE (Society of
Automotive Engineers) standard coordinate system. As the
origin of the coordinate system we choose the focal point of
the camera.

A point (xw,yw,zw)T in the world coordinates can be ex-
pressed by (xw,yw,zw,1)T in the homogeneous coordinates.
The projection of this point from the world coordinates to
the image coordinates can be expressed by(

x′i,y
′
i,z

′
i,1

)T = H · (xw,yw,zw,1)T (1)

where H is the transformation matrix from the world coor-
dinates to the image coordinates. The transformation matrix
H consists two sub steps:1) Projection of a point from the
ground plane to a virtual camera plane which is perpendicular
to the horizon. 2) Rotation of the virtual camera plane to the
real camera plane. The final image coordinate is given by

(xi,yi)
T =

1
z′i

(
x′i,y

′
i
)T (2)

The inverse projection from the camera coordinates to
the world coordinates can simply be obtained by using the
inverse of the projection matrix: H−1. Please see [12] for a
detailed description of the transformation matrix H.

B. Inverse Perspective Mapping based Detection

The principle of the proposed detection algorithm is il-
lustrated in Fig. 1, where a side view of the image plane
at different time steps t0 and t1 is shown. Let C0 denote
the camera’s optical center at time t0 where an image frame
is taken by the camera and C1 be the corresponding point
at time t1 where the second image frame is taken. Within
the time interval ∆t = t1 − t0 the camera moves from point
C0 to the point C1 with the velocity v and yaw rate ω .
The movement from point C0 = (x0,y0,z0)T to point C1 =
(x1,y1,z1)T can be calculated as: x0

y0
z0

 = M ·

 x1
y1
z1

 (3)
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Fig. 2: Detection by performing differencing of transformed
images.

where M is a linear transformation matrix of points on the
ground plane using the velocity and yaw rate of the host
vehicle. For the sake of simplicity, the camera sensor plane
is assumed to be perpendicular to the horizon and the rotation
factor is set to zero (i.e. the rotation matrix is I).

Let point PG denote points on the ground plane where
PG = (X ,Y,0)T and PO denote points belonging to an ob-
stacle which is located above the ground plane where PO =
(X ,Y,Z)T and (Z < 0). At time t0, the point P1

G on the ground
plane is projected onto point P1

C on the camera plane through
the focal point C0. In this case the intersection of the optical
ray C0P1

G with the ground plane is obviously P1
G itself. The

gray value of the point P1
C is denoted by G1 which is identical

to the gray value of the point P1
G on the ground. For the point

P1
O which is belonging to an obstacle above the ground plane,

the projection onto the camera plane results in P2
C . Note that

now the intersection of ray C0P1
O with the ground plane is

P2
G. The gray value of the point P2

C is G2 which is originating
from the point P1

O on the obstacle. At time t1, the projection
of the point P1

G on the camera plane is P3
C (gray value G3) and

the intersection of the ray C1P1
G is still P1

G itself. Assuming
a small time shift between consecutive image frames (which
means the lighting changes during this time is negligible),
the gray value at the position P1

G does not change between
time t0 and t1 and thus, this gray value is eliminated by the
background subtraction.

This is not the case for the point P1
O belonging to an

obstacle. For the point P2
C at time t0, the corresponding point

at time t1 is P4
C which is projected from P2

G on the ground
plane with the gray value G4. In contrast, the gray value G4
of the point P2

C is from the point P1
O on the obstacle. After

performing background subtraction, the gray value difference
will be non-zero. It can be seen, that the distance between the
points P2

G and P3
G increases with the height. Near the bottom

of standing objects, this distance goes to zero - this is the
point where the obstacle is ”standing” on the road. After
defining this point for the detected obstacle, its position on
the road can be estimated using the ”land map” coordinates.

The overall detection process is depicted in Fig. 2. In the
figure, 2(a) and 2(b) are the captured images at the time
steps t0 and t1, respectively. (c) and (d) are the corresponding

Fig. 3: Detection with artifacts generated by the ego-motion
of the host vehicle.

Fig. 4: Reduction of artifacts by means of image stabilization.

projections of (a) and (b) on the ground plane. As mentioned
above, only parts of the image located above the projection
of the horizon can be projected to the ground plane. Since
the size and shape of projected pixels on the ground plane
is depending on the distance, the overall shape of the
projected image on the ground plane is trapezoidal rather
than rectangular. Finally, the transformed images at time
t1 and t0 are subtracted and binarized in order to detect
obstacles above the ground. In this step the ego motion of
the car needs to be taken into account. Fig. 2(e) shows the
binarized detection result on the ground plane.

C. Fast Digital Image Stabilization

It has been previously mentioned, that we rely on the
assumption of an ideal ground plane (i.e. the ground plane is
even and horizontal). In case this assumption is not a good
model for the actual road, the detection result will contain
unwanted artifacts. Additionally, pitching and rolling of the
car will also result in detections which are not corresponding
to real world objects. Fig. 3 shows this kind of detection
artifacts. In the figure, detections resulting from the frame
differencing process are marked in green. Note that the
spatial location of the left curb is inaccurate and also some
ground in the left side and end of the road is erroneously
detected as obstacle. Unexpected detections on the right hand
side of the road occur, since the real world structures are
located significantly above the assumed ground plane level.

In order to compensate for the detection artifacts caused
by the pitching of the vehicle, a novel fast 2D image
stabilization approach is used. The idea is an extension of
the work presented by Yeni and Ertürk in [24]. Instead of
performing image stabilization directly on two consecutive
images as proposed in [24], we first transform the image
at time t0 to the corresponding position at time t1 utilizing
the inverse perspective projection and the known vehicle
motion parameters, namely speed and yaw rate. Afterwards
the stabilization is done on time instance t1. In this way, first
the known vehicle motion is compensated and image stabi-
lization needs only to be performed in order to compensate
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Fig. 5: Illustration of the basic idea which leads to the
development of the Pedestrian Detection Strip.

the effects caused by pitching or ground unevenness, etc.
Fig. 4 shows the corresponding detection result. Compared

to the detection results without stabilization (Fig. 3), now the
detection of the curb exactly matches its real position and
additionally less detections appears on the left hand side and
the end of the road.

III. FAST LOW LEVEL PEDESTRIAN SEGMENTATION

The proposed algorithm detects every obstacle which is
standing above the ground under the assumption that the
road is flat. Further processing steps are needed to filter out
objects being sought (e.g., pedestrian, vehicle, etc.) from the
initial detection results. As a preprocessing component of
a pedestrian detection system the segmentation module has
to prepare pedestrian candidates for feature extraction and
classification steps. Since feature extraction and classification
algorithms are time consuming tasks, the detection and
segmentation modules should gain as much time as possible
for further processing.

In our algorithm, we use a novel idea called Pedestrian
Detection Strip (PDS) to reduce the time needed for the
detection and segmentation steps. Additionally, we use a
vertical direction oriented low level segmentation algorithm
to search for pedestrian candidates within the detection
results without too much time effort. Most false positive
segments are cause by vertical objects like poles or trees.
However, these false positive segments can be easily rejected
by the succeeding classification module.

A. Pedestrian Detection Strip

Fig. 5 shows the detection results for a sequence of images
showing a single pedestrian at different distances from the
host vehicle using the proposed detection algorithm. As we
can see from the detection results, the adult pedestrian is al-
ways located close to the horizon of the scene, independently
from its distance to the car. Thus, in order to drastically
reduce the calculation time, we only apply the detection
algorithm to an image sub-region of 30 pixels height, which
is located below the horizon as illustrated in Fig. 6. The
height of 30 pixels has been chosen in order to detect a
pedestrian in 50 meters distance from the car, given the
camera parameters of the test vehicle. A pedestrian in 50
meters distance occupies around 15 pixels in height in the
PDS and thus will not be eliminated by the Morphological
Operations.

Due to afore mentioned location of the PDS, small chil-
dren appearing at close distance in front of the host vehicle

(a) original image (b) detection

Fig. 6: Detection with Pedestrian Detection Strip

(a) Detection (b) horizontal + vertical closing

(c) vertical opening of (a) (d) vertical opening of (b)

Fig. 7: Morphological operations

will not be detected. To tackle this issue, a second PDS in
the lower part of the image can be used to detected children
and small pedestrians.

B. Segmentation based on Morphological Operations

Due to the unevenness of the ground plane and the
unknown motion of the camera, the detection results typically
look like those shown in Fig. 7(a): Undesired single noise-
like detections are clearly visible in the figure and addi-
tionally lane markers on the ground are partially detected.
Although some of these artifacts can be compensated by
means of image stabilization (see section II-C) and also the
detection of lane markers can be suppressed by using a PDS
located at the horizon, still a noise elimination step is needed
in order to generate robust detection results.

In our work, horizontal and vertical morphological oper-
ators have been used to eliminate horizontal artifacts and
small blobs together with noise. Simultaneously, detections
in vertical direction are emphasized since usually pedestrians
are highly vertical oriented compare to other obstacles. Only
highly vertical oriented blobs remain after the morphological
operations. These blobs are the final candidates for the
segmentation of pedestrians.
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C. Foot Point Search and Region of Interest Selection for
Pedestrian Candidates

For each candidate blob, which has been detected accord-
ing to Sec. III-B, a region of interest (ROI) is defined which
completely surrounds the potential pedestrian. A binarized
edge image of the defined ROI is calculated by using the
Sobel edge detection operator and by applying a threshold
afterwards. Starting from the lowest point of the detected
blob, a downward connectivity search is applied on the
binarized edge image. The end point of the downward
connective search is our final foot point of the pedestrian
candidate (see also Fig. 8).

Next, the foot point found is transformed to the ground
plane under the assumption that the ground is flat. Attached
to the transformed foot point on the ground plane a 1.8 meter
high and 0.9 meter wide bounding box is defined and the
defined bounding box is back transformed to the image plane
again. This way the final ROI for the pedestrian is defined
on the image plane.

Fig. 8: Illustration of the foot point search

IV. EXPERIMENTAL RESULTS

Running on a 3GHz PC the proposed algorithm is ca-
pable of processing 64 frames per second and can thus be
considered as an extremely fast approach. Note that this
processing speed is for the detection algorithm only, i.e.
the classification and tracking modules have been disabled
during the measurement. The images are captured by a VGA
camera mounted on the windshield of the host vehicle. The
captured images are delivered to the system via the CAN-
BUS together with host movement data (i.e. yaw rate and
velocity). We tested the system for a large variety of driving
scenarios, both, offline as well as inside the vehicle in a
closed loop mode (driving speed was typically up to 50kph).
During the offline testing more than 50,000 frames showing
pedestrians have been processed.

Fig. 9 presents some of the experimental results. From the
examples it can be seen that most pedestrians are detected
reliably and that only a small number of false positives exists.
Most of the false positives are caused by vertical obstacles
like poles or trees which have similar visual properties as
pedestrians. A small number of false positives is not critical

since they will be eliminated in the subsequent classification
step.

In Fig. 9(a), Fig. 9(c) and Fig. 9(i) crossing pedestrians
at close distance are detected correctly. Also pedestrians far
away in Fig. 9(a) are detected correctly. Some false positives
occur in both examples.

In Fig. 9(b) both pedestrians are detected correctly. How-
ever, several bounding boxes are drawn on the pedestrian on
the right hand side. This is caused by multiple detections and
inaccurate segmentations. A symmetry search and merging
algorithm is under development for this case. Non-walking
pedestrians in Fig. 9(d) are detected correctly. A small child
on a bicycle is also detected but the bounding box is too
large for it because the bounding box is calculated based on
the assumption that the detected pedestrian is 1.8 meter high.
In order to improve this issue, a head point search could be
applied.

Pedestrians on bicycles are detected correctly in
Fig. 9(e)(g)(i) and (j). In all three examples cars in the scene
are also detected because they are also obstacles above the
ground plane with vertical edges on it. Because our seg-
mentation algorithm is focused on pedestrians, the bounding
boxes for the cars do not match with the corresponding real
world sizes. In Fig. 9(j) two pedestrians about 50 meters
away are also detected correctly. The example here shows
that our detection algorithm can easily be converted to detect
vehicles by simply adapting the segmentation algorithm.

In Fig. 9(f) one adult and two children on the right hand
side are correctly detected despite the fact that they are
walking in a group and that only their back is visible. Three
false positives are on the left hand side which are caused by
the distant poles. Mis-detections occur in Fig. 9(h) due to
the low contrast in the image. Note also that some bounding
boxes are not centered correctly.

V. CONCLUSIONS

In this paper an inverse perspective mapping based pedes-
trian detection algorithm has been presented. The algorithm
has been tested in a variety of driving scenarios using a
test vehicle equipped with a monochrome VGA camera and
industrial PC on it. A flat ground plane assumption is used
within the proposed algorithm and a novel fast digital image
stabilization algorithm is applied to compensate the wrong
ground plane assumption. A novel pedestrian detection idea
called ”Pedestrian Detection Strip” improves the calculation
time by factor of six compared to previous attempts. At
last a vertical oriented pedestrian segmentation algorithm is
presented.

Experimental results show that the proposed detection
algorithm delivers reliable results up to 50 meters in different
driving situations. Most false positives occur on trees and
poles along the roadside and can be easily eliminated through
a subsequent classification process [25].

The described algorithm has been integrated in a vision
based system by Delphi for various active safety applica-
tions like Pedestrian Protection, Pre-crash etc. The described
algorithm has been integrated in a vision based system by

ThC1.3

759



Delphi for various active safety applications like Pedestrian
Protection, Pre-crash etc.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Fig. 9: Experimental results achieved with this system
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