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Abstract
We propose a simple recurrent model for detecting rare sound
events, when the time boundaries of events are available for
training. Our model optimizes the combination of an utterance-
level loss, which classifies whether an event occurs in an ut-
terance, and a frame-level loss, which classifies whether each
frame corresponds to the event when it does occur. The two
losses make use of a shared vectorial representation the event,
and are connected by an attention mechanism. We demonstrate
our model on Task 2 of the DCASE 2017 challenge, and achieve
competitive performance.

1. Introduction
The task of detecting rare sound events from audio has drawn
much recent attention, due to its wide applicability for acoustic
scene understanding and audio security surveillance. The goal
of this task is to classify if certain type of event occurs in an
audio segment, and when it does occur, detect also the time
boundaries (onset and offset) of the event instance.

The task 2 of DCASE 2017 challenge provides an ideal
testbed for detection algorithms [1]. The data set consists of
isolated sound events for three target classes (baby crying, glass
breaking, and gun shot) embedded in various everyday acous-
tic scenes as background. Each utterance contains at most one
instance of the event type, and the data generation process pro-
vides temporal position of the event which can be used for mod-
eling.

The most direct solution to this problem is perhaps to model
the hypothesis space of segments, and to predict if each seg-
ment corresponds to the time span of the event of interest. This
approach was adopted by [2] and [3], whose model architecture
heavily drew inspirations from the region proposal networks [4]
developed in the computer vision community. There are a large
number of hyper-parameters in such models, which requires
much human guidance in tuning. More importantly, this ap-
proach is generally slow to train and test, due to the large num-
ber of segments to be tested.

Another straight-forward approach to this task is to gener-
ate reference labels for each frame indicating if the frame cor-
respond to the event, and then train a classifier to predict the bi-
nary frame label. This was indeed the approach taken by many
participants of the challenge (e.g., [5, 6]). The disadvantage of
this approach is that it does not directly provide an utterance-
level prediction (if an event occurs at all), and thus requires
heuristics to aggregate frame-level evidence for that. It is the
motivation of our work to solve this issue.

We propose a simple model for detecting rare sound events
without aggregation heuristics for utterance-level prediction.
Our learning objective combines a frame-level loss similar to
the abovementioned approach, with an utterance-level loss that
automatically collects the frame-level evidence. The two losses

share a single classifier which can be seen as the vectorial rep-
resentation of the event, and they are connected by an atten-
tion mechanism. Additionally, we use multiple layers of recur-
rent neural networks (RNNs) for feature extraction from the raw
features, and we propose an RNN-based multi-resolution archi-
tecture that consistently improve over the standard multi-layer
bi-directional RNNs architectures for our task. In the rest of this
paper, we discuss our learning objective in Section 2, introduce
the multi-resolution architecture in Section 3, demonstrate them
on the DCASE challenge in Section 4, and provide concluding
remarks in Section 5.

2. Our model
Denote an input utterance by X = [x1, . . . ,xT ] where xi ∈ Rd

contains the audio features for the i-th frame. For our task (de-
tecting a single event at a time), we are given the binary utter-
ance label y which indicates if an event occurs (y = 1) or not
(y = 0). If y = 1, we have additionally the onset and offset
time of the event, or equivalently frame label y = [y1, . . . , yT ],
where yt = 1 if the event is on at frame t and yt = 0 otherwise.
Our goal is to make accurate predictions at both the utterance
level and the frame level.

Our model uses a multi-layer RNN architecture f to extract
nonlinear features from X, which yields a new representation

f(X) = [h1, . . . ,hT ] ∈ Rh×T ,

containing temporal information. We also learn a vectorial rep-
resentation of the acoustic event by w ∈ Rh, which serves the
purpose of a classifier and will be used in predictions at two
levels.

With the standard logistic regression model, we perform
per-frame classfication based on the frame-level representation
and the classifier w: for t = 1, . . . , T ,

pt := P (yt = 1|X) =
1

1 + exp (−w⊤ht)
∈ [0, 1],

and we measure the frame-level loss if the event occurs:

Lframe(X,y) =
{

1
T

∑T
t=1 yt log pt + (1− yt) log(1− pt) : y = 1

0 : y = 0
.

Note that we do not calculate the frame loss if no event occurs,
even though one can consider the frame label to be all 0’s in
this case. This design choice is consistent with the evaluation
metric for rare events, since if we believe no event occurs in an
utterance, the onset/offset or the frame labels are meaningless.

On the other hand, we make the utterance-level prediction
by collecting evidence at the frame level. Since the above pt’s
provide the alignment between each frame and the target event,
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