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Abstract
India is a diverse and multilingual country. It has vast linguistic
variations, spoken across its billion plus population. Lack of
resources in terms of transcribed speech data, phonetic pronun-
ciation dictionary or lexicon, and text collection has hindered
the development and improvement of the ASR systems for In-
dic languages. With the Interspeech 2018 Special Session: Low
Resource Speech Recognition Challenge for Indian Languages,
efforts have been made to solve this issue to an extent. In this
paper, we explore the fact that the shared phonetic properties
of the languages are essential for improved ASR performance.
We build a multilingual Time Delay Neural Network (TDNN)
system that uses combined acoustic modeling and language-
specific information to decode the input test sequences. Using
this approach, for Tamil, Telugu and Gujarati language we
obtain a Word Error Rate (WER) of 16.07%, 17.14%, 17.69%,
respectively, which was the second best system at the challenge.

Index Terms: Speech recognition, low-resource languages,
multilingual systems, TDNN

1. Introduction
According to Census of India of 2001, India has 22 major lan-
guages and 1599 other languages. Out of these, 30 languages
are spoken by more than a million people and 22 languages have
been accorded with the ”official language” status [1]. With the
growing use of the Internet and with the idea of digitization
taking center stage, speech technology applications in Indian
languages will play a crucial role in the development of vari-
ous domains like agriculture, health care and availing govern-
ment services by common men, etc. [2]. Voice User Interface
(VUI) devi are finding their way into everyday life all over the
world. In a country like India where a sizeable population is
unlettered and hence, often technologically novice, developing
resource robust spoken language technologies has the potential
to make a difference between a good quality of life and a bad
one. Therefore, developing speech recognition based technolo-
gies has tremendous prospects in the country.

In the development of spoken language technologies like
Automatic Speech Recognition (ASR) systems, low resource
factor poses a serious challenge. Majority of the languages in
India are low resourced. In the context of ASR, the term ’low-
resource’, although not strictly defined, usually refers to the lack
of availability of transcribed audio data, lack of extensive lin-
guistic research in the language which in turn is a factor for
the lack of a pronunciation dictionary, a key ingredient in ASR
systems. Hence, there is an urgent need to mitigate the prob-
lem. Traditional monolingual ASR systems require thousands
of hours of transcribed audio data in order to produce an accept-
able performance in terms of Word Error Rate (WER) [3]. For
low-resourced languages, such costly requirements can be over-

come by considering techniques such as word decompounding
which leverages the available lexical data to improve ASR per-
formance [4]. Recently, advances made in Deep Neural Net-
work (DNN) architectures and multilingual training techniques
have outperformed and continue to show promising results.

In this paper, we develop ASR systems for low-resourced
languages as a part of the ‘Interspeech 2018: Low Resource
Speech Recognition Challenge for Indian Languages’ [5]. The
aim is to develop ASR systems for three languages: Gujarati,
Tamil and Telugu. Of these languages, Gujarati is an Indo-
Aryan language while Tamil and Telugu are Dravidian lan-
guages. Both monolingual and multilingual systems were de-
veloped. It was observed that multilingual systems provided
better performance. This keeps us on the similar lines with the
research on development of ASR systems for low resource lan-
guages [6, 7]. The rest of the paper is organized as follows, Sec-
tion 2 describes the basic speech recognition system, Section 3
talks about the multilingual systems and the approach used in
the paper. Section 4 describes the experimental setup and de-
tails of the parameter settings and performance measures used.
Section 5 describes the experimental results and discussions on
it. Finally Section 6 concludes with future research directions.

2. Speech Recognition System
2.1. Language Model (LM)

The Language Model (LM) estimates the probability of a hy-
pothesized word sequence, or LM score, by learning the correla-
tion between words from a training text corpora. The LM score
often can be estimated accurately if the prior knowledge about
the domain or task is known [8]. Text data corresponding to the
training audio-set in its normalized form was provided by the
challenge organizers. The SRI Language Modeling (SRILM)
toolkit [9] was used to train Kneser-Ney smoothed trigram LMs
on the training text data of each language. The Lexicon for each
language uses a Common Label Set [10, 11] where phones of
multiple languages are mapped to a universal phone-set.

2.2. Acoustic Model (AM)

Based on the available common phone-set we train language in-
dependent multilingual Acoustic Models (AMs) [7]. These in-
clude Gaussian Mixture Model (GMM)-Hidden Markov Model
(HMM), hybrid Deep Neural Network (DNN)-HMM and Time
Delay Neural Networks (TDNN).

2.2.1. GMM-HMM systems

In the 1980s, state-of-the-art ASR systems used Mel-Frequency
Cepstral Coefficient (MFCC) or Relative Spectral Transform-
Perceptual Linear Prediction (RASTA-PLP) [12, 13] as fea-
ture vectors along with GMM-HMM. These GMM-HMM AMs
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Figure 1: Architecture of ASR system submitted for the IS 2018 Challenge

were trained using the Maximum Likelihood (ML) training cri-
terion. Later, in the 2000s, sequence discriminative training
algorithms such as Minimum Classification Error (MCE) and
Minimum Phone Error (MPE) were proposed that further im-
proved the ASR accuracy [14]. In this work, MFCC features are
extracted with the ∆ and ∆∆ features for initial speaker inde-
pendent GMM-HMM training. The speaker dependent GMM-
HMM model is built using Feature space Maximum Likelihood
Linear Regression (FMLLR) features [15].

2.2.2. DNN-HMM systems

Over the last few years, efficient methods for training DNNs for
ASR have been witnessed [16] showing that DNNs are better
classifiers than GMMs [17]. The output layer accommodates
the number of HMM states that arise when each phone is mod-
eled by a number of different triphone HMMs taking into ac-
count the phones on either side [18]. The GMM-HMM model is
used to obtain alignments for training data and finally a DNN is
trained by feeding the FMLLR features as the input and senone
probabilities as the output. The DNN training uses p-norm ac-
tivation function [19] with cross entropy as the loss function
using natural Stochastic Gradient Descent (SGD) [20].

2.2.3. TDNN systems

Time Delay Neural Networks (TDNN) have shown to be ef-
fective in modelling long-range temporal dependencies [21].
This property of TDNNs is exploited by training AMs that can
learn the long term dependencies based on short-term feature
representations [22]. Along with 40-dimensional MFCCs, 100-
dimensional iVectors are appended at each time step [23]. It has
been observed that iVectors capture both speaker and environ-
ment specific information and have been shown to be useful for
instantaneous and discriminative adaptation of the neural net-
work. Training data is artificially increased by 3-fold through
time-warping of raw audio [24]. The training procedure for
chain models is a Lattice-Free (LF) version of Maximum Mu-
tual Information (MMI) criterion without the need for frame-
level cross-entropy pre-training [25].

3. Multilingual Systems
Before neural networks were used in Large Vocabulary Con-
tinuous Speech Recognition (LVCSR) task, techniques such as
Multilingual-Mix or Multilingual-Tag have been used to ex-
ploit data from multiple languages for GMM-HMM systems
[7]. Multilingual DNNs for speech recognition systems have
shown to provide consistent advantages for low resource lan-
guages. Through multilingual acoustic modeling, the acoustic
data is shared across multiple languages. This ensures a greater
and hence, a better coverage of contextual variation in all lan-
guages being considered. This improved coverage is ensured
especially due to the usage of a universal phone-set that maps
acoustic units of different languages to language-independent
speech units [26]. The hidden layers are hypothesized to be
global feature extractors [27]. The languages that are pooled
together to form the training data set are usually referred to as
source languages and the language for which the system will
be tested is referred as the target language. This approach also
reduces the time required for training.

The overall architecture and theme of the system that was
used to develop the ASR system under the constraints speci-
fied in the challenge is as shown in Figure 1. The source lan-
guages here are Gujarati, Tamil and Telugu. The training phase
uses combined audio data of approximately 120 hours along
with corresponding transcripts. Using MFCCs without cepstral
truncation, speaker dependent GMM-HMM system is built us-
ing FMLLR features. The alignments obtained from this model
is used for LF-MMI training of the chain TDNN. A combined
lexicon covering words occurring in training set of all three lan-
guages is used. During the testing phase, features are extracted
from the test audio and language-specific language model is
used for decoding to obtain output transcriptions for each lan-
guage. While this system did give promising results in terms
of improved WER, the ASR system built using Tamil and Tel-
ugu as source languages gave best performance when decoded
individually for Tamil and Telugu using their specific language
models. We trained a separate chain TDNN for Gujarati lan-
guage which gave us better performance.
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Table 1: Results in %WER on the test set for training in one language and decoding using LM of the same language

GMM-HMM DNN-HMM TDNN
Training Baseline* Proposed Baseline* Proposed Baseline* Proposed
Gujarati 23.78 16.95 27.79 14.38 19.76 12.7

Tamil 33.55 20.68 25.47 18.04 19.45 16.35
Telugu 40.12 24.24 34.97 21.05 22.61 18.61

* Baseline results are provided by the challenge organizers [5]

4. Experimental Setup
4.1. Corpus Details

The corpus was provided by the organizers of the Low Resource
Speech Recognition Challenge for Indian Languages [5]. Train-
ing data of 40 hours along with the corresponding text transcrip-
tions and lexicon were provided for each of the three languages.
As a rule of the challenge, only the data provided by the chal-
lenge should be used to build the systems (although the choice
to use the corresponding language’s data to build each system
or combine the data and use it cross-lingually was provided).
The evaluation was carried out using an additional 5 hours of
test data provided (as shown in Table 2). The test data can be
used for parameter tuning etc. The final test known as the blind
test was provided for which the results were provided by the
challenge organizers on submission of the hypothesis.

Table 2: Details of the training and testing data [5]

Training Test Blind Test

Languages # of Utt. Lexicon
(Words) # of Utt. # of Utt.

Gujarati 22807 43576 3075 3419
Tamil 39131 57745 3081 2609
Telugu 44882 48680 3040 2549

4.2. Parameter Settings

We use 3 hidden layer DNN for model training. Each hidden
layer has 2000 dimensional hidden units with p-norm activa-
tion. Here, p=2 and group size = 5 which leads to input p-norm
dimension 2000 and output p-norm dimension 400. The DNN
has input layer which takes 360-dimensional input and the out-
put of the DNN is 2365 context dependent phonemes states.
The input to the neural network is obtained by concatenating
4 left and 4 right FMLLR features each of dimension 40. The
outputs are obtained by GMM-HMM alignment. We minimize
the cross-entropy loss function using back-propagation with an
initial learning rate of 0.01 and final learning rate of 0.001.

The chain TDNN model was composed of 6 layers with
725 Rectified Linear Units (ReLU) at the input layer. The in-
put features are at the original frame rate of 100 per second
and the output frame rate is reduced by 3-fold. The first splic-
ing is removed before the Linear Discriminant Analysis (LDA)
transforms layer. The spliced indices in the consecutive layers
were [-1,0,1,2;-3,0,3;-3,0,3;-3,0,3;-6,-3,0] with LDA applied to
the input features. The training was carried out using GeForce
GTX 1080 Ti (with 11GB RAM and Cuda cores = 3584).

4.3. Tools and Performance Measures

The Kaldi Speech recognition toolkit is used [28]. The Lib-
riSpeech recipe was used for all experiments including acous-
tic feature extraction, training and decoding [29]. The SRILM

toolkit was used for language modeling [9]. Modified Kneser-
Ney smoothed 3-gram models were built having the least per-
plexity. The performance of ASR is estimated using the Word
Error Rate (WER) as the measure (as decided for the challenge).

5. Experimental Results
In this section, we describe in detail the experiments conducted
and the submission made towards the challenge [5]. The exper-
iments are carried for GMM-HMM, DNN-HMM and TDNN
based systems. The results and the comparative study with the
baseline results are shown in the next sub-sections.

5.1. Training with One Language

In this section we show the results of the experiments conducted
as per the baseline of the challenge [5]. The challenge baseline
uses TIMIT recipe from the Kaldi toolkit to report the GMM-
HMM and DNN-HMM results and Wall Street Journal (WSJ)
recipe to report the TDNN results. In our approach, we use the
LibriSpeech recipe for all the three architectures. The results
are shown in Table 1. It is observed that for all the languages
and for all the systems, the WERs obtained where less than that
of the baseline. For Gujarati, the WER is decreasing gradually
from GMM (16.95 %), DNN (14.38 %) to TDNN (12.7 %) sys-
tems. However, for the baseline systems, the WER increases
for DNN as compared to that of the GMM-HMM system. A
similar decreasing trend of WER is also observed for Tamil and
Telugu. The WER using TDNN architecture was very low for
Gujarati and around 16-18% for Tamil and Telugu.

5.2. Training with Multiple Languages

The focus of the present work is to highlight the fact that Indian
languages are similar to each other and using acoustic data from
multiple similar languages should improve the performance of
the ASR system. Therefore, we first combine the acoustic data
and next experiment with the lexical content for improved per-
formance as described next.

5.2.1. 3-Language Training (3-lang)

In this method, we train the system by combining the acoustic
training data from each of the three languages. To understand
the effect of the LM, we merge the lexicons and text of the 3
languages and build a mixed LM. On decoding, we decode the
test language using this mixed LM. The results for the same are
shown in Table 3. It is observed that the performance of Gujarati
improved from 12.7% (for TDNN as in Table 1) to 11.95%. On
the other hand, for Tamil and Telugu, the WER seemed to de-
grade more for GMM-HMM and DNN-HMM systems as com-
pared to TDNN systems trained on a single language.

It is known that although the languages may have similar
sounding phones, the lexical content is different. The issue of
decoding with mixed LM is that the ASR output is likely to
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have the text of all the languages mixed. Hence, it may not be
readable as there may be other scripts as compared to that of
the target language. Also, the lexical mixing should be carried
if the speech data has many languages spoken. Therefore, for
the next set of experiments, we decode the test data using the
LM of the target language only (i.e., language-specific decod-
ing). Table 3 shows that on decoding with the language-specific
LMs (and using the same 3-lang AM), the WER decreases as
compared to using mixed LM. The decrease is around 1% for
all the architectures and almost for all languages.

Table 3: Results in %WER on training with 3 languages and
decoding with mixed LM as well as language specific LM

LM Lang. GMM-HMM DNN-HMM TDNN

Mixed
Guj. 18.87 14.18 11.95
Tamil 24.81 19.25 17.32
Telugu 27.19 21.21 18.84

Guj. Guj. 17.28 13.43 11.58
Tamil Tamil 22.46 18.5 16.79
Telugu Telugu 24.21 19.85 17.94

5.2.2. 2-Language Training (2-lang)

It is known that Tamil and Telugu belong to the same Dravidian
language family as compared to that of Gujarati which belongs
to the Indo-Aryan family. Also, it is evident from the Table 3
that the WERs of Tamil and Telugu (on combining the acous-
tic information of 3-languages) did not decrease significantly
than that of the individual systems as in Table 1. Thus, we con-
duct the same experiment of combining the acoustic informa-
tion, however, this time only for languages that fall under the
same language family (i.e., Tamil and Telugu).

Table 4: Results in %WER on training with Tamil and Telugu
and decoding with mixed LM as well as lang. specific LM

LM Lang. GMM-HMM DNN-HMM TDNN

Mixed Tamil 22.94 19.27 16.46
Telugu 24.47 20.28 17.69

Tamil Tamil 24.03 19.1 16.47
Telugu Telugu 25.84 20.36 16.95

As shown in Table 4, for TDNN systems and on using mixed
decoding, the WER decreases for Tamil language to 16.46 %
which was 17.32 % when trained on 3-lang AM. A similar ob-
servation was found for Telugu. On decoding with language-
specific LM, the WER decreases from 16.79% to 16.47% for
Tamil and 17.94% to 16.95% for Telugu. This shows that com-
bining similar acoustic data for training and decoding with the
LM of the target language results in improved performance.

5.3. Best Results on the Blind Test

For the Interspeech 2018 challenge, we submit 6 hypothesis (2
for each language) on the blind test set as follows:

Hypothesis 1

• Gujarati: TDNN with Gujarati AM and Gujarati LM

• Tamil: TDNN with Tamil AM and Tamil LM

• Telugu: TDNN with Telugu AM and Telugu LM

Hypothesis 2

• Gujarati: DNN with 3-lang AM and Gujarati LM1

• Tamil: TDNN with 2-lang AM and Tamil LM

• Telugu: TDNN with 2-lang AM and Telugu LM

The results for the hypothesis on the blind test set are shown in
Table 5. The first hypothesis for Gujarati and second hypothe-
sis for Tamil and Telugu were ranked the second best system for
the challenge. These results are shown in bold in Table 5. On
decoding with the mixed LM, it is observed that the % WER is
very high for all the languages. This was not observed in Table
3 where the WER on decoding with mixed LM and language-
specific LM were almost same. Thus, our choice of the sub-
missions for the challenge were made correctly. Thus, using
multilingual acoustic data and decoding with language-specific
LM seems to generalize for the given test data.

Table 5: Results in %WER on the blind test data

AM LM Language TDNN
Gujarati Gujarati Gujarati 17.69
Tamil Tamil Tamil 26.99
Telugu Telugu Telugu 28.75

Tamil+Telugu Mixed (2-lang) Tamil 16.65
Telugu 17.88

(2-lang) Tamil Tamil 16.07
Telugu Telugu 17.14

Gujarati+Tamil Mixed (3-lang)
Gujarati 29.57
Tamil 20.21

+Telugu Telugu 23.72
(3-lang) Gujarati Gujarati 16.69

Tamil Tamil 16.36
Telugu Telugu 17.04

6. Summary and Conclusions
In this paper, we describe our approach used for developing
ASR systems as a part of the Interspeech 2018: Low Re-
source Speech Recognition Challenge for Indian Languages.
We demonstrate the significance of using combined acoustic
modeling between languages that are similar acoustically. The
given test data was not used for training as the blind test was un-
known and could have resulted in over-fitting. We conclude that
language specific decoding when combined with more acoustic
data resulted in improved performance. Using this approach
for all the languages we obtain a WER of 16-17%, which is
almost uniform for all languages. Hence, all languages per-
formed equally well. Our results also conform with the idea
that a source language close to the target language is more ben-
eficial than a random one [3]. As a part of future work, we are
interested in improving ASR performance by combining data
from Indian languages which are phonetically similar to each
other. We also wish to explore and develop a keyword search
system for these Indian languages.
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