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Abstract
In this paper, we propose a novel probabilistic model, namely
long short-term Boltzmann memory (LSTBM), to represent se-
quential data like speech spectra. The LSTBM is an extension
of a restricted Boltzmann machine (RBM) that has generative
long short-term memory (LSTM) units. The original RBM
automatically learns relationships between visible and hidden
units and is widely used as a feature extractor, a generator, a
classifier, a pre-training method of deep neural networks, etc.
However, the RBM is not sufficient to represent sequential data
because it assumes that each frame from sequential data is com-
pletely independent of the others. Unlike conventional RBMs,
the LSTBM has connections over time via LSTM units and rep-
resents time dependencies in sequential data. Our speech cod-
ing experiments demonstrated that the proposed LSTBM out-
performed the other conventional methods: an RBM and a tem-
poral RBM.
Index Terms: restricted Boltzmann machine, long short-term
memory, neural networks, speech parameterization, speech syn-
thesis, sequence modeling

1. Introduction
Deep learning is one of the recent hottest topics in wide research
fields such as artificial intelligence, machine learning, and sig-
nal processing including image classification, speech recogni-
tion, etc [1]. Most of the deep learning methods are based on
deterministic approaches of neural networks that learn transfer
functions from inputs to outputs while some approaches based
on generative models, such as variational auto-encoders (VAEs)
[2] and generative adversarial networks (GANs) [3], have been
garnering much attentions recent years. One of the other most
powerful generative models is restricted Boltzmann machines
(RBMs) [4, 5, 6]. The RBM is a probabilistic model that de-
fines relations between visible and hidden units with an energy
function and has often been used as a feature extractor, a gener-
ator, a classifier, and a pre-training scheme of deep neural net-
works (DNNs) [5]. Many extensions and variations of the RBM
have been proposed so far [7, 8, 9, 10, 11]. Although RBMs
have been used in so many tasks, they traditionally assumed the
frame-independencies even for sequential data.

On the other hand, in speech signal processing, image pro-
cessing, and natural language processing, in which we need to
deal with sequential data, recurrent neural networks (RNNs),
convolutional neural networks (CNNs), long short-term mem-
ory (LSTM) networks [12], and gated recurrent unit (GRU)
networks [13] are often effective due to the ability to capture
temporal dependencies. Among them, the LSTM can con-
vey important and characteristic information through time with
its “memory cells” inside, and it has been reported that the
LSTM drastically improved the performance of speech recog-
nition [14], speech synthesis [15], and machine translation [16]

compared to the simple RNNs. The GRU also has similar func-
tions and produces similar results to those of the LSTM [17];
however, the GRU does not assume the existence of memory
cells explicitly.

The RBM is not sufficient to represent sequential data be-
cause each frame is assumed independent of the other frames
while the dependencies through time should exist. Some exten-
sions of the model, temporal RBM (TRBM) [18] and recurrent
temporal RBM (RTRBM) [19], have been also proposed to deal
with sequential data. However, these methods include several
problems, such as vanishing gradient, exploding gradient, and
difficulties to capture long term dependencies, as well as in the
simple RNNs. In this paper, we propose and evaluate an ex-
tension of the RBM that imitates the functions of memory units
to those of the LSTM networks as a generative model, called
long short-term Boltzmann memory (LSTBM). The LSTBM is
defined as a probabilistic model that consists of visible units
and different sets of hidden units (input gate, output gate, forget
gate, and memory core units), and these hidden units determine
memory cells and hidden states at the current time and convey
the memory to the following time. Another characteristic of
the LSTBM is that the model can be trained only using the in-
put data under the maximum likelihood (ML) estimation; it is
also possible to use the stacked LSTBMs for pre-training very
deep LSTM networks like deep belief networks (DBNs) using
RBMs [5]. The LSTBM also differs from LSTM-RTRBM [20]
in terms of being a complete generative model.

This paper is organized as follows: in Section 2, we
overview the conventional RBM. In Section 3, we define the
proposed LSTBM and show its parameter estimation algorithm.
In Section 4, we show our experimental results and conclude our
findings in Section 5.

2. Preliminaries
In this section, we briefly recall two related models: a restricted
Boltzmann machine (RBM) and its temporal extension, a tem-
poral RBM (TRBM).

2.1. RBM

A restricted Boltzmann machine (RBM [5, 21]), one of the
most-widely used energy-based models, is convenient for repre-
senting latent features that cannot be observed but surely exist
in the background. An RBM was originally introduced as an
undirected graphical model that defines the distribution of bi-
nary visible variables with binary hidden (latent) variables and
was later extended to deal with real-valued data [5, 21] and even
complex-valued data [11]. In the remaining of this paper, we re-
fer to the real-valued version (Gaussian-Bernoulli RBM) just as
an RBM. In the modeling using an RBM, the joint probability
p(v,h) of real-valued visible units v ∈ RI and binary-valued
hidden units h ∈ BJ (I and J are the numbers of dimensions
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in the visible and hidden units, respectively, and B indicates the
binary space that takes the value of either 0 or 1) is defined as
follows:

p(v,h) =
1

Z
e−E(v,h) (1)

E(v,h) =
1

2
‖v − b
σ
‖22 − c>h− (

v

σ2
)>Wh (2)

Z =

∫ ∑

h

e−E(v,h)dv (3)

where θ = {b, c,W,σ} indicates a set of parameters, which
contains bias parameters of the visible units b ∈ RI , bias pa-
rameters of the hidden units c ∈ RJ , the connection weight
parameters between visible-hidden units W ∈ RI×J , and the
standard deviation parameters σ ∈ RI . The fraction bar ·· and
the square ·2 indicate element-wise division and element-wise
square operation, respectively. From the above definition, the
conditional probabilities p(v|h) and p(h|v) form simple dis-
tributions as:

p(v|h) = N (v; Wh+ b,∆(σ2)) (4)

p(h|v) = B(h;ρ(W>(
v

σ2
) + c) (5)

where N (·;µ,Σ), B(·;π), ρ(·), and ∆(·) indicate the mul-
tivariate Gaussian distribution with the mean µ and the co-
variance matrix Σ, the multi-dimensional Bernoulli distribu-
tion with the success probabilities π, the element-wise sigmoid
function, and the function that returns a diagonal matrix whose
diagonal vector is the argument, respectively.

2.2. TRBM

The temporal RBM (TRBM), proposed by Sutskever et al. [18],
extends an RBM to represent sequential data by adding tempo-
ral connections in adjacent visible units or hidden units. Let-
ting xA:B = (xA,xA+1, · · · ,xB) denote the sequence in the
interval [A,B], the TRBM that assumes Markov process for
hidden units defines the joint probability of the T -frame visible
sequence v1:T and hidden sequence h1:T as

p(v1:T ,h1:T ) =
T∏

t=1

p(vt,ht|ht−1), (6)

which indicates that the variables vt and ht at the frame t only
depend on the previous hidden units ht−1. Like an RBM, the
conditional probabilities p(vt,ht|ht−1) are defined as:

p(vt,ht|ht−1) =
1

Z(ht−1)
e−E(vt,ht|ht−1) (7)

E(vt,ht|ht−1) =
1

2
‖vt − b

σ
‖22 − c>ht (8)

− (
vt
σ2

)>Wht − h>t−1Uht

Z(ht−1) =

∫ ∑

ht

e−E(vt,ht|ht−1)dvt, (9)

where U ∈ RJ×J indicates the connection weight parameters
from the previous hidden units to the current units. Comparing
the energy functions defined in Eqs. (2) and (8), we can no-
tice that the TRBM includes the recurrent term of hidden units
−h>t−1Uht while the RBM does not.

3. Proposed model: LSTBM
Even though the previously-mentioned TRBM can represent
time-related dependencies with the connections from the past
hidden units to the current, the information degrades by pass-
ing through time. In this paper, we propose a new probabilistic
model, called long short-term Boltzmann memory (LSTBM), to
tackle the feed-forward degrading problem occurring in TRBM.
Introducing memory cells, the LSTBM is able to maintain in-
ner states through time without it degrading like long short-term
memory (LSTM) networks [12]. In LSTBM as well as LSTM,
the J memory cells ct ∈ RJ at time t are calculated by adding
core memory gt ∈ BJ passed with input gates it ∈ BJ and the
previous memory cells ct−1 passed with forget gates ft ∈ BJ

as follows:

ct , ct−1 ◦ ft + gt ◦ it, (10)

where ◦ indicates element-wise multiplication. Furthermore,
we define hidden states ht ∈ [0, 1]J that will be propagated to
the following time as the activations associated with the corre-
sponding memory cells passed with output gates ot ∈ BJ in
just the same way as LSTM does. This is formulated as:

ht , ρ(ct ◦ ot). (11)

Note that all the hidden gates ft, it, ot take the values of not
real numbers but either 1 or 0 indicating that the associated cells
are passed through or not, respectively. The core memory would
also take real numbers; however, we simply adopt binary values
for the core memory in this paper.

Given that input variables (visible units or observation)
vt, the hidden gates, the core memory interact each other,
the LSTBM assumes Markov process on the latent variables
st = {ft, it,ot, gt}, which leads to:

p(v1:T , s1:T ) =
T∏

t=1

p(vt, st|st−1) (12)

=
T∏

t=1

p(vt, st|ht−1). (13)

In LSTBM, the joint probability p(vt, st|ht−1) at time t as fol-
lows:

p(vt, st|ht−1) =
1

Z(ht−1)
e−E(vt,st|ht−1) (14)

E(vt, st|ht−1) =
1

2
‖vt − bv

σ
‖22

−
∑

l

b(l)
>
s
(l)
t

−
∑

l

(
vt
σ2

)>W(l)s
(l)
t

−
∑

l

h>t−1U
(l)s

(l)
t (15)

Z(ht−1) =

∫ ∑

st

e−E(vt,st|ht−1)dvt, (16)

where l = 1, 2, 3, 4 is an index that indicates either of the four
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Figure 1: Graphical representation of the extended RBM with probabilistic memory (long short-term Boltzmann memory; LSTBM).

latent variables so that

(s
(l)
t , b(l),W(l),U(l)) =





(ft, bf ,Wf ,Uf ) (l = 1)

(it, bi,Wi,Ui) (l = 2)

(ot, bo,Wo,Uo) (l = 3)

(gt, bg,Wg,Ug) (l = 4).

(17)

Here, bv , b(l), W(l), U(l), and σ are bias parameters of
the visible units and the latent variables, undirected connec-
tion weight parameters between the visible unit and each la-
tent variable, recurrent connection weight parameters of each
latent variable, and standard deviation parameters of the vis-
ible units, respectively. The parameters of the LSTBM θ =
{bv, b(l),W(l),U(l),σ | ∀l} can be simultaneously optimized
using maximum likelihood (ML) estimation based on the gra-
dient ascend and the contrastive divergence (CD) [5] in the way
similar to an RBM and a TRBM. The LSTBM still has diffi-
culties in inference just as a TRBM does. Therefore, we regard
ht−1 as a constant when calculating the gradient at frame t.

From the above definition, the LSTBM can be graphically
illustrated as in Figure 1. When we fix (input) the normalized
visible units vt along with the previous hidden states ht−1, the
expected values of each latent variable can be derived as fol-
lows:

E[ft] = ρ(W>
f vt + U>f ht−1 + bf ) (18)

E[it] = ρ(W>
i vt + U>i ht−1 + bi) (19)

E[ot] = ρ(W>
o vt + U>o ht−1 + bo) (20)

E[gt] = ρ(W>
g vt + U>g ht−1 + bg). (21)

It should be noted that Eqs. (18), (19), (20), (21), (10), and (11)
are equivalent to the well-know feedforward equations in the
common LSTM networks. From another perspective, the pro-
posed model can be regarded as extended representation of the
traditional LSTM, and its feedforward equations are completely
equivalent to that of the LSTM only when propagating the ex-
pected values of the latent variables instead of 0 or 1 values that
come from the probabilities.
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Figure 2: MSE curves during the training.

4. Experiments
4.1. Setup

To demonstrate the effectiveness of the proposed method, we
conducted speech encoding experiments using speech signals of
50 sentences (approx. 4.2 min) for training and another 53 for
test pronounced by the female announcer (“FTK”) from the set
“A” of the ATR speech corpora. The speech signals were down-
sampled from the original 20kHz to 16kHz, and processed into
129-dimensional amplitude spectra using the short-time Fourier
transform (STFT) with a window length of 256 and a hop size of
64, which were set as visible units of LSTBM. The total number
of frames of the training data was 64, 438. We evaluated three
models of LSTBM by changing the number of hidden states to
J = 100, 200, and 400. Each model was trained using the
Adam [22] optimizer with the learning rate of 0.001, the decay
rates of β1 = 0.9 and β2 = 0.999 in the T = 1, 000 mini-batch
and 250 epoch optimization, and compared with two conven-
tional models: RBM and TRBM that were trained in the same
conditions.

For the objective evaluation, we used PESQ (perceptual
evaluation of speech quality) of the recovered signals obtained
by the inverse STFT and the overlap-add method from the re-
constructions of each model. The amplitude of each reconstruc-

2531



100 200 300 400 500 600 700 800 900 1000

20

40

60

80

100

120

2

4

6

8

10

12

14

100 200 300 400 500 600 700 800 900 1000

20

40

60

80

100

120

1

2

3

4

5

6

7

8

9

10

11

Fr
eq

ue
nc

y 
[k

H
z]

Fr
eq

ue
nc

y 
[k

H
z]

0

8

0

8

Time [s]
0 4.35

Figure 3: Spectrograms of the original speech (above) and the reconstruction by the LSTBM (below).

Table 1: Encoding-decoding performance (PESQ) of the
LSTBM, RBM and TRBM for training and test data. The num-
bers in parentheses indicate the numbers of hidden units J .

Train Test

LSTBM(100) 3.86 3.81
LSTBM(200) 4.03 3.95
LSTBM(400) 4.11 4.02

RBM(100) 2.74 2.69
RBM(200) 3.29 3.20
RBM(400) 3.72 3.63

TRBM(100) 3.23 3.22
TRBM(200) 3.74 3.75
TRBM(400) 4.00 3.94

Table 2: DMOS and 95% confidence intervals of each method.

LSTBM RBM TRBM

4.42± 0.129 3.71± 0.152 4.36± 0.132

tion of complex spectra was obtained by encoding (to infer la-
tent variables in LSTBM or hidden units in RBM and TRBM
from the visible units) followed by decoding (to generate visi-
ble units from the latent variables or the hidden units), and the
phases were set as the original.

4.2. Results and discussion

Figure 2 shows mean-squared error (MSE) during training of
the LSTBM, the RBM and the TRBM when J = 400. As
shown in Figure 2, the MSE of the LSTBM converged with
smaller error than that of the other models. Comparing the re-
sults of the RBM and the TRBM, the TRBM converged faster
than the RBM until around 100 epochs; however, both MSEs
got close to each other around 250 epochs.

Table 1 summarizes the performance of each method, show-
ing that the LSTBM outperformed the rest for training and test
data when comparing with the same number of hidden units.

While use of small number of hidden units (J = 100) degraded
the performance of the RBM and the TRBM, we do not really
see such degradation from the LSTBM.

We also conducted subjective evaluation using degradation
mean opinion score (DMOS) listening tests. In this evaluation,
nine participants listened to 20 test utterances of original speech
and the reconstructed speech from each method and then se-
lected how close the reconstructed speech sounded to the origi-
nal speech on a 5-point scale (5: excellent; 4: good; 3: fair; 2:
poor; and 1: bad). Each method had 400 hidden units. Table 2
shows the average DMOS and 95% confidence intervals from
each method. As shown in Table 2, the LSTBM and TRBM sig-
nificantly outperformed the RBM. The average DMOS of the
LSTBM was slightly larger than that of the TRBM; however,
there was no significant difference between them. We believe
that the superiority of the LSTBM appears more significant as
the number of hidden units smaller.

Finally, we observed the reconstructed spectrogram from
the LSTBM (Figure 3). As shown in Figure 3, we confirm that
formants and harmonics are appropriately reproduced in the re-
constructed spectrogram.

5. Conclusions
In this paper, we proposed a novel energy-based generative
model called long short-term Boltzmann memory (LSTBM) in-
spired by the temporal restricted Boltzmann machine (TRBM)
and the long short-term memory (LSTM) networks. We also
presented that the LSTBM feedforward terms extends the tradi-
tional LSTM networks. Experimental results showed the effec-
tiveness of the proposed method compared to the other speech
coding methods in the PSEQ criteria. We will further investi-
gate other applications of the LSTBM such as pre-training of
deep LSTM networks, etc.
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