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Abstract 

Depression is a leading cause of disease burden worldwide, 

however there is an unmet need for screening and diagnostic 

measures that can be widely deployed in real-world 

environments. Voice-based diagnostic methods are convenient, 

non-invasive to elicit, and can be collected and processed in 

near real-time using modern smartphones, smart speakers, and 

other devices. Studies in voice-based depression detection to 

date have primarily focused on laboratory-collected voice 

samples, which are not representative of typical user 

environments or devices. This paper conducts the first 

investigation of voice-based depression assessment techniques 

on real-world data from 887 speakers, recorded using a variety 

of different smartphones. Evaluations on 16 hours of speech 

show that conservative segment selection strategies using 

highly thresholded voice activity detection, coupled with 

tailored normalization approaches are effective for mitigating 

smartphone channel variability and background environmental 

noise. Together, these strategies can achieve F1 scores 

comparable with or better than those from a combination of 

clean recordings, a single recording environment and long 

utterances. The scalability of speech elicitation via smartphone 

allows detailed models dependent on gender, smartphone 

manufacturer and/or elicitation task. Interestingly, results 

herein suggest that normalization based on these criteria may 

be more effective than tailored models for detecting depressed 

speech. 

Index Terms: Depression detection, mobile devices, 

environmental noise, elicitation tasks, normalization. 

1. Introduction 

Depression is a common and costly condition, affecting 10-15% 

of the population [1]. Despite the difficulty of objectively 

measuring depression severity, there remains an unmet need to 

detect depression in a range of settings [2]. An objective, 

passive, ubiquitous device for capturing behavioral and 

cognitive information conveniently and continuously would be 

a compelling tool for research and clinical practice [3, 4]. Over 

50% of US adults own a smartphone, and many suffer from 

significant mental health conditions [5]. One highly promising 

method is to elicit speech [6] and automatically screen 

depression via smartphone [7], and this approach may be most 

effective if it is applicable to short utterances that can be easily 

and regularly elicited. 

Despite the potential, research into smartphone-based 

analysis of emotion and mental state is still at an early stage. 

Variations between smartphone microphones, audio 

acquisition, and pre-processing represent a challenge to 

unwanted variability, both in general for feature extraction [8] 

and specifically for detection of depression [7]. Further, there 

are challenges of environmental noise likely to be encountered 

in the context of everyday use of smartphone-based speech 

acquisition. Noisy assessment of speech has been considered in 

emotion recognition [9, 10] and depression prediction [11, 12] 

contexts, but further work is needed to understand how best to 

select reliable data for analysis. 

In this paper, we investigate the effect of speech segment 

selection and smartphone variability mitigation on depression 

classification from speech collected under realistic conditions, 

with a particular focus on short utterances. 

2. Related Work 

In their overview of robust Automatic Speech Recognition 

(ASR), Li et al. [13] suggest a series of different categories of 

approaches, including robust features, feature compensation, 

feature normalization and model-space methods. Feature 

compensation approaches such as spectral subtraction or 

Wiener filtering have shown some success in robust ASR  [14], 

however they depend on how effectively the noise statistics can 

be estimated for each utterance. To date normalization may be 

one of the most successful of the available approaches for 

paralinguistic applications, in part due to the lack of data 

available for the other approaches from different typical 

operating conditions, and in part due to the different sources of 

variability that can be mitigated this way (e.g. speaker, 

phonetic, etc). Common normalization approaches include 

mean and mean-variance normalization and histogram 

equalization. 

In paralinguistic applications, noise has proven a difficult 

challenge. The application of non-negative matrix factorization 

to emotion recognition gave a small improvement [9] and 

robust Damped Oscillator Cepstral Coefficient features 

performed well compared with Mel-Frequency Cepstral 

Coefficients (MFCCs) for depression detection tasks [11], yet 

in all cases, performance was significantly affected by noise. 

However it is not necessary to analyze the entire speech 

recording, motivating the investigation of conservative Voice 

Activity Detection (VAD) methods. For example, in speaker 

recognition, the choice of voice activity detector has been 

shown to provide significant improvements [15]. 

Despite the promise of mobile devices for emotion [16] and 

mental state assessment, to date relatively few studies have 

investigated the challenges related to environment and means 

of speech collection. Gideon et al. [17] found that Sadjadi and 

Hansen’s VAD algorithm [18] provided some noise robustness 

when selecting speech collected from three different Samsung 

smartphones for analysis of bipolar disorder. In previous work 

by our group, different smartphones were found to have 

significantly different hardware and software characteristics 
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favoring manufacturer-specific mitigation methods, 

particularly for spectral features [7], while features such as F0 

were more invariant across device types [8]. However some 

previous studies employing smartphones have considered only 

a single manufacturer or device model [19]. Further, although 

the limitations of small datasets for automatic depression 

assessment are acknowledged by many (e.g. [20]), with 

reasonable quantities of smartphone data, it is possible to 

investigate approaches that are specific to speech elicitation 

(task), smartphone manufacturer and/or gender. 

When assessing mental state in everyday contexts, it is 

impractical to require speakers to complete a long protocol, and 

detection performance as a function of the amount of speech 

data available becomes a key consideration. Short speech 

segments can yield depression detection accuracies better than 

those of much longer utterances [21, 22]. Further, there is 

interest in designing protocols for eliciting speech that is most 

discriminative of depression (e.g. [6, 23]), and these aspects are 

also investigated herein. 

3. Methods 

3.1. Multi-platform Smartphone App-based Data Collection 

Data were collected from an interactive app running on 

Android™ smartphones. The app (Figure 1), created by Sonde 

Health, was designed to elicit and collect speech samples along 

with questionnaires, including the Patient Health 

Questionnaire (PHQ-9), a validated instrument that measures 

risk for depression.  

 

Figure 1: Partial screenshots of the Sonde Health 

smartphone speech elicitation app. 

Speech (sampled at 16kHz), alongside device metadata and 

questionnaire data were collected from a general population 

sample in the United States under a human subject protocol 

reviewed and approved by an Institutional Review Board. All 

data were encrypted on-device and transmitted to a secure cloud 

storage. Participants completed several voice tasks on their 

personal smartphones in uncontrolled natural environments, 

including free speech, read speech, and elicited tasks (e.g. the 

sustained vowel “ahh”; diadochokinetic repetition). For 

example, participants were instructed to repeat a sentence from 

the Harvard Sentence database on the screen, or to freely 

respond for up to 30 seconds on a generic topic such as “What 

is the weather like outside?”.  

A subset of the collected data, which we refer to as the SH2 

dataset, was used for experiments in this study. SH2 contains 

around 16 hours of speech for 887 participants (436 female and 

450 male). The 5937 total audio files comprise six tasks (i.e. 

sustained vowel, diadochokinetic, free speech, rainbow 

passage, cognitive load and sentence), completed by 498 to 810 

participants. The SH2 dataset also includes a wide variety of 

mobile device and smartphone manufacturers (28 in total), as 

shown in Figure 2.  

 

Figure 2: Statistics of (a) task and (b) manufacturer 

proportions for all files, and (c) the histogram of PHQ-

9 scores for the 887 speakers. 

Furthermore, an advantage of this corpus is that, unlike 

some synthetic datasets where noise was artificially added (e.g. 

[11]), all recordings in this corpus contained at least some 

background noise from real-world environments. Although it is 

not straightforward to estimate the recording SNR, subjective 

estimates suggest that most recordings fall within about 5 to 20 

dB SNR. Typical noise types include office, babble (e.g. 

conversation or background TV), restaurant noise, etc. 

3.2. Proposed System 

3.2.1. Adopted Voice Activity Detection Approaches 

While there have been extensive investigations into VAD 

within the speech communication community [24, 25], it 

remains difficult to designate a single ideal VAD for all 

conditions. We compared 7 VAD approaches, spanning a range 

of different criteria: VOICEBOX [24] is based on a statistical 

likelihood ratio test; KARMA [26], which has been effectively 

used in state-of-the-art depression prediction systems [27], is 

based on the smoothness of formant tracks; openSMILE [28] 

produces a voicing probability associated with subharmonic 

summation; MFCC-based VAD offers filter-based decisions; 

Sadjadi’s VAD [18] linearly combines four voicing measures 

in both time domain (i.e. harmonicity, clarity, and prediction 

gain) and frequency domain (i.e. periodicity and perceptual 

spectral flux); the summation of the Residual Harmonics 

(SRH)-based VAD [29] employs the harmonic information 

from residual signals, which was found to work well in noisy 

conditions; and COVAREP [25] further combines the 

probabilistic outputs from the MFCC-based, Sadjadi and SRH-

based VADs. VOICEBOX and KARMA only offer binary 

decisions, while the others produce frame-level probabilistic 

decisions, which allow different thresholds to be applied. 

(a) (b) 

(c) 
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3.2.2. Proposed Task/Manufacturer/Gender Normalization 

Similarly to the important role of VAD in handling noise, 

normalization is among the first choices to deal with variability 

of different kinds. For instance, in speaker verification,  

normalization is helpful for mitigating mismatch between 

different handsets and training-testing scores [30]. Given that 

the SH2 dataset consists of different tasks, manufacturers, and 

genders, it is reasonable to guess that these introduce unwanted 

characteristics that undermine depression detection, e.g. gender 

differences [31]. Among the normalization methods, some 

widely used candidates are mean norm, standard deviation 

norm, mean-variance norm, and histogram equalization. Based 

upon these choices, we investigated normalization specific to 

task, manufacturer and gender. The aforementioned four 

normalization methods (i.e. mean norm, etc.) were 

implemented, and the best performing normalization method 

was selected for task, manufacturer and gender respectively. 

Given a set of training data 𝑿 = {𝒙1, 𝒙2, … , 𝒙𝑛 , … , 𝒙𝑁} , 

where 𝑁 is the total number of files, we defined data subsets 

specific to a particular task (1 ≤ 𝑡 ≤ 𝑇), gender (1 ≤ 𝑔 ≤ 𝐺), 

or manufacturer (1 ≤ 𝑚 ≤ 𝑀 ), as𝑿𝑡 = {𝒙1
𝑡 , … , 𝒙𝑛

𝑡 , … , 𝒙𝑁𝑡
𝑡 } , 

𝑿𝑚 = {𝒙1
𝑚, … , 𝒙𝑛

𝑚, … , 𝒙𝑁𝑚
𝑚 } , and  𝑿𝑔 = {𝒙1

𝑔
, … , 𝒙𝑛

𝑔
, … , 𝒙𝑁𝑔

𝑔
} , 

where 𝑁𝑡, 𝑁𝑚, and 𝑁𝑔 are the total number of 𝑔/𝑚/𝑡-specific 

files. T=6, M=3 and G=2 are the numbers of tasks, manufacturer 

groups, and gender. The normalized features are then: 

 𝒙̃𝑛
𝑡 =

𝒙𝑛
𝑡 − 𝝁𝑡

𝝈𝑡
, ∀𝒙𝑛

𝑡 ∈ 𝑿𝑡, 1 ≤ 𝑡 ≤ 𝑇 (1) 

 𝒙̃𝑛
𝑚 = 𝒙𝑛

𝑚 − 𝝁𝑚, ∀𝒙𝑛
𝑚 ∈ 𝑿𝑔, 1 ≤ 𝑚 ≤ 𝑀 (2) 

 𝒙̃𝑛
𝑔
=
𝒙𝑛
𝑔
− 𝝁𝑔

𝝈𝑔
, ∀𝒙𝑛

𝑔
∈ 𝑿𝑔, 1 ≤ 𝑔 ≤ 𝐺 (3) 

where 𝝁𝑡, 𝝁𝑚, 𝝁𝑔, 𝝈𝑡, 𝝈𝑚, 𝝈𝑔 are parameters learnt from the 

training data, and applied to normalize the test data. 

3.3. Experimental Settings 

The SH2 Corpus was divided into training (4641 files for 695 

speakers) and test partitions (1296 files for 192 speakers). A 

threshold of 10 was used to separate healthy (PHQ-9<10) and 

depressed (PHQ-9≥10) speakers, which is recommended in 

[32]. As a result, there are 122 and 35 depressed speakers in the 

training and test data respectively. It is worth noting that most 

studies leave a gap in the PHQ-9 scores when defining healthy 

and depressed speakers, e.g. [7]. 

The 38-dimensional IS2010 Low-Level Descriptors 

(LLDs) [33], which primarily consist of spectral features that 

are found to be informative for depression classification [34] 

were extracted from speech, e.g. MFCCs, pitch, loudness, jitter 

and shimmer. Frame-level VAD decisions were then used to 

select only voice-active frames from the extracted LLDs before 

calculating file-level functionals (i.e. global statistics). For 

functionals, the mean, standard deviation, 20%, 50%, 80% 

percentiles, range of 20-80% percentiles, skewness and kurtosis 

were chosen, due to being widely used and robust [35]. 
 Linear Support Vector Machine(SVM) [36] with parameter 

sweeps of C values from 10-5 to 10 in a log space was trained in 

a 3-fold cross validation scheme within the training data and the 

best parameter was adopted for testing on the test data. During 

training, C was weighted inversely proportional to class 

frequencies to handle imbalanced training data for the healthy 

and depressed classes.  

The primary evaluation measure adopted was F1 score (for 

depressed speakers), which combines precision and recall of 

depression detection, satisfying the needs of a real screening 

method, recognizing that depression is the focus. Conventional 

measures such as accuracies often do not reflect the real ability 

of a system to recognize depressed speech, since healthy 

speakers are a much larger proportion of the dataset. Note that 

C was optimized for F1 on the training data. The F1 scores and 

accuracies were calculated per-speaker, and the fusion of task-

specific decisions was also investigated. 3-fold cross validation 

was conducted to find the best fusion model within the training 

data, and the best model (which was re-trained on the whole 

training data using the parameter C that performed the best 

across 3 folds) was used to generate the final decision on the 

test data. 

4. Results 

4.1. Effect of Segment Selection 

To examine the effect of segment selection, different threshold 

settings were applied on VAD decisions, as shown in Figure 3. 

For openSMILE, the thresholds of {0.5, 0.6, 0.7, 0.75, 0.8} 

were used (beyond 0.8 leads to a very large % dropped). 

Thresholds ranging from 0.5 to 0.99 were trialed for the MFCC-

based, Sadjadi, SRH and COVAREP VADs. In this series of 

experiments, all training features were centered and scaled to 

unit variance, and the normalization coefficients were used to 

normalize the test data. 

 

Figure 3: F1 (depressed) scores and accuracies using 

various VAD approaches. The VADs result in 3% to 

82% of all frames being dropped. 

In general, VAD-based systems can outperform the same 

system without VAD in terms of F1 score. Interestingly, as the 

threshold increases, all systems have different extents of drops 

in F1 and accuracy before achieving the best performance.  

The best F1 score (0.343) and accuracy (66.1%) were 

obtained for the most conservative approach (openSMILE 

voiceProb>0.8), which interestingly retained only 18% of all 

recorded frames. This is perhaps not surprising given the 

existence of background noise in a large number of recordings. 

The openSMILE voiceProb>0.8 VAD setting was used in all 

subsequent experiments. 
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4.2. Mitigation of Smartphone Task, Manufacturer and 

Gender Variability 

This experiment aims to examine whether modelling or 

normalization that is specific to certain tasks, smartphone 

manufacturer groups, and genders (referred to as X-specific 

normalization/modelling) can help reduce potential variability 

in data collected in realistic environments.  

For X-specific normalization (Section 3.2.1), X-specific 

subsets of the training and test data were normalized, based on 

normalization coefficients learnt from X-specific subsets of the 

training data. Afterwards, X-specific SVM models were trained. 

Further, using the same model, predictions were generated from 

the subset of the test data that are specific to each task, 

manufacturer, gender, and their F1 scores were calculated. For 

X-specific modelling, differing from Section 4.1 where a single 

global model was trained, we trained one model on each subset 

during training (e.g. male). Accordingly, there were six models 

for tasks, three models for manufacturers, and two models for 

genders. These predictions were concatenated to calculate F1 

scores for task, manufacturer, and gender. 

Table 1: F1 (depressed) scores for X-specific modelling 

and normalization. The baseline F1 score for no 

normalization was 0.290. 

  Model Normalization 

Gender 
Male 

.322 
.321 

.396 
.462 

Female .323 .327 

Manufac

turer 

Samsung 

.349 

.317 

.360 

.394 

LGE .250 .133 

Others .421 .400 

Task 

Sentence 

.260 

.304 

.333 

.412 

CL .184 .237 

Free Speech .196 .333 

Vowel .267 .283 

Passage .321 .321 

Diadochokin

etic 
.267 .262 

Comparisons between X-specific normalization and 

modelling can be seen in Table 1. In general, X-specific 

modelling was outperformed by normalization, which further 

improves F1 scores to 0.360 for manufacturer and 0.396 for 

gender. However, it is worth noting that less training data were 

used in X-specific modelling, whilst the proposed normalization 

can mitigate variability well while maintaining the whole data 

for training. The configuration of gender-specific normalization 

was used in the following experiments. 

4.3. Classification of Short Utterances 

Apart from noise and variability, there remains a question as to 

what duration of speech recording is required for efficient 

depression detection in practice, as a guide to elicitation design. 

Accordingly, based on the pre-trained SVM model with gender-

specific normalization in Table 1, we calculated F1 scores and 

accuracies on subsets of test data specific to each task, as shown 

in Figure 4. 

These results suggest that longer speech recordings do not 

necessarily yield better performance, e.g. “diadochokinetic” vs 

“free speech”. One possibility is that longer utterances have 

more non-speech and hence more background noise. Moreover, 

it was found that “diadochokinetic” and “sentence” are efficient 

tasks for eliciting healthy and depressed speech that are 

systematically distinguishable. 

An important note is all the above individual results were 

outperformed by fusion of the individual task results, 

suggesting the benefits of fusing across multiple tasks. Majority 

voting yielded F1 0.396 and accuracy 69.8%, while score fusion 

using logistic regression yielded the best result of F1 0.422 

(depressed), F1 0.823 (healthy) and accuracy 72.9%. 

 

Figure 4: F1 (depressed) scores and accuracies for the 

various types of elicited speech in SH2 dataset, using 

gender-specific normalization system. “Free Speech – 

50%” refers to selection of the middle 50% of data from 

the “Free Speech” task before VAD. 

5. Conclusions 

This research has investigated three essential practical aspects 

for the deployment of speech-based automated depression 

detection systems in natural environments: noise, 

smartphone/mobile device variability, and short utterances. To 

accomplish this, a wide spectrum of VAD approaches were 

tested, and normalization specific to tasks, smartphone 

manufacturers and genders was proposed. The combination of 

highly thresholded VAD, tailored normalization and fusion of 

task-specific scores yielded the highest performance (F1 0.422 

(depressed), F1 0.823 (healthy) and accuracy 72.9%).  

These results are comparable with or better than those of 

the AVEC 2016 audio baselines on the DAIC dataset [37], 

which has clean recordings, a single recording environment and 

long utterances. Apart from representing the first study of this 

kind for automatic depressed speech detection, two significant 

details should be noted: (i) the results were tested on a large 

number of speakers compared with previous studies; and (ii) the 

majority of previous studies include a gap between the PHQ 

scores when constructing the 'depressed' and 'non-depressed' 

classes, whilst no gap was used herein. Taken together, this 

paper gives an important perspective on depression detection 

under realistic conditions. For future work,  more robust feature 

sets (e.g. vocal tract coordination features [27]) and machine 

learning models (e.g. Gaussian staircase regression [27] and 

neural network based methods), may create higher benchmarks. 
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