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Abstract
In statistical parametric speech synthesis, approaches based on
deep neural networks (DNNs) have improved qualities of the
synthesized speech. General DNN-based approaches require
a large amount of training data to synthesize natural speech.
However, it is not practical to record speech for many hours
from a single speaker. To address this problem, this paper
presents a novel pre-training method of DNN-based speech syn-
thesis systems for small data sets. In this method, a Gaussian-
Categorical deep relational model (GCDRM), which represents
a joint probability of two visible variables, is utilized to de-
scribe the joint distribution of acoustic features and linguis-
tic features. During the maximum-likelihood-based training,
the model attempts to obtain parameters of a deep architecture
considering the bidirectional conversion between 1) generated
acoustic features given linguistic features and 2) re-generated
linguistic features given acoustic features generated from itself.
Owing to considering whether the generated acoustic features
are recognizable, our method can obtain reasonable parame-
ters from small data sets. Experimental results show that pre-
trained DNN-based systems using our proposed method outper-
formed randomly-initialized DNN-based systems. This method
also outperformed DNN-based systems in a speaker-dependent
speech recognition task.
Index Terms: speech synthesis, Boltzmann distribution, pre-
training method

1. Introduction
In the last decade, statistical parametric speech synthesis us-
ing hidden Markov models (HMMs) [1] has been investigated.
HMM-based approaches have various advantages over the con-
catenative speech synthesis systems [2], such as the capability
to model spectrum, pitch and state duration simultaneously in
a unified framework [3], the flexibility to convert voice charac-
teristics by changing HMMs parameters [4]. However, it is re-
ported that the quality of the synthesized speech using HMMs
is problematic [5]. One of the reasons is that the decision-tree-
clustered context-dependent HMMs have a limitation that it is
inefficient to represent complex context dependencies. To ad-
dress this issue, Zen et al. [6] proposed an alternative scheme
to replace a decision tree with a deep neural network (DNN). It
is reported that the DNN-based system improved the quality of
the synthesized speech.

When it comes to recent DNN-based approaches, A. van
den Oord et al [7] proposed WaveNets that attempt to model raw
speech waveforms directly in an end-to-end framework. This
approach has been reported that qualities of synthesized speech
are improved over parametric approaches thanks to modeling
raw waveforms directly and representing recurrent dependen-
cies of speech. Furthermore, in order to accelerate the training

procedure, several approaches [8, 9] have been proposed in this
frame work. However, these approaches still take large costs
in the training and synthesis stages compared with statistical or
frame-wise approaches.

In any case, to represent complex feedforward dependen-
cies, a DNN has been reported its effectiveness in the various
domains (e.g. image recognition, speech recognition and nat-
ural language processing). However, a large amount of train-
ing data is generally required to optimize the parameters of
a DNN. In speech synthesis, though it is necessary to record
speech for many hours from a single speaker for a DNN-based
system, that is not practical. In order to construct the DNN-
based speech synthesis system for small data sets, we focus on
a “cyclic training” which takes into account whether generated
acoustic features are recognizable during a training stage. The
cyclic training is the maximum-likelihood-based training that
models a bidirectional (feedforward and backward) conversion.
The feedforward conversion represents the dependencies from
inputs to outputs of a DNN. The backward conversion repre-
sents the dependencies from the predicted outputs from a DNN
to inputs. In this paper, we attempt to extract the bidirectional
conversion between text and speech.

In the domain of binary-valued image classification and
generation, Nakashika [10] proposed a deep relational model
(DRM), which can potentially classify and generate binary-
valued images. The DRM models a joint distribution of the two
variables and contains multiple hidden layers to capture their la-
tent dependencies of those. In this paper, we define a Gaussian-
Categorical DRM (GCDRM) to apply DRM concepts to the do-
main of speech synthesis, and propose a GCDRM-based pre-
training method for DNN-based speech synthesis systems.

2. Deep Relational Model
The same as a restricted Boltzmann machine (RBM) [11] and a
deep Boltzmann machine (DBM) [12], a DRM is an undirected
graphical model with a set of visible and hidden units [10]. A
DRM consists of two visible layers (the first visible variables
x ∈ {0, 1}I and the second visible variables y ∈ {0, 1}K ) and
multiple hidden variables h(l) ∈ {0, 1}Jl(l = 1, ...., L), where
L is the number of hidden layers. A DRM has symmetric con-
nections between the units in adjacent layers and no connections
between the units in the same layer. A DRM is defined on the
basis of the energy function to capture high-order relationships
between two observable variables x and y. The joint probabil-
ity distribution using a DRM is defined as follows:

p(x, y; θ) =
∑

∀h(l)

p(x, y, ∀h(l); θ) (1)

p(x, y, ∀h(l); θ) =
1

Z(θ)
exp{−E(x, y, ∀h(l); θ)}, (2)
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where Z is the partition function. In a DRM, the energy func-
tion E is defined as:

E(x, y, ∀h(l); θ) = −bT x −
L∑

l=1

c(l)T h(l) − dT y

−xT W (1)h(1) −
L∑

l=2

h(l−1)T W (l)h(l) − h(L)T W (L+1)y,

where b ∈ RI , c(l) ∈ RJl and d ∈ RK are the bias parameters
corresponding to the units in the first visible layer, the lth hidden
layer and the second visible layer. W (1) ∈ RI×J1 , W (l) ∈
RJl−1×Jl and W (L+1) ∈ RJL×K are the weight parameters of
connections between the first visible layer and the first hidden
layer, (l−1)th hidden layer and lth hidden layer and Lth hidden
layer and the second visible layer, respectively.

Under the definition of the energy function, the conditional
distributions for each visible and hidden unit given adjacent
units are

p(xi = 1|h(1)) = σ(bi + W
(1)
i: h(1)) (3)

p(h
(l)
j = 1|h(l−1), h(l+1)) =

σ(c
(l)
j + W

(l)T
:j h(l−1) + W

(l+1)
j: h(l+1)) (4)

p(yk = 1|h(L)) = σ(dk + W
(L)T
:k h(L)), (5)

where σ(·) denotes the logistic sigmoid function. Note that the
hidden variables h(0) and h(L+1) are regarded as h(0) = x and
h(L+1) = y, respectively, in Eq. (4).

The parameters of a DRM θ = {b, c(l), d, W (1), W (l),

W (L+1)} are optimized to maximize the joint log-likelihood
L = log

∏
t p(xt, yt; θ). The partial derivative of L with re-

spect to θ is computed as:

∂L
∂θ

=

⟨
−∂E

∂θ

⟩

d

−
⟨

−∂E

∂θ

⟩

m

, (6)

where shorthand notations ⟨·⟩d and ⟨·⟩m denote the expecta-
tions computed over the data and model distributions, respec-
tively. The training is described in more detail by Nakashika
[10].

3. Applying DRM concepts to
text and speech

In this section, we introduce our model, a Gaussian-Categorical
DRM (GCDRM), whose visible layer consists of binary-valued
and real-valued units. To distinguish a traditional DRM, which
is described in Section 2, and a GCDRM explicitly, we refer to
the former as a Bernoulli-Bernoulli DRM (BBDRM).

The DNN-based speech synthesis systems focus on con-
verting a linguistic feature vector wt into an acoustic feature
vector at at the frame t. The input to the DNN is linguistic
features, which contain binary values and real values. The bi-
nary values indicate the phoneme labels as a one-hot vector,
and the real values indicate linguistic contexts of a given text
(e.g. the relative position of the current frame in the current
phoneme and durations of the current phoneme). Meanwhile,
the output from the DNN is acoustic features, which include
spectral parameters, and each element of at is real-valued. This
approach represents feedforward dependencies from inputs to
outputs (Fig. 1 (a)), and attempts to minimize the error between

x

y

h(1)

h(2)

(b) DRM(a) DNN

Figure 1: Graphical representation of (a) a feedforward train-
ing of a DNN, and (b) a cyclic training of a DRM. Dotted circles
indicate the generated x obtained from the generated y.

y in the training data and predicted outputs in the training stage.
In order to improve the performance of the DNN-based speech
synthesis systems, we propose a cyclic training method using
a DRM (Fig. 1 (b)). In our approach, our method attempts to
capture not only the feedforward dependencies (from x to y),
but also backward dependencies (from generated y to x).

Since a BBDRM has been developed to model bidirectional
relationships between two binary variables, it is not suitable
to model bidirectional relationships between linguistic features
and acoustic features. To address this issue, we propose a GC-
DRM, which represents two mixed distributions such as 1) the
categorical distributions for phonemes in linguistic features and
2) the Gaussian distributions for linguistic contexts in linguistic
features and acoustic features.

In this paper, we focus on the frame-wise modeling. There-
fore, we omit the subscript t unless otherwise noted in the re-
maining of the paper.

3.1. Gaussian-Categorical DRM

A Gaussian-Bernoulli RBM (GBRBM) [13] was originally
proposed to model a real-valued data. Later, an improved
GBRBM (IGBRBM) [14] has been proposed to improve train-
ing of GBRBMs, which is difficult due to the variance param-
eters. As a pre-training method for DBN-based speech synthe-
sis, a Mixed GBRBM and a mixed categorical-Bernoulli RBM
(Mixed CBRBM) [15] has been proposed. Referring to an IG-
BRBM, a Mixed GBRBM and a Mixed CBRBM, we define the
energy function of a GCDRM as follows:

E(x, y, ∀h(l); θ) =

1

2

(
xg − bg

σ(x)g

)T(
xg − bg

σ(x)g

)
− bcT xc

−
(

xg

σ(x)g ◦ σ(x)g

)T

W (1)gh(1) − xcT W (1)ch(1)

−
L∑

l=1

c(l)T h(l) −
L∑

l=2

h(l−1)T W (l)h(l)

+
1

2

(
yg − dg

σ(y)g

)T(
yg − dg

σ(y)g

)
− dcT yc

−h(L)T W (L+1)g

(
yg

σ(y)g ◦ σ(y)g

)
− h(L)T W (L+1)cyc,
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Figure 2: Performance of our method when changing the num-
bers of hidden layers and hidden units at each hidden layer
(MCD [dB]).

where xc ∈ {0, 1}Xc

and xg ∈ RXg

are the categorical
units and the Gaussian units in the first visible layer, yc ∈
{0, 1}Y c

and yg ∈ RY g

are the categorical units and Gaus-
sian units in the second visible layer (Xg + Xc = I，Y g +
Y c = K，x = [xgT xcT ]T , y = [ygT ycT ]T ), W (1)c ∈
RXc×J1 , W (L+1)c ∈ RJL×Y c

, bc ∈ RXc

and dc ∈ RY c

are the weight matrices and bias parameters corresponding
to the categorical units, W (1)g ∈ RXg×J1 , W (L+1)g ∈
RJL×Y g

, bg ∈ RXg

and dg ∈ RY g

are the weight matrices
and bias parameters corresponding to the Gaussian units and
σ(x)g ∈ RXg

and σ(y)g ∈ RY g

are the deviation parameters
of the visible Gaussian units xg and yg , respectively. Each is
the parameter to optimize in the training stage. Note that the bi-
nary operator ◦ and each division in the energy function denote
element-wise product and division.

Under the definition of the energy function of a GCDRM,
the conditional probabilities for each visible unit given the ad-
jacent hidden units are computed as:

p(xc
i = 1|h(1)) =

exp(bc
i + W

(1)c
i: h(1))

∑
i′ exp(bc

i′ + W
(1)c

i′: h(1))
(7)

p(xg
i = x|h(1)) = N

(
x|bg

i + W
(1)g
i: h(1), σ

(x)2
i

)
(8)

p(yc
k = 1|h(L)) =

exp(dc
k + W

(L+1)cT
:k h(L))

∑
k′ exp(dc

d′ + W
(L+1)cT

:k′ h(L))
(9)

p(yg
k = y|h(L)) = N

(
y|dg

k + W
(L+1)gT
:k h(L), σ

(y)2
i

)
, (10)

where N (·|µ, σ2) denotes the Gaussian probability density
function with mean µ and variance σ2. The conditional prob-
abilities for hidden units h(1) and h(L) given adjacent hidden
units and visible units are computed as:

p(h
(1)
j = 1|x, h(2)) =

σ(c
(1)
j + W

(1)T
:j

x

σ(x) ◦ σ(x)
+ W

(2)
j: h(2)) (11)

p(h
(L)
j = 1|y, h(L−1)) =

σ(c
(L)
j + W

(L)T
:j h(L−1) + W

(L+1)
j:

y

σ(y) ◦ σ(y)
).

(12)

Note that for notational convenience, we set the weights W (1)

and W (L+1) as W (1) ≡ [W (1)gT W (1)cT ]T and W (L+1) ≡
[W (L+1)gT W (L+1)cT ]T , respectively. Furthermore, we set

the deviations σ(x) and σ(y) as:

σ
(x)
i =

{
σ

(x)g
i (1 ≤ i ≤ Xg)

1 (Xg < i ≤ I)
(13)

σ
(y)
k =

{
σ

(y)g
k (1 ≤ k ≤ Y g)

1 (Y g < k ≤ K)
, (14)

in Eqs. (11) and (12).
As with a BBDRM, the conditional probabilities for hidden

units at the 2nd, ..., (L − 1)th hidden layers are defined as Eq.
(4). In the same fashion as a BBDRM, the parameters θ =
{b, c, d, W (1), W (l), W (L+1), σ(x)g, σ(y)g} , where b ≡
[bgT bcT ]T and d ≡ [dgT dcT ]T , are estimated to maximize
the joint log-likelihood L in the training stage of a GCDRM.
The gradients for each parameter are calculated as:

∂L
∂bi

=
1

σ
(x)2
i

(
⟨xi⟩d − ⟨xi⟩m

)
(15)

∂L
∂c

(l)
j

= ⟨h(l)
j ⟩d − ⟨h(l)

j ⟩m (16)

∂L
∂dk

=
1

σ
(y)2
k

(
⟨yk⟩d − ⟨yk⟩m

)
(17)

∂L
∂W

(l)
ij

=





1

σ
(x)2
i

(
⟨xih

(1)
j ⟩d − ⟨xih

(1)
j ⟩m

)
(l = 1)

⟨h(l−1)
i h

(l)
j ⟩d − ⟨h(l−1)

i h
(l)
j ⟩m (l = 2, ..., L)

1

σ
(y)2
j

(
⟨h(L)

i yj⟩d − ⟨h(L)
i yj⟩m

)
(l = L + 1)

.

(18)

In the training stage of a GCDRM, each parameter is updated
iteratively using from Eqs. (15) to (18). The expectations over
the model distribution ⟨xi⟩m is approximated by iterative in-
ference in the same fashion as a BBDRM. As a result, those are
computed by the cyclic propagation (Fig. 1 (b): dotted circles
indicate ⟨xi⟩m). ⟨yk⟩m is computed similarly. Additionally,
we learn log-variances z

(x)
i = log σ

(x)2
i and z

(y)
k = log σ

(y)2
k

to keep the variances positive following the training of an IG-
BRBM.

4. Experiments
4.1. Experimental conditions

We evaluated our method on NIT ATR503 M001 dataset 1 from
a single Japanese male speaker. The dataset contains about 45
minutes of speech data and its linguistic labels. It consists of 10
small sets, and each set includes 50 sentences. We used 53 sen-
tences as the test data for each experiment. The raw audio was
transformed into 35 dimensional mel-cepstral coefficients with
deltas and delta-deltas [16], which result in 105 dimensional
features as acoustic features. We used 43 phoneme labels for 3
state phones and 47 linguistic contexts (e.g. accent types of the
current word, position of the current syllable in a phrase) and
then the dimension of linguistic features is 176. Each element
in acoustic features and linguistic contexts in linguistic features
are normalized to have zero-mean and unit-variance over the
training data.

Before we compared our method with conventional meth-
ods, we investigated the performances of our model when

1http://hts.sp.nitech.ac.jp/
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Table 1: Comparison of MCD [dB] between the generated
speech and the target speech obtained by each method.

method \# of train data 50 100 150 200 450
DNN 3.90 3.77 3.61 3.50 3.25
DBN 3.77 3.60 3.56 3.46 3.25

GCDRM 3.73 3.51 3.48 3.37 3.23

Table 2: Comparison of accuracy rate [%] of the current
phoneme obtained by each method.

method \# of train data 50 100 150 200 450
DNN 62.1 67.3 70.2 71.8 76.6
DBN 65.4 68.2 70.6 71.9 77.0

GCDRM 66.5 68.4 70.6 72.0 78.0

changing the number of hidden layers from 3 to 5 with 200 or
400 hidden units for speech synthesis. To determine our best
architecture, we trained our model using 100 sentences. In the
training of a GCDRM, acoustic and linguistic features were as-
signed to the first and second visible variables x and y, respec-
tively. Since acoustic features consist of only real-valued data,
categorical variables yc are disregarded. After that, the param-
eters of GCDRM were fine-tuned using back propagation. In
the same fashion as the DNN-based approach, by setting the
predicted output features from our method as mean vectors and
pre-computed variances from training data as covariance matri-
ces, the speech parameter generation algorithm [17] generates
speech parameters. And then, to evaluate generated parameters
objectively, mel-cepstral distortion (MCD) [18] was used. Fig-
ure. 2 shows that our best model consists of 4 hidden layers
which have 400 units for each.

4.2. Objective evaluation

First, we compared our method objectively with two conven-
tional methods: a DNN and a DBN when changing the number
of the training data (50, 100, 150, 200 and 450 sentences). Each
method consists of 4 hidden layers (each has 400 units). The
weights of the DNN were initialized randomly, and those of the
DBN and our method were fine-tuned using back propagation
as a DNN after each training. We used the same conditions for
each method: the number of the training sentences, a learning
rate of 0.0001, a mini batch-size of 200, and the total number of
120 for epochs. As shown in Table 1, our method “GCDRM”
performed best of all in each case. In particular, when the num-
ber of training data is less than or equal to 200, our method
outperformed the other methods. It is assumed that this is due
to the fact that our method models a dependency from a text to
a speech in the stochastic training. However, when the number
of the training data is 450, performances of each method with
no noticeable difference.

As we showed that the performances were improved for
speech synthesis using our method, our method will be possi-
ble to generate phoneme labels given speech, since a GCDRM
models the joint distribution of text and speech. We also con-
ducted a speaker-dependent phoneme recognition experiment,
in order to confirm whether a cyclic training of a GCDRM is
possible to capture the bidirectional relationships between lin-
guistic features and acoustic features. In this experiment, we
evaluated a frame-level phoneme accuracy rate for the current
phoneme from estimated linguistic features given acoustic fea-
tures. The initial weights and biases of a GCDRM are the same
as that in the synthesis experiment, and then we fine-tuned pa-
rameters as a DNN. Both a DNN and a DBN are trained from
scratch in the same conditions of the synthesis experiment. The
results of the recognition experiments are shown in Table 2,

Table 3: Comparisons of MCD [dB] and phoneme accuracy
rate [%] obtained by each method trained for 200 sentences.

MCD [dB] Accuracy rate [%]
DNN 3.50 71.75
DBN 3.46 71.90

GCDRM-DNN 3.37 72.03
GCDRM 4.83 32.00

GCDRM (ideal) 2.73 90.45

Table 4: Subjective preference scores [%] of speech samples
obtained by each method.

DNN DBN GCDRM 95% confidence intervals
43.7 - 56.3 ± 5.9

- 49.3 50.7 ± 10.0

which indicate that our method performed best of all in each
case. Experimental results show that the accuracy rate of speech
recognition is improved by using the same weights and biases
despite optimizing the parameters of GCDRM for speech syn-
thesis.

Finally in objective evaluation, we investigated the perfor-
mances of bidirectional conversion using our method. We com-
pared MCDs and phoneme accuracy rates obtained by DNN,
DBN, GCDRM-DNN, GCDRM and GCDRM (ideal) trained
for 200 sentences. Note that GCDRM-DNN, GCDRM and GC-
DRM (ideal) indicate the fine-tuned GCDRM, GCDRM with-
out fine-tuning and GCDRM whose hidden variables are es-
timated using acoustic and linguistic features extracted from
ground truth data, respectively. As shown in Table 3, the perfor-
mance of our GCDRM-based synthesis can be seen reasonable
even without fine-tuning scheme. Therefore, our method can
potentially convert linguistic and acoustic features bidirection-
ally.

4.3. Subjective evaluation

Second, we conducted a listening XAB test to compare the per-
formance of our method subjectively. The number of the train-
ing data is 200, and 10 subjects each evaluated 20 test sentences
that are randomly chosen from the test data. Each method has 4
hidden layers (each has 400 units). In this experiment, we used
natural fundamental F0 and phoneme durations, and then only
mel-cepstral coefficients were generated from each method. Ta-
ble 4 shows the comparison results. It can be seen from the table
that our method was preferred significantly to the DNN. On the
other hand, there was no significant difference between the per-
formances of the DBN and our method.

5. Conclusion
In this paper, we proposed a pre-training method for DNN-
based speech synthesis systems for small data sets using a
Gaussian-Categorical DRM (GCDRM). In the synthesis exper-
iment, our method has obtained improvements of performance,
especially when the amount of training data is limited. More-
over, even when each method was trained for all training data,
our method performed the best. Additionally, in the speaker-
dependent recognition experiment, experimental results showed
that the cyclic training has the potential for bidirectional conver-
sion between text and speech. In the future, we will investigate
its potential without the fine-tuning scheme.
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