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Abstract
In long distance telephone networks, it is time-consuming to
detect and locate the problematic devices. Although hints could
be given from the types of distortion in the test calls, it is tedious
to manually classify the distortion types from a large number of
calls. In this paper, we present our work on using a deep neural
network-based classifier to automatically detect and identify the
type of distortion which often occurs in long distance calls. We
verified our approach with data from real telecommunication
networks and the results showed that our approach can achieve
an average recall rate of 71% in classification. We believe our
method can lead to a huge reduction of manpower and time in
long distance voice channel troubleshooting.
Index Terms: acoustic event detection, distortion detector,
DNN, network diagnosis

1. Introduction
In telecommunication, it is important for the service providers
to maintain a reliable voice channel between users. Regular
testings and troubleshooting of a long distance voice channel
are expensive and time-consuming. A long distance voice chan-
nel is usually composed of a number of network devices. Mal-
function in any of the devices may result in voice quality degra-
dation. Since different types of devices, when they are not
working well, might induce different types of distortion to the
transmitted signal, knowing the distortion type in the calls helps
to locate the possible problematic devices.

However, identifying the type of distortion is not trivial. As
the fault from a device often occurs in a random manner, nor-
mally a large number of test calls have to be made to capture the
possible distortion. Though the test calls could be generated au-
tomatically, nowadays, these calls still have to be listened man-
ually to identify the type of distortion.

Speech Quality Assessment (SQA) methods, e.g. the Per-
ceptual Evaluation of Speech Quality (PESQ) [1] and Per-
ceptual Objective Listening Quality Assessment (POLQA) [2],
have been proposed to solve similar speech quality problems.
These methods measure the speech quality in the call. When
the score falls below a threshold, the call is classified as one
with quality problem. However, these methods are not widely
adopted in long distance voice channel diagnosis because of two
reasons. First, the accuracy of these methods in distortion de-
tection is not high. Second, these methods cannot classify the
type of distortion.

Recently, the fast development of deep neural networks
(DNN) facilitates a lot of acoustic event detection tasks [3, 4,
5, 6]. In this paper, we present our work on using a deep neu-
ral network-based classifier to automatically detect and identify
the type of distortion in long distance calls. We verified our ap-
proach with data from real telecommunication networks and the
results showed that our approach can achieve an average recall

rate of 71% in classification. As we are not aware of any previ-
ous work that uses distortion classification method in network
diagnosis, the aims of this paper are to investigate our idea and
to establish a baseline.

The paper is organized as follows: Section 2 describes the
types of distortion and their relation with various network de-
vices. Section 3 describes our proposed method. Section 4 de-
scribes the experimental setup. Section 5 presents the results
and finally the conclusions are presented in Section 6.

2. Types of distortion in long distance calls

Figure 1: A simplified view of a long distance Voice channel.

Signal distortion is a common problem in long distance
voice streaming which can negatively affect voice quality. This
section describes the types of distortion that often occur in long
distance calls and how they are related to the malfunction of net-
work devices (Fig. 1). There are five major types of distortion
that can trigger a check of network devices.

• Low-loudness: The main cause of this problem is the
failure of gain in speech codecs. Thus, engineers need
to check the devices which are related to speech codecs,
such as the media gateway (MGW) shown in Fig. 1.

• Noise: When there is a parameter problem in any of the
radio network controllers (RNC) or a codec problem in
any of the MGWs, noises, especially metallic sounds and
liquid sounds, will be induced to the transmitted speech.
Thus, if these sounds are detected, engineers need to
check the parameters of RNCs and the codecs of MGWs.

• Discontinuity: The main cause of discontinuity is usu-
ally from the air interfaces. Thus, engineers need to
check the wireless devices, such as the base station
NodeB shown in Fig. 1.

• Low-quality: Any content loss in the speech carried by
the signal is defined as low-quality. This is most likely
caused by the gateway configuration or the wireless cov-
erage problem. Therefore, MGW’s configuration and
NodeB’s coverage capability are checked.

• Mute: This could be induced by any devices on the chan-
nel. If mute is detected, engineers have to run further
loopback tests to locate the failure devices.
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Figure 2: Flow diagram of the proposed method

3. Methodology
Fig. 2 summarizes our proposed method. It is composed of
several signal processing blocks and a DNN classifier. In this
paper, reference signals refer to speech signals at the caller side
and degraded signals refer to speech signals at the receiver side.
A degraded signal and its corresponding reference signal are
used as input to our method. In real world applications, the
test calls are made by the system engineers so they can always
have the reference and degraded signals. As the main aim of
our system is to detect the distortion induced by the channel so
as to locate the problematic devices, the speech content of the
signals is not important1.

Our system can be viewed as a six-class classifier for the
five distortion types plus no distortion. Regarding the five dis-
tortion types, mute and low-loudness are detected only by the
signal processing blocks. Though there are processing blocks
for detecting low-quality and discontinuity, they are not robust
enough and the DNN classifier is needed to further classify
the false negative samples. Nevertheless, these blocks are still
needed to simplify the time alignment algorithm by reducing
the complexity of the signals. Thus, the DNN and the signal
processing blocks are both necessary in our system.

3.1. Mute & Loudness Tests

Given a pair of reference signal and degraded signal, a voice
activity detection (VAD) [7] is applied to detect the mute. If a
degraded signal does not contain any voice activity but its refer-
ence signal does, we regard this as a mute signal. After that, if
the energy of a degraded signal is lower than its referenced sig-
nal by a factor of Θl, we regard this as a low-loudness signal.

3.2. Signal Preprocessing

If the degraded signal is not a low-loudness signal, it means
the gain-effects between the signals satisfy the demand of hu-
man auditory. In order to normalize the gain induced by dif-
ferent telecommunication systems, the signals are aligned into
the same power level and filtered by a band-pass filter. This
emphasizes the information related to perception and could im-
prove the performance [8].

3.3. Content & Continuity Tests

Here, a VAD algorithm is further used for splitting the signals
into segments with flexible length. In our setup, every segment
should contain at least 300ms of continuous voice activity and
no more than 200ms of continuous silence2. If a silence with
length more than 200ms exists in a segment, it will be split.

If the number of segments in a degraded signal is different

1In our work, the test calls are made from prerecorded speech.
2We follow the setup in [8] to pick the length of silence.

from its reference signal, or the duration of any degraded seg-
ment is shorter than its corresponding reference segment by a
factor of Θc, we regard this as a content loss.

After that, if the duration of silence within a degraded signal
is much longer than the silence in its reference, we regard this
as a discontinuity.

These blocks are important as they filter out the samples
that are too hard for the time alignment block to fix.

3.4. Time Alignment

Here, the degraded signals are aligned with their reference sig-
nals to eliminate the delay induced by the network. This part
is important as the feature extraction for DNN operates on the
difference within the signal pair. As the time delay exists not
only within a segment but also among segments, we divided
time alignment into two parts: segment alignment and signal
alignment.

For segment alignment, a degraded segment X needs to be
further split into subsegments x at first. Since the envelope of a
signal could be partitioned by troughs, we calculate the mean
amplitude for each frame in 20ms and locate troughs whose
mean amplitude is less than a threshold Θt. Then, the time de-
lays between degraded subsegments x and their reference seg-
ment y are estimated. The cross-correlation corr(xi, y) of the
most similar position between two signals is computed as fol-
lows:

corr(xi, y) = argmax
n

((xi ∗ y)(n)), 1 6 n 6 N (1)

(xi ∗ y)(n) =
1

M

M∑

m=1

xi(m+ n)y(m) (2)

where xi is the i-th degraded subsegment in x, y is the reference
segment of x, n is the offset of cross-correlation, N , M are the
total numbers of sampling points within xi and y respectively.
Accordingly, the time delay τi between subsegment xi and seg-
ment y is computed as follows:

τi = corr(xi, y)− pxi (3)

where pxi is the starting position of xi in degraded segment
X . As the degraded signal has already passed the content and
continuity tests, we assumed that the segments between a pair of
signals are one-to-one, and the time delays within segments are
small. Thus, if τi > Θd, τi will be abandoned. Based on the
saved delays, the τi length of troughs will be removed before
xi in X if τi > 0. Otherwise, the τi length of silence will be
inserted before xi in X .

Finally, for signal alignment, original degraded segments
will be replaced by aligned degraded segments in the following
ways:
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• Insert or remove the silence at the head of a degraded
signal till p

x
′
1

= py1 .

• If pxi+1 < pyi+1 after replacing Xi with aligned X
′
i ,

insert the silence at the tail of X
′
i till pxi+1 = pyi+1 .

• If pxi+1 > pyi+1 after replacing Xi with aligned X
′
i ,

remove the silence at the tail of X
′
i till pxi+1 = pyi+1 .

• Insert or remove the silence at the tail of a degraded sig-
nal till the aligned degraded signal has the same length
with its reference.

where p
x
′
i

and pyi are the starting positions of aligned X
′
i and

reference segment yi respectively.

Table 1: Low level descriptors (LLDs). The numbers between
brackets are dimensions of the extracted feature vectors.

MFCC(39), LPC(30), Loudness(24), Energy(1),
Envelope(20), Envelope Shape Statistics(4)

Table 2: Statistical functionals

max, min, range, mean, maxmeandist, minmeandist,
absmean, nzamean, nzabsmean, variance, stddev,

rms, skewness, kurtosis, quartiles(3), iqr(3)

3.5. Feature Extraction

After the degraded signals are aligned with their references, fea-
ture vectors are extracted from each pair of signals and used as
inputs to the neural network. Following the way in [9], We
use the YAAFE toolbox [10] to extract 118 acoustic low-level
descriptors (LLDs)3 for the degraded and reference signals, as
shown in Table 1. These LLDs [11] cover the spectral, cepstral,
prosodic and voice quality information, which are relevant to
our distortion detection. 20 functionals, as shown in Table 2,
are computed by openSMILE [12] on the difference between
degraded and reference LLDs, resulting in 2360 dimensional
feature vectors. These feature vectors represent the degradation
of the degraded signals from their references.

3.6. DNN Classifier

As parts of the distortion type are identified by the signal pro-
cessing blocks, the DNN classifier only need to classify the
samples into four classes: no distortion, noise, low-quality and
discontinuity. Our DNN has 3 hidden layers of ReLU (rectified
linear unit) nonlinearity [13] with input and output dimensions
of 2360 and 4 respectively. It is trained by using cross-entropy
[14] as the cost function.

4. Experimental Setup
We evaluate our method on both real data and simulated data
but only simulated data are used to tune the system parame-
ters and train the DNN model. In our task, real data means the

3Since the envelope and envelope shape statistics are long-term de-
scriptors, we extract these with 500 ms frame length and 10 ms frame
shift, while all the other LLDs are extracted with 20 ms frame length
and 10 ms frame shift.

recordings are distorted by real long distance channels and the
simulated data4 are generated by speech augmentation. The real
set contains 101 samples, altogether 17.5 minutes; the simulated
set contains 2,000 samples, altogether 5 hours. The simulated
set is further divided into a training set of 1,500 samples and a
test set of 500 samples. All samples are ranging from 7 to 20
seconds. Each sample contains a pair of degraded signal and
reference signal. Each data set contains samples from the six
classes: mute, low-loudness, discontinuity, noise, low-quality
and no distortion.

For the system parameters, the threshold Θl for loudness
test is 5 dBFS, threshold Θc for content test is 0.9, threshold Θt

for trough location is 200, and threshold Θd for delay abandon
is 0.125s. The numbers of units in the three DNN hidden layers
are 1000, 3000 and 1000 respectively.

To analysis and estimate the performance of our experi-
ments, the general measurements used in this paper are recall,
precision and F1-score [16]. We also provide the confusion ma-
trix for distortion classification.

5. Results

Table 3: Performance of distortion detection.

Test set Recall Precision F1 Score
Simulated set 92.53% 96.65% 94.55%

Real set 94.02% 78.75% 85.71%

We first evaluate our method in distortion detection using
simulated test set and real test set (Table 3). In this experi-
ment, a positive means that a distortion is detected and a neg-
ative means that no distortion is found. We then evaluate the
performance of our system on a six-class classification: no dis-
tortion (ND), mute (MU), noise (NOI), low-loudness (LL), dis-
continuity (DCT) and low quality (LQ).

Table 4: Results in classification using simulated test set

Recall Precision F1 Score
ND 92.74% 84.56% 88.46%
LQ 76.92% 43.48% 55.56%
NOI 70.71% 87.50% 78.21%
DCT 62.79% 65.85% 64.29%
LL 92.59% 95.24% 93.90%
MU 100.0% 88.89% 94.12%

Average 82.63% 77.59% 77.21%

As shown in Table 4 and Table 5, our proposed method ob-
tained an average F1 score of 77.21% on the simulated test set
and the average recall rate is 82.63%. On the real test set, the
average F1 score of our proposed method is 73.56% and the av-
erage recall rate is 71.92%. These numbers are different from
those in Table 3 because they are computed from different as-
pects (detection vs. classification).

The confusion matrix is presented in Table 6. Among the
six classes, discontinuity has the lowest recall rate (62.79%).
This could be attributed to the existence of very long silences

4The noisy samples in the simulated set are generated by a superpo-
sition of separate noise signals and clean speech recordings [15].
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Table 5: Results in classification using real test set

Recall Precision F1 Score
ND 42.86% 78.95% 55.56%
LQ 42.86% 75.00% 54.55%
NOI 95.83% 62.16% 75.41%
DCT 64.29% 42.86% 51.43%
LL 85.71% 100.0% 92.31%
MU 100.0% 88.89% 94.12%

Average 71.92% 74.64% 73.56%

Table 6: Confusion matrix of classification on simulated data

Actual Classified
(%) ND LQ NOI DCT LL MU
ND 92.74 0.00 2.42 0.81 4.03 0.00
LQ 7.69 76.92 7.69 7.69 0.00 0.00
NOI 16.16 1.01 70.71 12.12 0.00 0.00
DCT 0.00 27.91 9.30 62.79 0.00 0.00
LL 3.70 0.00 1.85 0.00 92.59 1.85
MU 0.00 0.00 0.00 0.00 0.00 100.0

Table 7: Recall rate of individual modules on simulated test set.

Continuity test module DNN
DCT 53.85% 24.33%

Content test module DNN
LQ 68.19% 31.46%

in the degraded segments. Thus, much of the discontinuous
signals (27.91%) are wrongly classified as low-quality.

Fig. 2 shows that two type of distortions, low quality and
discontinuity, are handled in multiple modules. Table 7 reports
the performance of individual modules on the simulated test set.
In detecting discontinuity, around 54% of the target samples
are detected and filtered out by the continuity test module and
the remaining target samples are further processed by the DNN.
Then the DNN can detect about 24% of the target samples from
these samples of which the test module are failed to filter out.
The recall rate of the DNN is lower than the test module because
the DNN is handling more difficult samples.

6. Conclusions and Future work
In this paper, we evaluate our idea of using a DNN-based clas-
sifier to automatically detect and identify the type of distortion
which often occurs in long distance calls. As knowing the dis-
tortion type gives an obvious hint to locate the possible prob-
lematic devices, we believe our method can lead to a huge re-
duction of manpower and time in long distance voice channel
troubleshooting. We are investigating other neural network ar-
chitectures for further improvement in performance.
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