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Abstract

The INTERSPEECH 2018 Self-Assessed Affect Challenge
consists in the prediction of the affective statemind from
speech. Experiments were conducted on the Ulm -Bfate
Mind in Speech database (USoMS) where subjectsegatfrt
their affective state. Dimensional representatiéremotion
(valence) is used for labeling. We have investidateies
related to the perception of the emotional valesmeording to
three main relevant linguistic levels: phonetiosxidal and
prosodic. For this purpose we studied: the degfee-o
articulation, the voice quality, an affect lexicand the
expressive prosodic contours. For the phonetiosl levset of
gender-dependent audio-features was computed orelvow
analysis (voice quality and speech articulation sueaments).

At the lexical level, an affect lexicon was extexttfrom the
automatic transcription of the USoMS database. Téigkon
has been assessed for the Challenge task compbrativa
reference polarity lexicon. In order to detect egsive
prosody, N-gram models of the prosodic contoursewer
computed from an intonation labeling system. Att,lamn
emotional valence classifier was designed combining
ComParE and eGeMAPS feature sets with other phonetic
prosodic and lexical features. Experiments havewshan
improvement of 2.4% on the Test set, compared ® th
baseline performance of the Challenge.

Index Terms: emotional valence, self-reported affect, speech,
degree of articulation, voice quality, paralingigsteatures,
SVM-based detector, Compare challenge

1. Introduction

In the Self-Assessed Affect Challenge [1], speech toabe
classified as a valence level (low, medium or higidl should
be comparable to that obtained at the self-repoaféztt [2,
3]. Low valence refers to a negative affect statg.( disgust,
sadness, fear) while high valence refers to a ipesiffect
state (e.g., elation, joy, happiness). Medium waderefers to a
neutral affect state (e.g., calm, tense) or to cpegithout
affect. The Challenge task differs from the usualotom
recognition task for which the affective state loé subject is
perceived by another individual. In the Self-Asselséffect
Challenge, aware of their own affective state of dnithe
subjects report their state before and after spegaki
Significant differences were found between selkasments
of emotion and assessments from outside obserders, [6,
7]. The awareness of affective state of mind [#{riswn to be
related to moral judgment [9] and non-rational dieri
making [10].
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Various methods have been developed for the assassm
of emotions: electroencephalography [11], self-smsent
using verbal scale [12] or non-verbal scale [18fessment by
other using non-verbal behavior such as facial esgion [14],
posture and gesture [15], verbal behavior suctoa&®\j4] and
text-based communication [16].

A vast amount of literature is available about liteustic
and linguistic cues related to emotional speech 18719, 20,
21, 22,23]. The emotional speech databases were frequently
based on play-acted speech. Comparative studiesebet
spontaneous emotion, emotion induced, and playdacte
emotion [20] do not show strong vocal changes. His t
challenge, the goal is to find relevant cues relatethe self-
assessed affect emotional valence. In related wibeksearch
of acoustic cues related to emotional valence avshto be
difficult and give weak results in discriminatiniget positive
and negative valence [24, 25]. It seems hard timagt
valence from prosodic parameters [24]. In [25],significant
prosodic changes were found between happy (positive
valence) and unhappy (negative valence). Various eé
prosodic features have been studied for the enwitialence
recognition. Majority of approaches have used ttagissics
(min, max, mean, standard deviation, skewnessof..pitch,
energy and speech rates. However some studie2[2&8,
29, 30] have reported that some parameters retatedice
quality and speech articulation may be reliabléhwéspect to
identification of emotional valence: NAQ (Normalize
Amplitude Quotient) [29], harmonic structure of tepeech
[30] such as HNR (Harmonic to Noise Ratio), Fractmin
Locally Unvoiced Frames (FLUF) [27], glottis feadsr[27],
F2 and F3 formant values [26, 29]. In a lexical rappgh [21,
31], lexical cues related to emotional valence sskEmore
effective to discriminate emotional valencontinuous Bag-
Of-Words (CBOW) [31], Pointwise Mutual InformationNIP)
[21], Term Frequency-Inverse Document FrequencyF,
and polarity lexicon. For these experiments, trapton of
speech wasbtained by manual speech transcripts [21] or
Automatic Speech Recognition (ASR) system [19].

The automatic detection of emotional valence frpeesh
can indicate the level of satisfaction of a persamg provide
clues to the social receptivity of a product origien. It could
be a key for novel human-computer interaction aapilbns
such as social robotics. The majority of studie3] [@n the
automatic detection of emotional valence have leeucted
over the past decade. Many emotional databases3g3234]
have been developed and provided during challefiggls
Data-driven approaches were used for all this reeedhree
kinds of cues were used: two of them were compfrtad the
speech signal (prosodic and spectral cues), anthttte one
was modeled from the analysis of textual content.
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For the Interspeech 2018 Self-Assessed Affect Ogdle
and on the basis of related work, we paid a spatiahtion to
the acoustic and linguistic cues that should impact
classification performancdn particular, we investigated the
voice quality, the speech articulation and the piglaof the
words well-known to be sensible cues to emotioraénce.
The paper is organized as follows: the statisticshe self-
Assessed Challenge Corpus (USoMS database) are igiven
Section 2. Our Basic System (BS) is described ini@e&t In
Section 4, features related to voice quality anaesph
articulation are estimated on vocalic segmentsaamséssed on
the Development set. In Section 5, the computatidn
emotional features related to the lexical contenvided by a
voice dictation system is described. Prosodic festuare
studied in Section 6, a stochastic modeling wittonation
contours of the audio files is defined and assessedhe
Development set. The last section concludes thdy stu

2. Speech material

The Ulm State-of-Mind in Speech database (USoMS) igluse
for the Self-Assessed Affect Challenge [1]. The USoM
database consists of a set of 2,113 audio clipse@nd
duration) uttered by 100 students (85 females, afes). The
gender information is missing in the database na¢sadnd the
language is German. We developed a gender detesygiam
using cluster analysis of the Train set followedabljstening
assessment. A two-class classifier (Male, Femades) tnained
using eGeMAPS feature set [36] and assessed dbethel set
with an Unweighted Average Recall (UAR) of 99%. Facte
audio file of the Training (Train) and Developméevel)
sets, the low/medium/high labeling is provided. fEhare no
metadata available on the Test set.

Table 1.Statistics on the USoMS database

Corpora Train Devel Test
# of audio files 846 742 725
valence (I, m, h) (95, 388, 363) (79, 310, 353) ?
(female, male)| (763, 83) (675, 67) (651, 74)
# of phonemes ¢ 45119 | 77.0:12-121 78.5:17-116
av.. min-max
#otwords 1 166129 | 169:330 16.9:2-29
av.. min-max

Table 1 gives some characteristics and statistfcth®
USoMS database on the Train, Devel and Test sets.
low/medium/high and female/male audio files aregigantly
unbalanced. Automatic gender detector has been tsed
discriminate female/male audio files. The statsstjaverage:
minimum-maximum) computed from the number of phoegm
and words have been obtained from an automaticchpee
transcription.

3. Basic system

We have chosen for the development of the emotiealahce
classifier an SVM-classifier with the combinatiohGomParE
(6,373 features) [36], eGeMAPS (180 features) [&6flio-
feature sets and the gender metadata (1 feateajutes were
extracted from the audio files using the open ssurc
openSmile [37]. Support Vector Machines (SVM) ciiess
with linear Kernel and Sequential Minimal Optimimat
(SMO) [38] were used for the emotional valence mtash.

To account for the imbalanced class distribution |@f
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valence, the low valence class was up-sampledfagtar of 3
using the SMOTE method. The performance of thissifeer
in terms of UAR is 57% on the Devel set compare86&b%
of the official baseline (ComParE functionnals + SMY.

4. Voice quality and speech articulation

Voice quality and speech articulation may be rédigbr the
identification of emotional valence [26, 28, 29,].30ost
studies on voice quality have been conducted infitie of
speech-language pathology. “Voice quality” refers the
quality of sound produced with a particular shape sension
of the vocal folds such as normal, breathy, credkysh, and
tense voices. Articulatory information can be pded directly
by methods such as magnetic resonance imagingatipic
used in Medicine research. Various parametersegkat voice
quality can be extracted from speech such as sestaiowels:
measures of regularity (jitter, shimmer), of braaiss (HNR),
of effectiveness (e.g., Soft Phonation Index, NA&)d
parameters of the articulatory model such as théajlflow
relaxation coefficient. Speech articulation refierdindblom's
theory of Hyper and Hypo-articulation. Hyper-artated
speech is defined as the production of speech amtimcrease
of the articulatory efforts compared to neutral ese (e.g.
reading aloud a text emotionless); conversely, Hypo
articulation is defined by the production of speegith
minimal articulatory efforts. Hyper-articulated spé is the
speaking style usually adopted by a speaker foameihg
speech clarity in difficult communication situatibat also to
communicate positive emotional valence under aertai
conditions [39]. One of the effects of hyper-artition
relatively to hypo-articulation is an expansiontloé acoustic
vowel space constituted by the two first formarigfrencies
[26]. This expansion makes more distant acoustigeta in
the vocalic space explaining partially a higheeilgibility of
hyper-articulated speech in comparison with hygwalated
speech. We chose to compute audio features refatedice
quality and speech articulation from vocalic segtwefhese
segments were obtained from the acoustic-phonetioding
of the speech files.

4.1. Acoustic phonetic decoding

The transcription of the corpus was obtained byaeoustic-
phonetic decoding system using a <phone | pausep lo
search. The ASR system was based on the versioof @&
Pocketsphinx recognizer library [40]. The acoustiodels
were the pre-trained generic German acoustic mquteisded
by CMU [40].

Table 2.Percentage of audio clips of the USoMS
database containing the phoneme Ph.

Ph. ) B a i € ar u o]
Occ %[ 99.7| 96 99 | 98 98 85 88| 75

Table 2 gives some statistics of the results of AlSR
system on the whole USoMS database. The line gives
percentage of the 2,313 audio clips containingastl a given
vowel (e.g., 99.7% of audio clips contain the voywél

4.2. Affective vocalic features

From related work reported in the introduction lné section,
quality of voice and articulation parameters wehesen for



their impact on emotional valence. For the quatityvoice:

jitter, shimmer, HNR parameters and FLUF are the fudio
features we computed using Praat on all the vosalignents
where they are best estimated. The vocalic spacellys
measured in German is the vocalic triangle aremeéfy the
three cardinal vowels /a, i, u/ [41]. We chose rfestures for
the estimation of the articulation parameters eelato the
vocalic space.

Let us consider Fn_/ph/ the value of tiefarmant of the
phoneme /ph/ and deltaFn(phl, ph2) the differeretevéen
the " formant of the phonemes /phl/ and /ph2/, the nine
features are the following: F1_/a/, F2_/al/, F1_RR2_li,
F1_/u/, F2_/ul, deltaF1(/al/, /i/), deltaF2(/u/) &hd the vocalic
space area. For the audio clips that do not contenthree
cardinal vowels (347/2,133 clips), the vocal spatcea is
labeled undefined.

The relevance of all the thirteen features is gibgnthe
information gain IG [42] which is computed on theaih set
with the following formula:

IG = H(class) - H(class/feature) ¢))

Where Shannon entropy H is estimated from a table o
contingency and class = {low, medium, high}. Featufor
which IG is greater than zero are considered avaet.

Nine features out of eleven are relevant and adolexiir
basic system for the emotion valence classificatidhe
ranking order of relevance is the following: F1, /BINR,
FLUF, shimmer, deltaF1(/a/, /i/), vocalic space, H1 jitter,
F2_Jil.

These results are consistent with the followinge¢hr
studies [26, 29, 30] that show the sensitivity afvels to
emotional valence on two points: the frequency h first
formant of the phonemes /a/ and /i/ and the harmstnucture
of vowels (HNR and FLUF). The performance for this
classifier in terms of UAR is 59.5% on the Devel set
compared to 57% for our basic system.

5. Affect and polarity lexicon

Lexical cues can be used to effectively discrinenahe
emotional valence from methods such as the Conte8aw-
Of-Words (CBOW) [31], the Pointwise Mutual Informatio
(PMI) [21], the Term Frequency-Inverse Documenigaency
(TFIDF), and the polarity lexicon [43]. Transcript$ audio
clips are not available and were obtained throughoize
dictation system. This ASR was based on the verSi8nof
the Pocketsphinx recognizer library [40]. The aticusiodels
are the same as described in Section 4.1. Pholeadizon
(30,657 words) and language model (trigrams) weosiged
by CMU [40].

Table 3.Lexical statistics on the USoMS database

Corpora Train Devel Test All
# of words 14,043 12,540 12,25p 38,835
vocabulary size 2,859 2,630 2,596 4,977

Table 3 gives some statistics of the results of wbiee
dictation system on the whole USoMS database. ifselihe
gives the number of words recognized for each $edir{
Devel, Test and the whole database). The secoedjiires the
number of the different recognized words (vocabulsire).
After analysis of the lexicons (Train and Devel) magice that
the Devel lexicon differs strongly from the Traimxicon.
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Many words of the Devel set (1,244/2,630) have no

occurrence in the Train set.

5.1. Affectivelexical features

We have chosen as affective lexical-features tharipp score
of the text transcription of the clip. This scorasacomputed
from the polarity of each word of the transcriptiofiwo
approaches of word scoring have been assesseddafiped
scored word list and a computation of the score ay
supervised algorithm.

For the first approach, SentiWs lexicon (15,649itpes
and 15,632 negative words) [43] has been chosenndiee
that only 419 words of the ASR transcript vocabul@t,977
words) appear in the SentiWsS lexicon. The polasfta clip is
computed as the average of the word polaritiesalllfthe
words of a clip have no polarity, the polarity dietclip is
equal to zero. Linguistic modifiers such as thedgdivery” or
“never” have not been taken into account for tijseziment.

For the second approach, the polarity score of eawi
of the Train set transcription has been computedguBMI
method [21]. For this estimation, we use only tlygsdabeled
low and high emotional valence. Consequently, tHarjip of
the words occurring only in the clip labeled mediemotional
valence is zero. The polarity of the clip is congslifrom the
word polarities as described for the first approach

The relevance of the two affective lexical featusegiven
by the information gain [42] which is computed dw tTrain
set. Only the affective lexical feature computeahfrSentiwS
lexicon is relevant and was added to our basiegygor the
emotion valence classification.

The performance of this classifier in terms of UAR
57.8% on the Devel set compared to 57% for ourctagtem.

6. Modding of theintonation contours

The prediction of the emotional valence from prasod
parameters is a difficult task. We have developedes
method based on a stochastic modeling of the itimna
contours. We hope that features based of this teahpo
modeling are more discriminating than the usuatisties
(min, max, mean, standard deviation, skewness, ...)

The stochastic model is based on the classic N-gram
models [44], widely used for speech recognitionigtam and
bigram grammars were trained on the sequence oation
labels. INTSINT system (INternational Transcripti8ystem
for INTonation) [45] was chosen for labeling theoimation
contours corresponding to each clip.

6.1. MOMEL/INTSINT intonation modeling

The MOMEL/INTSINT method [45] models intonation an
utterance by encoding the pitch curve into a secgiefilabels
aiming at the stylization of the curve into typi@ntours of
intonation.

MOMEL (MOdelling MELody) algorithm transcripts the
smoothed pitch curve by quadratic spline functiom® a
sequence of target points. Each target point imeléfby a
couple (R, t) designing the value of pitch Bt time £ From
this sequence, a reduction procedure gives thetradgtected
as maximum of relevant local variation in the pitzhrve and
corresponding to major changes in the intonatiortaar.

Eight target labels are used for the contour siitin of
the pitch curve: -three absolute labels from cantstatch



value, T (Top), M (Medium), B (Bottom), and -fivertextual
labels from variable pitch values depending on phevious
target, H (High: local maximum), U (Up-stepped)Same as
preceding), D (Down-stepped), L (Low: local minimum
These labels are typical contours for the charaetiéon of the
intonation.

6.2. N-Gram modeling of intonation contours

The goal of the N-gram modeling is to estimateptabability

of a word in a sequence using the previous N-1 sofdthe

probability of a sequence of words is estimatethagproduct
of the word probabilities. This probability can been as a
measure of the quality of the language model taliptehe

sequence of words. It is also a measure of disaiityil

between the sequence of words and the corpus #sabéen
used to train the language model.

One bigram model has been estimated for each ofass
emotional valence. Each language model has besredran
the intonation contours of the Train set corresjrogndo its
class. The three language models (LM_low, LM_medanmd
LM_high) have been computed using SRILM toolkit [44]
This toolkit was also used to estimate the perpleri a
sequence of words. The perplexity is equal 8 Rhere P is
the probability of the sequence amdthe length of the
sequence [44].

We notice that the three bigram models do not use
smoothing to estimate unseen sequence of labelseth all
the combinations of two intonation labels occur their
training corpus. In this case, let L1 and L2 be suacessive
intonation labels, the probability P(L2/L1) is poyfonal to
the number of occurrences of the sequence (L1,ihZhe
training set.

Three prosodic features (P_low, P_medium, and ) hig
have been defined using the perplexity estimated fthe
three bigram models (LM_low, LM_medium, and LM_high
The relevance of these prosodic features is giventhe
information gain [42] which was computed on the Bleset.
All these prosodic features were relevant and veelged to
our basic system for the emotion valence classifina

The performance of this classifier in terms of UAR i
58.1% on the Devel set compared to 57% of our Bsitm.

7. Experimentson the Test set

To assess our approach, two audio feature sets hese
defined as a combination or selection of audiouieaisets.
The first one D1 is a composite set of 194 featimekiding

the eGeMAPS feature set (180 features) [36], thedge
metadata (1 feature), the vocalic feature setdfufes: F1_/a/,
HNR, FLUF, shimmer, deltaF1(/a/, /i/), vocalic spaEé&_/i/,
jitter, F2_/i/), the SentiWsS lexical feature, thgodic feature
set (P_low, P_medium, P_high). The second one D& wa
obtained by feature selection from D1.

On the Test set, three contrastive submissions are
described. The first one uses a combination of DH a
ComParE feature sets and gave an UAR of 66.7%. Tdonde
one uses a combination of D2 and ComParE featurarskt
gave an UAR of 67.3%. For the third submission, the
confidence score of the basic classifier have lhesed with a
Bag-of-Audio-Words-based classifier [1] trained dre tow
level descriptors of ComParE and eGeMAPS. This fusio
gave our best result on the Test set with an UAR&#%
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corresponding to an improvement of 2.4% compared to
official baseline performance of the Challenge.

8. Conclusion

In this paper, vocal, lexical and prosodic cuestesl to the
emotional valence of speech have been investig#tetew
emotional valence feature set combining audio andcal
features set related to these cues have been diefismated
and assessed. Two ASR systems have been develaped: a
acoustic-phonetic decoding system for the estimatib the
vocalic features and a voice dictation systemHerdstimation
of the lexical features. A new stochastic modelofgthe
intonation contours has been defined for the esitmaof the
prosodic features. The most relevant features regevbcalic
features, followed by the prosodic features. Thegickd
features gave weak results. One explanation is Itie
coverage of the recognized words by the polariticten.

An emotional valence classifier, combining two SVM
classifiers, has been developed. The first one asesnposite
set of 6,567 features combining usual feature @@wsnParkE
and eGeMAPS) and the emotional valence feature Téet.
second one uses Bag-of-Audio-Words trained on tivddoel
descriptors of ComParE and eGeMAPS. Experiments have
shown an improvement of 2.4% on the Test set comtpty
the official baseline performance of the Challergfe@%).

Future work should include an extension of the fityla
lexicon using embedded methods [46] to improve the
estimation of polarity score of the clip transdops. The
intra-speaker and inter-speaker variability of #motional
valence classifier should be also studied.
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