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Abstract
Since the work of Joshi [1], most models of code-switching
(C-S) have assumed asymmetry of the participating languages.
While there exist patterns of language mixing in which a dom-
inant or matrix language (ML) may not be discernible, these
more complex signatures are rarely modeled [2, 3]. We use a se-
ries of metrics to characterize the switching in corpora as asym-
metrical (insertional C-S) or symmetrical (alternational C-S).
We test the efficacy of a linguistic model that assumes no ML
in predicting the syntax of C-S in three Spanish–English cor-
pora that vary according to whether the ML is Spanish, English
or indeterminate. Our results show that the same constraints on
the grammatical junctures and on the directionality of switching
hold irrespective of the symmetry of the data. The length of the
alternating language spans varies according to POS with noun
phrases comprising the shortest spans. This suggests that inser-
tional C-S may be subsumed under alternational C-S, as sponta-
neous borrowing. These results invite researchers to reconsider
the linguistic theories they adopt and to expand the typology of
training data used in creating language models and processing
tools for C-S.
Index Terms: code-switching, matrix language, language mod-
eling, POS tagging

1. Introduction
Muysken (2000) distinguishes between the insertion of other-
language tokens into the structure of another from the alterna-
tion between structures of two languages [2]. This approach to
C-S patterns has been variously formalized, in the asymmetrical
Matrix Language Frame (MLF) model [4] and by symmetrical
models, including the linear Equivalence Constraint [5] and the
hierarchical Functional Head Constraint [6]. Based on Joshi
[1], the MLF assumes an asymmetry between the languages in-
volved in C-S, with the matrix language (ML) providing the
frame into which embedded language elements (EL) are in-
serted, as well as an asymmetry between system vs. content
morphemes. Constraints on C-S follow from these asymme-
tries: the ML provides the grammatical elements and the EL
merely content morphemes. An alternative approach is pre-
sented in the Functional Head Constraint (FHC), a generative
account that draws on a principle of syntactic coherence: f-
selection, proposed by Abney [6, 7]. The proposal rests on the
dichotomy between functional and lexical elements: functional
elements (e.g., DET, AUX/MOD, NEG, COMP) and their com-
plements are assumed to share a strong syntactic relationship,
hence switching between them is restricted. Importantly for
our purposes, the FHC does not assume or prescribe a morpho-
syntactic base or matrix language.

While asymmetrical models have been widely assumed in
NLP research [1, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20,

21], Bhat et al. (2016) finds the MLF model to be incomplete
and unsound, without a complementary symmetrical model [5],
for building a working model of C-S [22]. They correctly point
out that the MLF model is underspecified with respect to the
categories that can or cannot be switched, a criticism that has
also been leveled by linguists. Researchers who do not neces-
sarily espouse the MLF model have operationalized the ML by
various methods, including word frequency [23, 24], language
of the verb [2], and language of verbal inflection [1, 25, 26],
highlighting the difficulty in establishing clear criteria by which
the ML is to be identified.

The notion of a ML is attractive because insertional C-S is
commonplace, as bilinguals present nonce borrowings, short,
other-language strings that are inserted into a ML [27]. This
insertional-type mixing is said to be prevalent in colonial and
immigrant settings in which there is an asymmetry between the
dominant and minority languages. But in situations of sustained
bilingualism, bilinguals may also alternate between grammati-
cal systems, in which case, a single ML cannot be ascertained.
For instance, in the United States, alternational-type C-S is
widespread among Spanish-English bilinguals who move freely
between languages in what is popularly coined Spanglish, as in
the excerpt in (1) from Jewish-Latina writer Susana Chávez Sil-
verman.

1. Pero siempre entro a los <shops, especially> los más
<trendy> y <fancy, feeling> medio <cowed and pale,
definitively out of place>
‘But I always enter those shops, especially the most
trendy and fancy, feeling sort of cowed and pale, defi-
nitely out of place’

The distinction between the two types of language mixing is re-
vealed in Adamou’s (2016) analysis of data from the Pangloss
collection of endangered European languages [3]. On the basis
of token counts, she separates corpora into those in which <5%
of tokens are inserted from a contact language into the endan-
gered language and the other in which 20-35% are embedded,
representing insertional and alternational patterns, respectively.

Because insertional and alternational C-S are both attested
language practices in bilingual speech communities, the value
of a model that is predicated on only one type of C-S is un-
clear. Models that assume asymmetry, like the MLF, make no
predictions about more complex data, where the languages are
more equally balanced and the ‘language’ of the utterance or
conversation less certain. The question that arises is whether
a model that does not assume asymmetry can make the correct
predictions for both types of language mixing.

We begin by first presenting metrics that allow us to charac-
terize the C-S in a corpus as insertional or as alternational. For
our analysis, we assume that an insertional C-S signature im-
plies a ML. Using three manually POS-tagged Spanish–English
datasets remapped to a Universal tagset [28], we identify the
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type of switching they entail and define the ML if there is one.
Having confirmed that each corpus has a different profile, we
model C-S across the data sets. Our results demonstrate that
switching is overwhelmingly intersentential but that when it oc-
curs intrasententially (within a clause), the same factors guide
C-S regardless of whether or not there is a ML. But DET-NP
switches show an asymmetry that cannot be predicted by a ma-
trix language. To further examine this asymmetry, we perform
additional tests on the length of the NP spans that follow a DET
under the hypothesis that the NPs are likely to be nonce borrow-
ings in the sense of Poplack et al. rather than switches [27].

The organization of the paper is as follows. Section 2 de-
scribes the metrics used to quantify the nature of C-S at the cor-
pus level. Section 3 introduces the datasets and the application
of the metrics. Section 4 presents the preprocessing necessary
for our experiments and provides the results of the same. We
discuss these results in Section 5 together with their implica-
tions for the processing of C-S data for language models.

2. Metrics for characterising CS type
To model the language mixing in our corpora, we used the au-
tomatic Language Identification (LID) procedure developed in
Guzmán et al. [29, 30], which produces two tiers of annota-
tion. The Language tier includes tags for Spanish, English,
number, and punctuation, and the Named Entity tier includes
labels recognized by the Spanish or English version of the Stan-
ford Named entity recognizer [31]. The model works as fol-
lows: numbers and punctuations are identified by an algorithm
and a character n-gram (5 gram) model identifies the language
of the remaining tokens. The language models are trained on
subtitle data that better match the word frequencies encoun-
tered in speech than does CALL-type data. For Spanish, we
used the 3 million word ACTIVE-ES corpus and, for English,
the SUBTLEX-US corpus [32, 33] . To disambiguate the homo-
graphs that occur across Spanish and English, the LID uses a
HMM. The model achieves high accuracy of 97%.

The LID procedure returns a sequence of language tags
that are the basis for metrics for characterizing the nature of
switching across the corpora. The Multilingual-Index, or M-
Index, calculates the proportion of languages represented in a
corpus [34]; it is bounded between 0 (all tokens are from the
same language) and 1 (every language is equally represented).
The Integration-Index, or I-Index, calculates the probability of
switching languages between any two tokens within a corpus
[29]; it is bounded between 0 (no switching) and 1 (each token
bears a language tag different from the previous one). Finally,
Burstiness yields information on whether switching events oc-
cur regularly or aperiodically; it is bounded between -1 (peri-
odic, regular events) and 1 (aperiodic, bursty events)[35].

3. Data and application of the metrics
Our data include three Spanish-English bilingual data sets of
similar size (approx 8,000 words): S7, the transcript of a conver-
sation among three Spanish-English bilinguals [36, 37]; M40,
a file of recorded conversation from the Miami Corpus of the
BilingBank repository [38]; and KC, an excerpt from the novel
Killer Crónicas [39]. In order to be consistent, we processed
each of the corpora using our LID. Table 1 presents the re-
sults of the application of the metrics. KC, with an M-index
of .99, contains nearly equal proportions of Spanish (47%) and
English (53%). In contrast, in S7 and M40 the number of tokens
from one language far exceeds the other; English represents the

Figure 1: Language Spans through S7

majority in S7 (75%), while Spanish represents the majority
in M40 (74%). The I-index reflects the higher probability of
switching in KC relative to S7 and M40, and the Burstiness cal-
culation indicates that switching is more regular in KC than in
S7 and M40, where switching occurs sporadically.

Table 1: Corpus Metrics

Corpus M-Index I-Index Burstiness

S7 .60 .06 .32
M40 .63 .10 .26
KC .99 .17 -.06

Given these findings, we regard KC as symmetric, or al-
ternational C-S since it has relatively short, regular switching
between monolingual language spans, and S7 and M40 as asym-
metrical, or insertional, C-S. The latter are characterized by spo-
radic insertions of an EL into long spans of a ML. English serves
as the ML of S7 and Spanish as the ML of M40.

Additionally, we captured the length of each monolingual
span by demarcating the beginning and end of every sequence of
words bearing the same language label. These spans, when ar-
ranged chronologically through each corpus, allow us to visual-
ize the essential insertional and bursty natures of the Spanish in-
trusions in the English-dominant S7 in Fig. 1 and of the English
spans in the Spanish-dominant extract M40 (Fig. 2) juxtaposed
to the periodic, alternating spans of both languages throughout
the extract of KC in Fig. 3. Note that relative to the asymmetric
corpora, KC has shorter spans in each language (30 tokens or
less) and as a consequence there are at least twice the number
of spans in this 8,000 token text than there are in the others of
the same length. The visualization also indicates that the ML of
the asymmetric texts may change throughout the conversation.
For instance, there seems to be a noticeable uptick in English
spans in the Spanish-dominant M40 conversation at or around
the 350th span.

4. Syntactic experiments
In order to undertake a syntactic analysis of these data, we
manually tagged KC with the 12 labels of the Universal POS
Tagset [28] that has been used in corpus-based analyses of C-
S in other language pairings, including Hindi-English [40] and
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Figure 2: Language Spans through M40

Figure 3: Language Spans through KC

Latin-Middle English [41], and so permits cross-corpus com-
parisons. We wrote an algorithm to remap the POS tags of
S7 from the Penn Treebank tags used by the corpus creators
[36, 37] to the Universal set and to similarly convert the M40
tags from the specialized set provided by its authors [38] to the
same set. Following these steps, every token in each corpus
bears a LID and POS tag that conforms to the same parameters.

We fit logistic regressions to the data using the rms pack-
age of R [42] with Switch/No-Switch as the dependent variable.
The independent variables were the POS tag of the token pre-
ceding the switch (PreviousPOS), the language of the token pre-
ceding the switch (PreviousLang), and the corpus in which the
token was observed. We set the reference levels of the predictor
variables as follows: PreviousLang defaulted to English alpha-
betically. We releveled the corpus factor to the alternational
dataset KC as it was the most distinct from the other two and
we releveled the PreviousPOS factor to VERB, on the reason-
ing that, under this POS coding scheme, it was neutral with re-
spect to C-S. Some verbs (auxiliaries and modals) should block
switching while lexical verbs should permit it.

Most linguistic models predict that intrasentential switch-
ing should be blocked after functional elements, including con-
junctions, determiners, and auxiliaries/modals. Switching after
pronouns is also excluded on the syntactic grounds that they
are syntactically weak heads rather than phrases. A symmetric

Figure 4: Odds ratios results for language switching.

Table 2: C-S per total Verb-Verb transitions

KC S7 M40
Main Verb Lang. Eng Span Eng Span Eng Span

Eng 57 2 154 0 59 1
Span 2 29 0 27 3 102

model makes no prediction with regard to language.

5. Results
The results of the best fitting model are shown in Fig. 4, where
the odds ratios of the model terms are given with their confi-
dence levels (.90, .95, .99) given in progressively darker colors.
Because of the dramatically different distributions of languages
in these corpora, models with interactions between Previous-
Lang and PreviousPOS failed to converge. The results pre-
sented here are, then, main effects.

The vertical line marks the odds ratio of 1 so that odds
ratio lines that fall to the right of the vertical line are signif-
icant positive predictors, while those that fall to the left are
significant negative predictors. The abbreviations for the fac-
tors can be read as follows: ‘.’ all punctuation, ‘ADJ’ adjec-
tives, ‘ADP’ prepositions, ‘VERB’ auxiliary, modals and lexical
verbs, ‘ADV’ adverb, ‘CONJ’ subordinating and coordinating
conjunctions, ‘DET’ definite, indefinite, and possessive deter-
miners, ‘NUM’ ordinal and cardinal numbers, ‘PRON’ subject
and object pronouns, ‘PRT’ particles, ‘X’ other, ‘KC Aris’ KC,
‘maria40’ m40, ‘Solorio7k’ S7.

The general trends suggest that C-S, as expected, is much
more likely in the alternational corpus,KC, than in either of the
insertional corpora, S7 and M40. Switching is also 11 times
more likely to occur after punctuation, hence at phrasal bound-
aries, than it is elsewhere. At the other extreme, C-S after a
pronoun is vanishingly rare, as predicted.

Switching should be prohibited after support verbs (auxil-
iaries and models). However, the tagset we used does not break
down verbs by type, so a post-hoc test is required to examine
the effect of this grammatical juncture. The contingency table
for these transitions is shown in Table 2. As predicted by mod-
els like the FHC, there are very few instances of C-S between
contiguous verbs, the first of which would be expected to be a
support verb in either language of this pairing. The values also
suggest that there is no directional asymmetry at this juncture:
C-S between an auxiliary and a VERB is rare, if not entirely
absent as in S7, irrespective of the language of the support verb.

The FHC would also predict that switching should be dis-
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Table 3: C-S per total DET-NP transitions

KC S7 M40
DET Lang. Eng NP Span NP Eng NP Span NP Eng NP Span NP

Eng 498 60 399 3 133 11
Span 138 353 22 122 56 460

favored after DET, a functional element. While this trends neg-
atively, it is not a statistically significant negative predictor in
this model, either because much of the variance in the model is
accounted for by punctuation as a predictor or because there is
an interaction with language. The raw data provides insight into
this interaction.

The crosstabulation of the DET-NP examines every in-
stance in which a DET is followed by a NOUN or by an ADJ; it
is broken down by language in Table 3 for each corpus. Though
switching after the DET is not blocked, asymmetries in the dis-
tribution of other-language determiners are apparent. For in-
stance, in the most linguistically permissive of the corpora, KC,
29% of the Spanish determiners appear with English NPs while
only 10.7% of the English determiners occur with Spanish NPs.
This same asymmetry is observed in the insertional corpora par-
ticularly in the English-dominant S7 with less than 1% switches
after an English DET compared to 7.6% after Spanish DET.

The effect of language on switching at the determiner can-
not be accounted for in an asymmetric model because the ML
varies across these corpora but the directionality of the effect
of language remains unchanged; switching is disfavored when
the determiner is English even if the ML is English. Switch-
ing after the DET was intentionally set aside by Belazi et al. in
formulating the FHC because nouns are frequently borrowed in
situations of bilingualism and language contact [6]. Our span
data allow us to empirically test the possibility that switching
after DET results from borrowing, which entails the insertion
of relatively shorter spans after DET than those that occur after
other parts of speech. We propose to test span length as a proxy
for nonce borrowing.

5.1. Span length as a proxy for nonce borrowing

A follow-up experiment investigates the length of spans follow-
ing a switch as a function of part of speech. We use span length,
calculated as described above, as the dependent variable and the
PreviousPOS and PreviousLang tags of the tokens immediately
preceding the span as the predictor variables. Because each of
our corpora follows a different span distribution, we fit separate
models for each corpus.

The results of the best fitting linear regression to predict
the length of span based on the immediately preceding POS tag
and on previous Language for KC finds a significant regression
in which length of span is predicted by the main effects of pre-
vious POS (reference level: verb) and of previous Language
(reference level: English) (R2 = 0.02133, F(13, 1255) = 3.126,
p-value: 0.0001301). Specifically, the average length of span
decreased significantly, albeit slightly, in token length (- 1.54)
only after a DET. This decrease was significant at the .95 confi-
dence level. There is also a significant main effect for Language
(p < .01) whereby the average length of span increases slightly
(+ .73) when the language preceding a switch is Spanish. Recall
that, in general, the spans in KC are shorter than in the other two
corpora.

The best fitting model for S7 also shows significant main ef-
fects of previous POS and of previous language (R2 = 0.07241,
F-statistic (12, 471) = 4.142, p-value: 3.454e-06). The average

length of span in S7 decreases significantly at the .95 confi-
dence level only if the previous POS tag is a DET; the average
decrease in length (20.69 tokens) is much greater than that of
KC. In contrast, a highly significant main effect for Language
(p < .001) shows that the average length of span again increases
by 19.83 if the previous language of a span is Spanish.

A model fit for M40 with both POS and Language as main
effects returns significance only for Language, where a switch
to English results in a decrease in the length of span (- 8.5) as
would be expected in a corpus that is predominantly Spanish
with English insertions. A model fit with only POS as a main
effect shows a significant decrease (p < .05) in average span
length length (- 7.48) again exclusively after the category of
DET (R2 = 0.0291; F(11, 728) = 3.014, p-value: 0.0006057).

6. Discussion
Despite the differences in the distribution of the languages
within them and the sporadic versus regular nature of how the
languages alternate, the Spanish–English corpora all show sim-
ilar patterns; switching is mostly phrasal and is least likely to
occur after functional and bound elements. Most intriguing,
all three corpora demonstrate that the span lengths following
DET, and only following DET, show a statistically significant
decrease in length relative to the reference level. Additionally,
as S7 and KC on average have longer English span than Span-
ish, the observed insertions of shorter English NPs exclusively
after Spanish DETs goes against the general trend in these two
corpora of having longer English span lengths following a Span-
ish token. This suggests that English noun insertions are nonce
borrowings. The asymmetry in borrowing English rather than
Spanish nouns, irrespective of the ML, may be due more to the
linguistic capital of English as the culturally and socially domi-
nant language in the U.S. than to any linguistic variable [22].

7. Conclusions
In summary, our work presents procedures for quantifying and
modeling CS that can be applied to any corpora that has been
tagged for language and POS. An implication of this work is
that mixed corpora are of two types – alternational or insertional
– confirming the analysis of Adamou on endangered languages
in Europe [3]. But across types, switching patterns are simi-
lar, and the same asymmetries in language appear to arise, po-
tentially due to cultural reasons. Future research with different
language pairings and a more granular universal tagset will be
able to inform us if these observations hold across different lan-
guage pairings in diverse social contexts.
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