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Abstract
We present a methodology for measuring the cognitive load (lis-
tening effort) of synthetic speech using a dual task paradigm.
Cognitive load is calculated from changes in a listener’s perfor-
mance on a secondary task (e.g., reaction time to decide if a
visually-displayed digit is odd or even). Previous related stud-
ies have only found significant differences between the best and
worst quality systems but failed to separate the systems that
lie in between. A paradigm that is sensitive enough to detect
differences between state-of-the-art, high quality speech syn-
thesizers would be very useful for advancing the state of the
art. In our work, four speech synthesis systems from a previ-
ous Blizzard Challenge, and the corresponding natural speech,
were compared. Our results show that reaction times slow
down as speech quality reduces, as we expected: lower qual-
ity speech imposes a greater cognitive load, taking resources
away from the secondary task. However, natural speech did
not have the fastest reaction times. This intriguing result might
indicate that, as speech synthesizers attain near-perfect intelli-
gibility, this paradigm is measuring something like the listener’s
level of sustained attention and not listening effort.
Index Terms: cognitive load, dual task paradigm, speech syn-
thesis

1. Introduction
Cognitive load is referred to as listening effort in the field of
speech understanding and is defined as the amount of mental
effort exerted to perform a listening task [1]. In other words, it
is the amount of cognitive resources a listener allocates to the
task of processing speech.

To quantify listening effort, the dual-task paradigm is com-
monly used. This is based on an assumption that human cogni-
tive capacity is limited [2]. When the brain is forced to under-
take a secondary task at the same time as a demanding primary
task, the resources available for the secondary task are limited.
As a consequence, performance on the secondary task deteri-
orates (assuming the primary task is prioritized). The amount
of deterioration in performance on the secondary task is a be-
havioural measure that reflects the cognitive load of the primary
task. Several studies have used this paradigm to investigate the
effects of various conditions on the listening effort of natural
speech, including noise [3, 4, 5, 6], listener age [6, 7, 8], and
noise reduction algorithms [9].

There is much less research into the listening effort of
synthetic speech. Many studies have used the reaction time
paradigm to explore differences in perception of natural and
synthetic speech, and only a few discuss the relationship to cog-
nitive load [10, 11, 12, 13]. These studies consistently show
that listeners respond faster when listening to natural speech
than to synthetic speech. This suggests a delay in the pro-
cessing of synthetic speech. Researchers in the field believe
that this delay occurs in the early stages of speech perception

that involve the recognition of words. It has been claimed that
this delay is caused by an increased mental workload required
to process synthetic speech. However, this research was done
in the 1980s and 1990s using rule-based formant synthesizers.
Subsequent developments in speech synthesis using waveform
concatenation [14], then Hidden Markov Models (HMM) [15],
and most recently Deep Neural Networks (DNN) [16, 17], mean
that speech synthesizers now attain near perfect intelligibility. If
increased cognitive load is caused simply by reduced intelligi-
bility, then as synthesizers gain better intelligibility scores the
listening effort should decrease.

In [13], comprehensibility of various speech synthesizers
and a human voice were compared using the dual task paradigm.
Significant differences were found only between the human
voice and the worst quality system but not between the sys-
tems that lie in between. The study in [13] used the dual-task
paradigm to measure intelligibility. But it is not actually clear
exactly what this paradigm is measuring - intelligibility or lis-
tening effort. A drawback of the study was that the synthesizers
compared were built using different speech data.

Since 2005, evaluating speech synthesizers with controlled
speech data was made possible through the Blizzard Challenge
[18]. By eliminating the variability of the data, much fairer
comparisons across speech synthesizers can now be obtained.
Therefore more meaningful results can now be obtained from
the dual task paradigm than in [13].

Another issue with the dual-task paradigm is the wide vari-
ability in experimental designs for measuring listening effort,
especially in the choice of secondary task [19]. Some stud-
ies find no differences amongst varying secondary tasks, whilst
others do. [20] investigated the effect of changing the secondary
task, comparing: a simple visual probe, a complex visual probe
and a word-category recognition task. Results showed that only
the word-category recognition task affected performance on the
primary task. The investigators believe that the word-category
recognition task required deeper processing than the two visual-
probe tasks. However, they are uncertain whether it was more
sensitive because both primary and secondary tasks were lin-
guistic or because the word-category recognition secondary task
was simply more demanding than the visual probes. The review
in [19] concludes that further research is still necessary to iden-
tify what type of secondary task is best suited for investigating
listening effort.

In light of the problems described above, there is an ob-
vious need for a better methodology. With increased use of
speech synthesizers in real world applications, especially those
involving multi-tasking such as driving a vehicle, measuring
the listening effort of synthetic speech is becoming more im-
portant. By developing a paradigm that is sensitive enough to
detect differences between state-of-the-art, high quality speech
synthesizers, we hope to gain a better understanding on how
synthetic speech interacts with the human cognitive processing
system. This will support the development of new methods for
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evaluation, therefore advancing the state-of-the-art. This pa-
per presents a dual-task methodology which attempts to address
some of the above problems. In our study, speech synthesizers
from a previous Blizzard Challenge and the corresponding nat-
ural speech were compared, in two experiments using differing
secondary tasks.

2. Experimental design
2.1. Tasks

The primary task chosen for this study was sentence recogni-
tion. The listener was instructed to listen to a spoken audio sam-
ple and verbally repeat the sentence as accurately as possible.
The secondary task for Experiment 1 was a visual motor task
where the listener needed to decide if a visually-displayed digit
is odd or even and press the appropriate button on a response
box. The secondary task for Experiment 2 was inspired by [20]
who suggest that a word-category secondary task is sensitive to
listening effort. The odd-even digit task of Experiment 1 was
therefore replaced with a lexical decision task for Experiment
2. Listeners were asked to decide whether a visually-displayed
word exists or not. All words had the same number of char-
acters. The motivation is that this secondary task requires the
listener to make use of the same (limited) cognitive resources
as the primary task, which should result in a greater cognitive
load.

2.2. Structure

Experiments 1 and 2 had the same three sections: (1) secondary
task alone; (2) dual-task practice; (3) dual-task.

Section 1 comprised 11 blocks. The first of the 11 blocks
was a practice block of 5 trials and the remaining 10 blocks
were constructed using a 5 x 5 Latin square repeated twice to
balance listeners and systems (and, in section 3, sentences). In
each trial, two digits (or words, in Experiment 2) were displayed
sequentially. The first was displayed a random time delay after
the onset of the trial. The second immediately followed the lis-
tener’s decision response to the first. Listeners were instructed
to respond as quickly as possible.

To mitigate the training effect from section 1 (the baseline)
to section 3 (dual-task), listeners were only allowed to proceed
after 85% accuracy was achieved in section 1.

Section 2 just had one block of 3 trials, all using natu-
ral speech, to familiarise the listener with the dual-task whilst
avoiding exposure to the synthetic speech to be heard in section
3. The listener could repeat section 2 as many times as he or she
wished.

Section 3 had identical structure to section 1, the only dif-
ference being that listeners also had to listen to and repeat a
sentence. The first (practice) block used one audio sample from
each of the systems in Table 1. Each of the subsequent blocks
used five audio samples all from only one of the five systems,
with each system appearing in two blocks. All audio sam-
ples were 2.5–3s in duration. In section 3, listeners were in-
structed to prioritize the listening-and-repeating (primary) task
over the decision (secondary) task. Their verbal responses were
recorded in order to confirm that they were correctly prioritising
the primary task. Self-report measures were also taken: the lis-
tener was asked to rate the naturalness of each audio sample and
the difficulty of listening to it, each on 5-point scales labelled 1
- unnatural to 5 - natural, and 1 - very difficult to 5 - very easy
respectively.

2.3. Participants and listening conditions

For each experiment, 20 paid native English speakers were re-
cruited, ranging in age from 18 to 28, with no self-reported hear-
ing problems.

Each sentence was played diotically to the listeners us-
ing Beyerdynamic DT770 headphones in individual soundproof
booths. Stimuli were presented using E-Prime 2.0 software
[21]. Reaction time on the decision (secondary) task and the
self-report responses were recorded with an E-Prime response
box and their verbal responses were recorded using a micro-
phone.

2.4. Speech materials

Stimuli presented to the participants were sentences generated
by four synthesizers taken from the 20111 Blizzard Challenge
[22] and natural versions from the same speaker. All systems
were created using approximately 16.6 hours of speech from a
US English female professional speaker.

The dual-task paradigm requires that all available cogni-
tive resources are used: differences in listener performance on
the secondary task will only be observed if the total cognitive
load on the listener exceeds capacity. We used clean speech,
and so were concerned that this imposes insufficient load on
the listener: listening to natural speech in ideal conditions is
effortless [23]. In [19], degraded quality and sentence com-
plexity are both reported to increase listening effort for natural
speech. Therefore we opted to use Semantically Unpredictable
Sentences (SUS) in the primary task to increase load. A sum-
mary of the selected speech synthesizers is in Table 1.

Table 1: Summary of selected speech synthesis systems, with
their scores from the Blizzard Challenge 2011 for naturalness
(Mean Opinion Score, MOS – higher is better) and intelligibility
(Word Error Rate, WER – lower is better)

System MOS WER %
median (mean)

Natural 5 (4.8) 16
Hybrid 3 (3.3) 20
Unit Selection 3 (3.1) 22
HMM 3 (2.6) 20
Low-Quality HMM 1 (1.4) 26

2.5. Analysis

Listening effort is calculated as the difference in a listener’s per-
formance (where performance is defined as Reaction Time, RT)
on the secondary task between the baseline and dual-task condi-
tion. If the listener optimizes performance in the primary task,
it is assumed that the listener will perform equally well for both
conditions in that primary task.

Only RTs where participants made the correct decision
were considered during the analysis. Outliers of RTs less than
100ms or longer than 2 seconds were discarded. In sections 1
and 3, the first of the 11 blocks was a practice and responses
were discarded, with results being calculated from the remain-
ing 10 blocks. Listening effort was calculated using the propor-

1because our experimental design uses naturally-spoken Semanti-
cally Unpredictable Sentences, which are not available in later years
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Figure 1: Mean proportional dual cost time (pDCT) for Exper-
iment 1

tional dual cost time (pDCT) [19]:

pDCT =
Sd− Sb

Sb
× 100

where Sb is the RT for the baseline condition, and Sd is the RT
for the dual-task condition.

To test for significance a mixed analysis of variance
(ANOVA) with repeated measures was applied. An alpha level
of 0.05 was used for all statistical tests. If significance was ob-
served, the paired t test with Bonferroni correction was used to
determine which pairs of conditions had statistically significant
differences.

3. Results
3.1. Experiment 1: Digit Task

Secondary task accuracy did not vary much across listeners and
the system quality had no significant effect. Only 6.2% of re-
sponses were incorrect. The mean proportional dual cost time
is presented in Figure 1 and – across synthesizers – is lowest
for the Hybrid system and highest for the Low-Quality HMM
voice, as expected, although no differences are statistically sig-
nificant (ANOVA for repeated measures, F(4,76) = 1.75 with p
= 0.14 (p≤0.05), n2=0.05). This result suggests that, for highly
intelligible speech synthesizers, differences in listening effort
are difficult to detect.

The mean pDCT for natural speech is unexpected. If intel-
ligibility was the main contributing factor, this should be lowest
of all. Even though differences are not significant, this is nev-
ertheless intriguing because it suggests that listeners respond
faster (on the secondary task) when listening to the highest qual-
ity speech synthesizer than when listening to natural speech.
The mean pDCT, at least across synthesizers, actually correlates
(negatively) more with naturalness as opposed to intelligibility
(both were measured in the Blizzard Challenge).
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Figure 2: Self-reported measures for Experiment 1
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Figure 3: Mean proportional dual cost time (pDCT) for Exper-
iments 1 and 2

The self-reported measures are presented in Figure 2 and
show that the subjectively easiest system to listen to was natural
speech and the most difficult was the Low-Quality HMM. Lis-
teners reported no differences in difficulty amongst the higher
quality synthesizers. It is surprising that listeners thought nat-
ural speech was the easiest to listen to, yet responded slower
on the secondary task than when listening to the high quality
Hybrid synthesizer. Listeners unsurprisingly found the human
voice most natural followed by the hybrid voice, in line with
findings from the Blizzard Challenge itself.

3.2. Experiment 2: Word Task

This experiment was devised in response to the intriguing result
for natural speech in Experiment 1, replacing the digit task with
a linguistic task. Once again, secondary task accuracy did not
vary much across listeners and the system quality had no effect
on accuracy. Only 8.05% of responses were incorrect, quite
similar to performance on the digit task in Experiment 1.

Mean pDCT results are presented in Figure 3 and show that
listeners responded faster on the word task than the digit task
when listening to synthetic speech, whereas for natural speech
their mean pDCT remained much the same. Using a mixed
model ANOVA for repeated measures, F(4,76) = 5.01 with p
= 0.001 (p≤0.05), n2 = 0.09, we found significant differences
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Figure 4: Self-reported measures for Experiment 2

in the results. Using a post-hoc test, significance difference
was only found between the natural speech and the Hybrid syn-
thesizer which are the systems with fastest and slowest mean
pDCT. Once again, pDCT is on average fastest for the Hybrid
system.

The trend in pDCT observed in Figure 3 now correlates
more with the WER scores of the Blizzard Challenge, instead of
naturalness as observed in the digit task. By changing from the
digit task to the word task, it appears that the dual task paradigm
shifts sensitivity from naturalness to intelligibility, for synthetic
speech. Experiment 2 shows that the choice of secondary task
influences how cognitive load is divided between primary task
and secondary tasks, but only in in the case of synthetic speech.
Natural speech behaves unexpectedly in both cases, and further-
more the mean pDCT remains the same: it is not affected by the
choice of secondary task.

The self-reported measures for this experiment are pre-
sented in Figure 4. As in the digit task, listeners found natu-
ral speech to be easiest to listen to and Low-Quality HMM the
most difficult.

The naturalness scores again show the natural voice as the
most natural. The Hybrid, Unit Selection and HMM voices
were rated similarly and the Low-Quality HMM system was
rated unnatural. Self-reported listening effort correlates with
self-reported naturalness, as well as with naturalness as mea-
sured in the Blizzard Challenge.

4. Findings and discussion
Mean pDCT is lower for good quality synthetic speech than
for natural speech Previous reaction time studies have con-
sistently shown that listeners respond faster when listening to
natural speech than synthetic speech. Yet in both experiments
presented in this paper, results show the opposite effect. If
this paradigm really is measuring listening effort, then our re-
sult suggests that listening effort for synthetic speech (in all
cases except the lowest quality) might be lower than for nat-
ural speech. This seems unlikely, so perhaps a more plausible
conclusion is that the paradigm is not actually measuring lis-
tening effort but something else, such as the listener’s sustained
level of attention.
For natural speech, pDCT was the same for both experi-
ments Processing natural speech in quiet conditions is unaf-
fected by the type of secondary task. The dual-task condition
does increase RTs (i.e., pDCT is greater than zero) but this is
presumed to indicate that the dual-task paradigm is not only
measuring listening effort, at least in the case of natural speech.

For synthetic speech, pDCTs are unexpectedly lower for the
linguistic secondary task (Experiment 2) than for the non-
linguistic task (Experiment 1) Given that the primary task is
linguistic, we expected the linguistic secondary task to be more
affected than the non-linguistic task, but the reverse was found.
Although the differences are not statistically significant, this un-
expected result suggests that there is some other factor in play,
which we do not yet understand.
For synthetic speech, in Experiment 1, as naturalness de-
creases, reaction time increases We speculate that the digit
task is too easy, and therefore listeners’ processing capacity is
not fully utilised. This leaves spare resources that can be allo-
cated to non-essential aspects of the listening task. As a con-
sequence, the listener is able to process more of the detailed
acoustic cues of synthetic speech and make a judgement about
naturalness. On the other hand, for lower quality synthetic
speech more resources could be utilised due to inconsistent or
missing acoustic cues.
For synthetic speech, in Experiment 2, as intelligibility de-
creases, reaction time increases In contrast to the digit task,
the linguistic (word) secondary task, in our opinion, fully
utilises all available resources, given that the listener must use
the same cognitive resources for both the primary and secondary
task. Therefore, no spare resources remain available for pro-
cessing non-essential acoustic details. With only limited re-
sources available, the listener can only execute the essential task
of decoding the words.

5. Conclusion
In conclusion, measuring listening effort of synthetic speech re-
mains a challenge. In situations where the cognitive load im-
posed by a secondary task is sufficiently high, speech synthe-
sizers with lower intelligibility require higher listening effort.
This has implications for real-world multi-tasking applications
such as speech synthesis heard by vehicle drivers.

On the other hand, when speech reaches ceiling intelligibil-
ity, like natural speech for example, the dual task paradigm ap-
pears to be measuring something else, possibly the level of sus-
tained attention. As speech synthesizers are indeed approaching
near-perfect intelligibility (albeit in quiet conditions only, thus
far), this points to new methods for evaluation.

Finally, it is clear that the choice of secondary task in the
dual-task paradigm is very important. Different aspects of the
synthetic speech appear to have an effect, depending on the type
of task chosen, notably linguistic vs. non-linguistic. In ongo-
ing work we are investigating pupillometry as a more sensitive
measure of listening effort [24].

6. Acknowledgements
This project has received funding from the EUs H2020 research
and innovation programme under the MSCA GA 67532 (the
ENRICH network: www.enrich-etn.eu).

7. References
[1] R. McGarrigle, K. J. Munro, P. Dawes, A. J. Stewart, D. R. Moore,

J. G. Barry, and S. Amitay, “Listening effort and fatigue: What ex-
actly are we measuring? A British Society of Audiology Cogni-
tion in Hearing Special Interest Group white paper,” International
journal of audiology, vol. 53, pp. 443–440, 2014.

[2] D. Kahneman, Attention and effort. Prentice-Hall Englewood
Cliffs, NJ, 1973, vol. 1063.

2846
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