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Abstract
We present a novel technique for rapid collection of sponta-
neous speech data over mobile phone channel using telephonic
community forums. Our public forum allows users to post au-
dio messages, listen to messages posted by others, post votes
and audio comments, and share content with friends through
subsidized phone calls. The entertainment aspects and sharing
features of the forum lead to its viral spread in Pakistan. Within
8 months, it reached 11,017 users and gathered 1,207 hours of
speech data comprising 57,454 audio-posts and 130,685 audio-
comments, spanning Urdu and 9 regional languages. We trained
an ASR using just 9.5 hours of the corpus to obtain 24.19%
WER. Community forums automatically overcome common
spontaneous speech data collection challenges like speaker re-
cruitment, natural speech elicitation, content diversity, informed
consent, sampling real-world ambient noise, and reach (for ge-
ographically remote linguistic communities). This technique
is especially useful for gathering speech corpora for under-
resourced languages hence enabling the development of speech
recognition, keyword spotting, speaker ID, and noise classifi-
cation systems (among others) for such languages. It also al-
lows rapid, automatic preservation of spoken languages and oral
aspects of culture. This technique can be extended to collect
speech data for endangered languages, oral cultures, and lin-
guistic minorities.
Index Terms: Mobile phone channel, spontaneous speech
corpus, automatic rapid corpus collection, speech recognition,
under-resourced languages, oral cultures, telephonic commu-
nity forums, preservation of language and oral culture.

1. Introduction
Recent years have seen a significant increase in the use of
speech technologies such as speech recognition and synthesis to
augment human machine interaction. Speech technologies find
their way in useful applications like speaker identification and
verification, audio forensics, threat preemption using keyword
spotting, and spoken dialog systems. Unfortunately such bene-
fits remain limited mostly to languages that are rich in linguistic
resources as most of these techniques require large amounts of
speech data for training. Further, such tools and techniques are
also highly language dependent and as a result could not be ef-
ficiently and reliably used cross-linguistically.

Speech corpus collection is a major challenge for under-
served languages. Speech systems typically require large
amounts of training data matching target usage in terms of
speech type, channel, environment, language, etc. This entails

collection of naturally spoken speech data matching these pa-
rameters, from speakers who might be low-literate, tech-shy,
and geographically remote. In addition, there are more specific
hurdles including (a) speaker recruitment and providing incen-
tives for their contributions, (b) speech elicitation ensuring natu-
ral pitch, tone, style, (c) content diversity, (d) informed consent,
and (e) read speech collection from people who cannot read.

Due to these hurdles, collection of speech corpora is a slow
and difficult process and such corpora are limited to a handful
for such languages. On the demand side, speech technologies
are very relevant in developing world context where speech-
based human computer interfaces over mobile phones are prov-
ing an effective tool for providing information access and con-
nectivity to people and overcoming literacy, tech naivety and
visual impairment hurdles of technology usage. Successful ex-
amples include information dissemination regarding health [1],
agriculture [2, 3], jobs [4], finance [5], public awareness [6]
and many other domains [7, 8, 9]. However, with all their ben-
efits, telephone-based speech services in developing countries
are mostly limited to spoken output and push-button (DTMF)
input from the user. While such situations could benefit from
a two-way spoken interaction (dialog systems), the lack of lin-
guistic resources to enable speech recognition, keyword spot-
ting and text-to-speech for the involved languages pose a major
hurdle. Languages facing extinction are an additional incentive
to expedite efforts of preservation.

This paper focuses on the use of speech interfaces over sim-
ple mobile phones to rapidly gather spontaneous speech cor-
pora. Speech over simple phones makes our platform inclusive
to low-literate, poor, tech-shy and geographically remote peo-
ple. Our telephonic community forum encourages people to
contribute diverse content covering unconstrained genres and
also allows them to explicitly share and comment on the posts.
Due to its viral and organic nature, the platform automatically
overcomes common speech data collection hurdles like reach,
speaker recruitment, natural speech elicitation, speaker incen-
tives, informed consent and topic diversity. This is achieved
as the platform spreads from person-to-person via shared (for-
warded) voice messages and offline discussions. Users are ex-
plicitly informed that the recorded data would be publically
available and will also be used for research purposes. Their
main incentive for using the service, and contributing speech
data, is social connectivity and entertainment. Topic diversity is
an outcome of the open-ended nature of the platform. As a re-
sult, within 8 months, and without any advertisement, we were
able to reach 11,017 users and gather 1,207 hours of sponta-
neous speech data from 4,678 speakers, comprising Urdu and
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Table 1: List of available Speech Corpora for Urdu, Pashto and Punjabi. None found for Sindhi and Saraiki. (* Estimated size is
calculated assuming 10 utterances per minute where not stated, ** Speech type is I: Isolated, R: Read, C: conversational)

Language Region Stated size Est. size (hrs)* Speech type** Channel # Speakers Public Vocabulary size Reference
Pashto Afgh/Pak 214 hrs 214 C Telephone - Y - [10]
Pashto - 150 hrs 150 C Telephone - N - [11]
Pashto Pak 34.3 hrs 34.3 C Radio - Y - [12]
Pashto - 34 hrs 34 C Mic - N 10K [13]
Pashto Pak 101 utt 0.1 I Mic 1 N 101 [14]
Pashto - 12 hrs 12 R+C Mic 80 N - [15]
Pashto Pak 8,050 utt 13.4 R Mic 50 Y 161 [16]
Pashto Pak 500 utt 1 I Mic 50 N 10 [17]
Punjabi Ind 6,000 utt 10 I Mic 6 N 200 [18]
Punjabi Ind 2,760 utt 5 I Mic 8 N 115 [19]
Punjabi Ind 2 hrs 2 I Mic 1 N 3085 [20]
Urdu Pak 45 hrs 45 R+C Mic+Tel 82 N 14K [21]
Urdu Pak 41.9 hrs 41.9 C Radio - Y - [12]
Urdu Pak 12,500 utt 21 I Mic 50 N 250 [22]
Urdu Pak 12 hrs 12 I Telephone 300 Y 139 [23]
Urdu Pak 5,200 utt 9 I Mic 10 N 52 [24]
Urdu Pak 3 3 R Mic 1 Y 7K [25]
Urdu Pak 200 utt 0.3 I Mic 10 N 20 [26]
Multiple Pak 1,207 hrs 1,207 C Telephone 4,678 N 20K+ (estimated) This work

9 other languages (see [27] for a detailed analysis of the vi-
ral spread and usage of the service). To our knowledge, this is
the first time spontaneous speech corpora for Punjabi, Sindhi
and Saraiki are being made available. Further, our Urdu cor-
pus is significantly larger (885 hours) than the ones currently
available (maximum size: 45 hours, Table 1). We present an
analysis of this corpus and show that it provides both phonetic
cover and balance for Urdu. Finally, in order to investigate if
the collected data is high quality enough to train speech sys-
tems, we used a very small subset of recordings (9.5 hours) to
train an Urdu speech recognizer and achieved a word error rate
of 24.19% (see Table 2. These are disparate Urdu corpora so
the WERs are not comparable but give an overall idea of Urdu
ASR accuracy). It is important to mention that collection of
speech data is only part of the corpus collection challenge and
its reliable annotation and transcription is required before it can
be used for practical speech processing tasks. Our focus in this
paper is only the rapid and automatic collection of hard-to-get
spontaneous speech data.

2. Related Work
Table 1 shows a break down of the speech corpora available for
Urdu, Punjabi and Pashto. We were unable to find any publicly
available speech corpora for Sindhi and Saraiki. In the rest of
this section we review available speech corpus collection tech-
niques that have been used for other languages.

While telephone speech corpora have been used for re-
search and development for more than two decades [32], meth-
ods for collecting them vary with target tasks such as lan-
guage/speaker/speech recognition [33, 34]. Gathering media
broadcasts [35] and read speech [36] have proven successful for
collecting large scale spoken language data. Another approach
is the use of smart phones. [37] collected over 3,000 hours of
transcribed speech corpora in 17 languages using a smart phone
app to record read speech. Similar apps were used by [38] to
collect upto 100 hours of speech data for 3 less-resourced lan-
guages; Basaa, Myene and Embosi. Smartphone-based speech
data collection is challenging for languages for which the ma-
jority of speakers is low-literate, poor and non-tech savvy. Such
populations either do not have access to smartphones or have
difficulty handling them. One of the early examples of using
Interactive Voice Response (IVR) for speech data collection is

by Lander et al. [39], who used prerecorded questions and
prompts to gather a data set of responses ranging from single
words to short topic-specific descriptions and up-to a minute
of unconstrained spontaneous speech by 200 different speak-
ers in 22 languages. Another relevant mechanism used to col-
lect the Fisher Corpus [40] relied on system initiated calls to
connect strangers. [41] created a community moderated voice
forum called Sangeet Swara using an approach similar to ours.
They focused on content belonging to three genres: jokes, songs
and poems, and reported a total of 5,376 voice posts by 1,521
callers.

3. User Interface and Deployment
We have reported the user interface and HCI aspects of a sub-
component of our social platform in [27]. User interaction with
the forum begins when a user places a missed call to our phone
number, i.e., they dial our number and hang up immediately as
it rings (see [27] for the interaction flowchart). Since this is
a common method in developing countries to signal call-back
requests, we used it to subsidize call costs. When the sys-
tem calls back, users are provided the options to record a new
voice post, listen to posts recorded by others, or check the sta-
tus (votes, comments) of their own previously recorded posts.
A sub-component of the platform allows users to record ques-
tions instead of messages. Users are informed that they should
avoid recording personal details like phone numbers, etc. as
the recordings would be made available to public and would
also be used for research purposes. Next, they are provided a
randomly chosen set of suggestions regarding genre of content
(e.g. discussions, grievances, news, jokes, poetry, songs, prob-
lems in their area etc.). Users are provided up to 60 seconds to
record their message or question. They can terminate earlier by
pressing #. Users are also asked to record their name (only once
for each user). Users who choose to listen to content posted
by others get to choose between hearing the recordings sorted
by popularity (more up-votes), recency, or a mixture of the two
(i.e. trending posts). After hearing each post, they are provided
the options to vote it up or down, to report abuse or to record an
audio comment. Users can also share their favorite posts with
friends by entering their phone numbers. These numbers are
called out by our system and the forwarded posts are played to
the recipients after telling them the name of the sender.
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Table 2: Summary of Urdu ASR systems

# Speakers Training
size (hrs)

Vocab Size
(# types) Speech Type Genre Channel Publicly

Available Technique Best WER Ref.

1 Multiple - 52 Isolated Frequently used words Mic No GMM/HMM 10.60% [24]
2 Single 3 6K Spontaneous Phonetically rich sentences Mic Partially GMM/HMM 18.80% [28]
3 Multiple 45 14K Spontaneous Interviews Mobile+Mic No GMM/HMM 68.80% [29]

4 Multiple 99 79K Read/prompted Broadcast news Mic No GMM/HMM
CMLLR+MPE 32.60% [30]

5 Multiple 9.5 139 Isolated District names Mobile Yes GMM/HMM 7.13% [31]
6 Multiple 9.5 5K Spontaneous Audio posts Mobile No SGMM/MMI 24.19% This work

The community platform was seeded via advertisement
over a popular entertainment-based IVR service [4] for a month.
Once seeded we have no subsequent control on the extent and
nature of the spread. Over the next 8 months, we received
389,587 phone calls (involving 11,017 users) and accumulated
57,454 posts (messages and questions) and 130,685 audio com-
ments contributed by 4,678 users. Over all, we accumulated
1,207 hours of audio data with 517 hours of posts and 690 hours
of comments.

4. Corpus Analysis
This section presents an analysis of the gathered corpus and de-
mographic details of our users based on telephonic surveys.

4.1. Content Annotation

Two annotators listened to a random sample of 14,228 posts
and 1,700 comments and annotated them for language, gender
and genre. A subset of recordings are also annotated in Urdu
Unicode to train an automatic speech recognition system. A
random sample of 103 recordings was annotated by both to con-
firm inter-annotator agreement. The inter-annotator agreement
around genre was found to be κ = 0.97 (Cohen’s kappa, de-
fined as κ = P (A)−P (E)

1−P (E)
, where P (A) is the proportion of

agreement and P (E) is the proportion of agreement by chance
[42]). Perfect agreement was found for the gender attribute.
Average annotation rate was 60 posts or comments in per hour.

4.2. Corpus Analysis and User Surveys

We calculated the distribution of languages in recordings based
on a random sample of 15,928 audio files (14,228 posts and
1,700 comments). From this we have estimated the number of
hours of speech of each language in our corpus. Table 3 shows
this distribution proportionally among the posts and comments.
Urdu is the most widely understood language in the country as
well as the interface language of our platfrom. We believe that
both these factors motivated our users to record content mostly
in Urdu. We also conducted telephonic surveys of 415 randomly
selected users of our platform and found that 66.49% of our
users preferred to communicate in their local languages (other
than Urdu) and only recorded content in Urdu so that wider
community can understand it. Of the 415 survey participants,
33.5% stated Urdu as their preferred language, 26% stated Pun-
jabi, 14.23% stated Pashto, 10.67% stated Saraiki, 7% stated
Balochi, while the remaining mentioned other local languages.
In our future deployments, we plan to experiment with modify-
ing the interface language to elicit more local language content.

In the sample of 15,928 audio files, 88.19% were found to
contain actual spoken content while 11.81% files were either
empty or contained recorded noise (users hesitating, coughing,
murmuring etc.) and silence. Of the files containing actual
recorded content, 93.18% were male recordings while the re-

Table 3: Distribution of languages in the corpus (estimated us-
ing a random sample of 15,928 recordings)

Language Weight Length (hrs) Language Weight Length (hrs)
Urdu 73.27% 885.07 Saraiki 0.42% 5.06
Unclear 15.07% 182.08 Sindhi 0.12% 1.39
Punjabi 7.33% 88.58 Balochi 0.01% 0.15
Pashto 2.04% 24.68 Hindko 0.01% 0.11
English 0.91% 10.99 Persian 0.01% 0.06
Arabic 0.81% 9.75 Other 0.00% 0.02

Figure 1: Distribution of age and education in survey

maining were female-contributed posts. Table 4 shows the di-
versity of genres of the posted content. 62.62% of the posted
content is prose, comprising discussions, arguments and ques-
tions. These span a wide variety of topics ranging from casual
greetings, discussions around current affairs and social prob-
lems, sayings and quotes, history, literature, sports, religion,
general knowledge, health, jokes, and movies. Next most fre-
quent category is content sung or recited by users e.g. recitation
of poetry, hymns and songs. A much smaller (0.8%) category
is content recorded by users from other devices, e.g. songs and
music recorded from a TV, radio or another mobile phone in the
background. 4.3% of the recorded files contained one or more
offensive words. We did not encounter a lot of code-switching
and only 1.8% posts contain words of more than one language.

Based on our telephonic surveys, we found that our users
are mostly low educated (N=274, Figure 1), young (N=206,
Figure 1) men (93%, N=276) with a large fraction (13%) hav-
ing no formal education. However, there were also a significant
number (32%) of users with more than 10 years of education.
75% (N=276) of survey participants owned simple or feature
phones, 21% used smart phones, while 4% owned both. 56%
(N=262) did not have access to internet.

4.3. Phonetic Cover and Balance

We phonetically transcribed 922 posts (N=77,190; V=4,473)
and compared their phonemic distribution with a large newspa-
per corpus (N=3,470,130; V=81,255). The posts provide pho-
netic cover and balance for all common Urdu phonemes (Figure
2). The missing phonemes were rh, lh, Õ, and Z that occurred 5,

Table 4: Distribution of genres

Genre f %
Prose (discussions and questions) 8,909 62.62
Poetry and hymns (recited by participants) 3,461 24.33
Silence and noise 1,017 7.15
Other 727 5.10
Prerecorded songs and music 114 0.8
Total 14,228 100

1023



Figure 2: Phonetic cover and balance

Table 5: WER with various models

Model Word Error Rate
GMM 30.52%
GMM + LDA + MLLT 29.74%
GMM + fMLLR 28.19%
SGMM + fMLLR 24.59%
SGMM + MMI 24.19%

5, 6 and 1,267 times in the news corpus respectively. This shows
that they are indeed very rarely used in Urdu.

5. Urdu Speech Recognition
To assess the usefulness of the gathered corpus, we trained a
speech recognition system for Urdu using a small subset of the
corpus. Our annotators transcribed 7,230 Urdu utterances (132
speakers, about 5 min/hr), constituting 9.5 hours of speech data
(Avg. SNR 7.73 dB). We split the data randomly into a training
set (6,500 segments, 8.5 hrs) and test set (730 segments, 1 hr).

5.1. Acoustic Model

We used Gaussian Mixture Model (GMM) and Subspace Gaus-
sian Mixture Model (SGMM) and applied Feature-space Maxi-
mum Likelihood Linear Regression (fMLLR) to make our mod-
els speaker adaptive [43]. We also used a sequence discrimina-
tive training technique, Maximum Mutual Information (MMI)
to improve word error rate. We trained all of our acoustic mod-
els using KALDI ASR toolkit [44]. All of our models are stan-
dard triphone models [45]. Our GMM system has 10K Gaus-
sians for 2K HMM states while SGMM system has 9K Gaus-
sians for 7K HMM states.

5.2. Language Model and Pronunciation Lexicon

We use a trigram language model with Kneser-Ney discounting,
based on training transcripts, built using SRILM toolkit [46].
Our LM has 74K tokens (5K types), an OOV rate of 3.64% and
perplexity of 37.04 on test data. We used PronouncUR [47] to
generate a pronunciation lexicon containing most of the popular
pronunciation variants of each word. It has 60 phonemes: 59 for
speech and 1 for modeling silence.

5.3. Results

The word error rates (WER) of various acoustic models are
shown in Table 5. For comparison, Table 2 shows the state-
of-the-art in terms of Urdu speech recognition systems.

6. Conclusion and Future Work
In this paper we show that telephonic community forums can
be effectively used to rapidly collect spontaneous speech data.
This technique overcomes common spontaneous speech data
collection challenges for under-resourced languages and low-
literate and non tech-savvy populations. We also presented an

analysis of the gathered speech corpus and its use for speech
recognition tasks. Telephonic community forums can also be
used for spoken language preservation as it involves collection
of large amounts of speech data. About 46% of the languages
spoken globally have no written form [48] and an estimated
43% of all world languages, spoken by 136 million people, have
been declared endangered, including 26 languages in Pakistan
and 197 languages in India [49]. As a next step, we plan to
provide regional language support to the platform to encourage
linguistic sub-communities via channels. We plan to use this
to try to collect speech data for endangered languages in South
Asia. We also plan to transcribe the remaining speech data that
we have gathered and get it annotated for prosody, accent, senti-
ment etc. This would enable localization of speech and natural
language resources and tools for Urdu and other languages of
South Asia. We also plan to release our trained models to facil-
itate further research.
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