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Abstract

This work presents a comparison based framework by exploit-
ing the self-similarity matrices matching technique to estimate
the speech intelligibility of cleft lip and palate (CLP) children.
Self-similarity matrix (SSM) of a feature sequence is a square
matrix, which encodes the acoustic-phonetic composition of the
underlying speech signal. Deviations in the acoustic character-
istics of underlying sound units due to the degradation of in-
telligibility will deviate the CLP speech’s SSM structure from
that of normal. This degree of deviations in CLP speech’s
SSM from the corresponding normal speech’s SSM may pro-
vide information about the severity profile of speech intelligibil-
ity. The degree of deviations is quantified using structural sim-
ilarity (SSIM) index based measure, which is considered as the
representative of objective intelligibility score. The proposed
method is evaluated using two parameterizations of speech sig-
nals: Mel-frequency cepstral coefficients and Gaussian poste-
riorgrams and compared with dynamic time warping (DTW)
based intelligibility assessment method. The propsoed SSM
based method shows better correlation with the perceptual rat-
ings of intelligibility when compared to DTW based method.
Index Terms: Cleft lip and palate speech, intelligibility, self-
similarity matrix, dynamic time warping.

1. Introduction
Cleft lip and palate (CLP) is one of the most common congen-
ital disorders of the oro-facial region. In this case, individuals
with CLP exhibits several speech-related disorders such as ar-
ticulation errors, hypernasality, and nasal air emission, which
lead to poor speech intelligibility [1–3]. Primary articulation
errors which affect the intelligibility are maladaptive compen-
satory articulation, nasalized consonants, weak pressure conso-
nants [4, 5]. The deviations in the articulatory pattern of sound
units lead to the significant deviations in acoustic-phonetic cues
of the underlying sentence.

In the clinical environment, speech-language pathologist’s
assess the speech intelligibility using perceptual evaluation
based subjective methods [6–8]. The subjective quantification
of intelligibility is generally carried out by evaluating the num-
ber of correctly uttered words/sentences among the total num-
ber of words/sentences used for the evaluation and/or overall
articulation capability of the CLP individual [5, 6, 9]. Percep-
tual evaluation is considered as the gold standard for intelligi-
bility assessment in the clinical setting; though, it has several
inherent shortcomings, e.g. biased judgment, need trained ex-
perts, and time-consuming process [5, 10]. Thus, an automatic
method to objectively quantify the speech intelligibility is al-
ways a requirement in this direction to assist the SLPs during
the diagnosis and therapy process.

Currently, researchers have explored automatic speech
recognition (ASR) based intelligibility measure for German and
Italian languages [4, 5]. In ASR based systems, word error
rate (WER) is considered to quantify the speech intelligibility
and found a high correlation with respect to SLPs perceptual
scores. Although ASR based systems provide high correlation,
a large amount of annotated data is needed to build acoustic
models and language models. Super-vectors based support vec-
tor regression is also explored to quantify the CLP speech in-
telligibility, without utilizing the transcribed speech data [11].
The comparison based approaches using dynamic time warping
(DTW) and self-similarity matrices (SSMs) are also explored
in other speech applications, where annotated dataset and su-
pervised models are difficult to obtain [12–15].

In ASR based methods, acoustic models are built using nor-
mative adult data using MFCC features and adapted for children
speech. The acoustic mismatch itself is a great challenge in
children ASR, and hence, intelligibility assessment using these
systems may not be very reliable for SLPs. Moreover, the gen-
eralization of these systems while porting from one language
to another for speech assessment may be difficult in case of
low resource scenario. In clinical settings, SLPs use specially
designed speech stimuli (sentences and words) to assess the
CLP speech intelligibility. Thus, a comparison based frame-
work which utilizes the knowledge about the acoustic-phonetic
composition of underlying speech stimuli may be helpful in this
regard. The attractiveness of comparison based approaches is
that they do not make any assumption about the underlying lin-
guistic information [16].

Motivated from the prior discussion, a framework based
on self-similarity matrices (SSMs) comparison between normal
and CLP speech for intelligibility assessment is proposed. SSM
based speech sequence comparison has been found very effec-
tive in the word discovery task [15, 17]. SSM’s spatial struc-
ture totally depends on the underlying sequence of acoustic seg-
ments (sound units) present in a particular sentence [15]. Thus,
in the degraded intelligibility, where acoustic-phonetic charac-
teristics of sound units are deviated, may lead to changes in the
SSMs structure that of normal speech. The deviations of CLP
speech’s SSMs are expected to correlate with the loss of speech
intelligibility. Structural similarity (SSIM) index [18] based im-
age comparison approach is applied to quantify the deviations
in the SSMs in the CLP speech. The proposed SSM based
measure is compared with DTW accumulated distance based
intelligibility measure. Two different features are explored in
this works to evaluate the effectiveness of the proposed system:
Mel-frequency cepstral coefficients (MFCCs) [19] and Gaus-
sian posteriorgrams [20].

The remainder of this paper is organized as follows: Sec-
tion 2 provides a brief description of the dataset used in this
work and sentence level perceptual evaluation of intelligibility.
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Table 1: Description of CLP and normal speakers

CLP Normal
# Total 41 40
# Female, # Male 16, 25 20, 20
Age (µ ± ρ) 8.79 ± 1.94 9.8 ± 1.42

Table 2: Correlations of the individual SLPs (raters) to the
mean of the other SLPs

SLPs (Rater) Mean to other raters
ρ p value κ

Rater DP 0.80 p < 0.001 0.61
Rater NI 0.79 p < 0.001 0.60
Rater GI 0.81 p < 0.001 0.63

Section 3 discussed the detailed methodology of the proposed
system. Experimental results and discussion about the perfor-
mance evaluation of proposed method are presented in section
4. Finally, Section 5 concludes the paper by providing the sum-
mary and future scopes of the work.

2. Database and Perceptual Evaluation

Speech samples of both CLP and normal groups used in this cur-
rent work are collected from All Indian Institute of Speech and
Hearing (AIISH), Mysore, India. All the children with the cleft
have undergone primary surgery and do not have other congen-
ital disorders and developmental problems. CLP children with
adequate language abilities are only considered for the study.
Normal children with matched age and gender, having proper
speech and language characteristics are served as controls for
the study. Description of the speakers is given in Table 1. Be-
fore the recording, ethical consent is obtained from the parents
of each group of speakers.

10 phonetically balanced sentences with rich in obstruent
consonants are used in this work for the performance evaluation
of the proposed algorithm, which is shown in Table 3. These
sentences are designed by SLPs of AIISH, Mysore for intelligi-
bility assessment of Kannada CLP individuals. Speech samples
are recorded in a sound-treated room using a directional micro-
phone (Bruel & Kjaer) with a sampling frequency of 44 kHz and
16−bit resolution on a mono channel. The microphone is kept
at a distance of 15 cm from each child while recording. For each
sentence, 2 − 3 sessions of recording are conducted for both
normal and CLP groups. The database consists of around 1000
CLP speech utterances, while around 1100 normal speech ut-
terances. Three SLPs of AIISH, Mysore who are having around
5 years of experiences in the field of CLP speech evaluation,
assess the sentence level intelligibility by perceptual evaluation
method. SLPs provide sentence level intelligibility score for
each sentence in the scale ranged from 0 to 3, where, ′0′ = near
to normal, ′1′ = mild, ′2′ = moderate, ′3′ = severe. Higher
rating value indicates loss of intelligibility, while lower value
′0′ indicates significantly better intelligibility which is close to
normal. To compare the agreement of rating Spearman rank
correlation coefficient (ρ) and Cohen’s kappa (κ) are computed
between the score of individual raters to mean of the respec-
tive other two raters. From the Table 2, it can be seen that the
intelligibility rating is quite reliable to consider as the ground
truth (p < 0.01). The median value of the three rater’s scores is
considered as the ground truth for the current work.

Table 3: Description of sentence level stimuli used for intelligi-
bility assessment (Written in IPA).

S1 kage kalu kap:u, S2 gita bega hogu, S3 dana dari tap:itu,
S4 ba:lu tabala barisu, S5 beãa kaãige odida, S6 sartita kattari taa,
S7 Sivana uru ka:Si S8 ÙaÙa Ùapati kodu, S9 paúa paúa bavuúa,
S10 taata tabala taa

3. Methods
In this section, a detailed discussion of the methodology of SSM
based intelligibility assessment is presented. The methodology
mainly comprises of three main components: the feature extrac-
tion, perform SSM based comparison, and intelligibility score
computation. A baseline system is also developed using dy-
namic time warping (DTW) method for intelligibility assess-
ment to compare with the proposed method.

3.1. Preprocessing and feature extraction

In this work, two features are evaluated for the intelligibility as-
sessment, namely (a) MFCCs and (b) Gaussian posteriograms.
Initially, all the speech samples are downsampled to 16kHz and
pre-emphasized with a factor of 0.97. The energy-based end-
point detection is applied to detect the starting and end points
of the sentences. Preemphasized speech signal lies between
the detected end-points are short-term processed by hamming
window of size 15 msec with a shift of 5 msec. As all the
speech samples are downsampled to 16kHz sampling frequency
(fs), 40 numbers of Mel filter banks are considered to compute
MFCC features. Along with base 13 dimensional MFCCs (ex-
cluding C0 coefficient), ∆ and ∆∆ of variants are also aug-
mented, which results 39 dimensional feature vector. The zero
mean and unit variance normalized is performed for each fea-
ture dimension before the further processing.

3.1.1. Gaussian posteriogram

Gaussian posteriogram (GP) is a vector of posterior probabil-
ities of each component Gaussian for each feature frame. GP
based representation provide speaker independent compact sta-
tistical representation of the speech signal [16, 20]. To map the
extracted feature vectors to GP for each sentence used in this
work, sentence specific speaker independent GMMs are build.
Since, 10 sentence level stimuli are used (see Section 2), 10
GMMs are trained from unlabeled normal speaker’s data. Later,
features computed from each sentence are mapped to the GP us-
ing the corresponding sentence specific GMM.

3.2. Self-similarity matrix based comparison

The SSM (ΦX ) of a given frame sequence F = [f1, f2, ..., fn]
is a square symmetric matrix, which is computed as,
ΦX(i, j) = d(fi, fj), where, d is any dissimilarity metric
between two frames fi and fj [17]. For MFCC feature eu-
clidean distance based dissimilarity measure is used, while for
GP based representations −log(GP1.GP2) is used. To get rid
of zeros while computing the log, a discounting based smooth-
ing strategy is applied as discussed in Refs. [15, 20]. It is
obvious that the diagonal elements of the SSMs are zero, i.e.
ΦX(i, i) = 0. The structure of an SSM of an utterance is com-
pletely depended on its underly sequence of acoustic-phonetic
units. The structure of SSM gives robust representation of
speech against different speech variabilities, such as, noise, and
speaker [15, 17]. The consistent similarities of SSMs for sen-
tence S1 (see Section 2) across two normal children (female
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and male) are shown in the Fig. 1(a) and (b) respectively. A dis-
tinct resemblance of shape patterns and local edges of both the
SSMs are observed, which are totally depended on the acous-
tic units composition in the sentence S1. Any distortions in
the acoustic-phonetic characteristics of the sound units due to
deviations in the articulatory precision or maladaptive compen-
sation will lead to change in SSM’s structure. In this work, the
deformation of SSM in CLP speech is intended to capture by
comparing SSM of the normal speech. The information of dis-
similarity may reveal the degree of loss of intelligibility in CLP
speech. Fig. 1(a-b), (c), (d), (e), and (f) show the SSMs of nor-
mal and four CLP speech utterances, i.e. near to normal, mild,
moderate, and severe intelligibility levels respectively. In this
case, GPs are used to generate the SSMs of the sentence S1,
where inner product based similarity measure is used to com-
pute the SSM for better visualization. It can be clearly seen
from the figure that structure of the SSMs of CLP speech utter-
ance is deviated more as the intelligibility degrades, due to the
deviations in the underlying acoustic-phonetic structure of the
utterance.

To capture the dissimilarity among reference SSM and test
SSM, initially, warping path (W (P ∗)) between the two frame
sequences (FR and FT ) is computed using DTW method. This
W (p) is used to warp FR and FT to F

′
R and F

′
T to obtain SSMs

of same sizes. SSIM index based measure is applied to compare
the two SSMs, considering them as the grey scale images.

3.3. Dynamic time warping based comparison

Dynamic time warping (DTW) is a method to estimate the
optimal match between two feature sequence by using dy-
namic programing [21]. Let FN = (fn1, fn1, ...., fnK) and
FC = (fc1, fc1, ...., fcM ) represent the feature sequences of
normal and CLP speech, respectively. Where, K and M cor-
responds to the number frames of normal and CLP speech, re-
spectively. The DTW distance matrix DK×M is computed us-
ing, DK×M (i, j) = d(fni , fcj ), where, d corresponds to any
dissimilarity measure between normal speech template fni and
CLP speech fcj . The best path in the distance matrix (DK×M )
is searched starting from (1, 1) and ending at (K,M ) using the
dynamic programming method, which provides minimal accu-
mulated distance. This accumulated distance is considered as
the estimated speech intelligibility score.

3.4. Intelligibility score estimation

As discussed in the section 2, 10 different sentence level stim-
uli are used in this work for the intelligibility assessment.
For each sentence level stimuli, we have considered 10 prop-
erly articulated reference utterances from the normal speech
data. Thus, 10 SSMs for each feature representation com-
prises the reference templates for each stimuli. Let’s consider,
[Xs

1(Fg), Xs
2(Fg), .., Xs

r (Fg), ..., Xs
10(Fg)], where 1 ≤ s ≤

10, be the reference SSMs of the sth stimuli for the feature Fg

(g ∈ {MFCCs,GP}). For the nth test SSM of normal or
CLP speech [Y jn(Fg)], corresponding to jth stimuli, where,
j ∈ {1, 2, ..., 10}, SSIM index based similarity metric with
respect to reference SSMs [Xj

r (Fg)]10r=1 is computed. Thus,
we have 10 dissimilarity values ([Djn

r (Fg)]10r=1) for that test ut-
terance of jth stimuli and mean of 10 dissimilarity values is
considered as the estimated intelligibility score (Ijn ) of corre-
sponding utterance. Hence,

Ijn(Fg) =
1

10

10∑

r=1

Djn
r (Fg) (1)

Table 4: Spearman rank correlation (ρ) between subjective in-
telligibility scores and SSM comparision based scores of sen-
tence S1 for different feature representations

# Features SSM based DTW based
ρ p ρ p

1 MFCCs −0.76 < 0.001 0.55 < 0.001
2 GPs −0.84 < 0.001 0.73 < 0.001

Table 5: Average of 10 individual sentence level correlations
for overall performance evaluation

# Features SSM based DTW based
ρ p ρ p

1 MFCCs −0.74 < 0.001 0.53 < 0.001
2 GPs −0.82 < 0.001 0.72 < 0.001

Similar procedure is followed for the DTW based method,
where 10 DTW distance scores for each test sentence from
10 reference template is averaged to compute the intelligibility
score for that sentence.

4. Experimental Results and Discussion
This section describes the experimental results and performance
evaluation of the proposed SSM comparison based intelligibil-
ity assessment method. Spearman rank correlation (ρ) between
SSM based dissimilarity scores and SLPs perceptual rating are
computed for the performance evaluation. The correlation be-
tween proposed objective intelligibility scores and subjective
intelligibility levels are considered initially for the sentence S1
and the results of both the methods are shown in the Table 4.
From the Table 4 it can be clearly observed that the correlation
values are relatively high for SSM based measure than DTW
based measure for both MFCCs and GP features respectively,
while comparing with perceptual assessment score. Least cor-
relation value is noted in case of MFCCs based DTW. Hence,
this measure may not be very reliable, which may be due to the
speaker variabilities embedded in MFCC templates. As GPs
provide a speaker independent template representation, the cor-
relation is improved in case GP based DTW. However, the SSM
is robust against the speaker variability which is very impor-
tant in the comparison based approaches. Hence, significant
improvement is achieved in MFCCs based SSM as compared to
MFCCs based DTW. GPs based SSM measure further increases
the correlation by adding more robustness against speaker vari-
abilities in a statistical sense, while retaining the phonetic infor-
mation.

Later, for 10 sentence level stimuli, correlations are ana-
lyzed with respect to perceptual scores, and average of 10 in-
dividual sentence level correlations are taken for overall sys-
tem evaluation. Table 5 shows the average correlation for all
the sentence level stimuli. Results show higher correlation in
case of GPs based SSM method with a correlation coefficient
of −0.82 than DTW based method. The advantage of SSM
based approaches is that it captures the dissimilarity among
mutual parts of the feature sequence which provides a unique
pattern in SSMs for underlying acoustic-phonetic composition.
Unlike DTW based approach, SSM based comparison method
can encode high information variability among compared pat-
terns by capturing the interaction between all parts of the utter-
ances [15, 17].

Though performance is evaluated in terms of computation
of correlation between perceptual assessment score and pro-
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Figure 1: SSMs structure for normal and CLP speech of sentence S1. (a) normal 1 (female), (b) normal 2 (male), (c) CLP intelligibility
level 0, (d) CLP intelligibility level 1, (e) CLP intelligibility level 2, and (f) CLP intelligibility level 3 respectively.
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Figure 2: Box plots of SSM based measure (a, b) and DTW
based measure (c, d) for different level of intelligibility in case
of sentence S1 for MFCCs and GP based features respectively.

Table 6: Results of MFCCs and GPs for both the methods
with mean (µ) values for different levels of intelligibility and
inter group KL divergence in case of sentence S1

Features SSM Based
(µ)

DTW Based
(µ)

Groups MFCCs GPs MFCCs GPs
Normal 0.85 0.86 0.092 0.03

0 0.70 0.71 0.18 0.10
1 0.52 0.54 0.31 0.21
2 0.46 0.45 0.29 0.23
3 0.19 0.18 0.58 0.64

Comparison between the groups (KL divergence)
Normal vs 0 3.55 2.67 3.05 7.61

0 vs 1 4.90 6.74 2.06 2.5
1 vs 2 0.98 2.04 0.29 0.19
2 vs 3 3.92 6.73 0.96 14.16

posed objective measure, it is important to see the significance
of inter-group discrimination (different intelligibility levels and
normal) capability. Qualitative discrimination among different
groups is shown using box plots for both the SSM based and
DTW based methods in Fig. 2. Values of both the intelligibility
measures are mapped in between 0 and 1 using min-max nor-
malization prior plotting for all the features. It can be observed
from the Fig. 2 that discrimination between groups is more in
case of GP based SSM method and least in case of MFCCs
based DTW. GP based SSMs method provide some discrimina-
tion among the groups 1 and 2, while others almost failed to dis-
criminate them. To quantify the discrimination, mean values of
the measures for each group are shown in the Table 6. Further,
Kullback-Leibler (KL) divergence among the groups is also
studied, apart from the mean analysis (see in Table 6) to quan-
tify. From both mean and KL divergence analysis, it is cleared
that for all the features both the SSM and DTW based measures
gives significant discrimination among normal Vs 0 and 2 vs 3.
However, discrimination among 0 vs 1 and 1 vs 2 is not sig-
nificant in case of DTW based measure. SSM based measure
significantly gives an improvement in terms of discriminating
the 0 vs 1 and 1 vs 2. The acoustic-phonetic deviations between
0 vs 1 and 1 vs 2 are very minute, which may not be captured
properly by the DTW based measure. Also, the MFCCs capture
significant amount of speaker variabilities, which is not able to

compensate while matching using DTW. However, SSM pro-
vides a robust unique representation of the underlying phonetic
content of the sentences and compensate the inherent speech
variabilities embedded in the MFCCs. Since, SSM structure is
robust against speaker variabilities, it only captures the distor-
tions related to acoustic-phonetic segments due to intelligibility
degradation and improves the performance.

It is expected that the proposed method may be helpful in
the diagnosis process of CLP individual for the low-resource
language context. A proper exploration of patterns in the
SSMs may give some insight about the localization of partic-
ular sounds misarticulation in the utterance. Though the pro-
posed method shows significant correlation with the perceptual
ratings, the complexity arises since separate acoustics models
are needed for individual sentences for GP based feature repre-
sentation.

5. Conclusion and future directions

In this paper, SSM based comparison framework is proposed
to objectively estimate the CLP children’s speech intelligibility.
The primary motivation of the work is to explore an unsuper-
vised way of estimating the speech intelligibility, which does
not make any explicit assumptions about the acoustic and lin-
guistic knowledges. MFCCs and GPs based feature representa-
tion are explored to evaluate the effectiveness of the proposed
method and compared to DTW based method. The estimated
objective intelligibility scores are compared with the perceptual
rating in terms of correlation analysis. SSM based method gives
significantly high correlation while evaluating with respect to
perceptual scores, compare to DTW based method. GP based
SSMs method provides the highest correlation with significant
discrimination among the different intelligibility groups.

In the future work, global intelligibility score of the CLP
children is planned to estimated with the help of sentence-level
scores. For better modelling of the acoustic units deep belief
network (DBN) based postriorgrams can be explored in future.
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