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Abstract 
Interview is a vital part of recruitment process and is especially 
challenging for the beginners. In an interactive and natural 
interview, the interviewers would ask follow-up questions or 
request further elaborations when they are not satisfied with the 
interviewee’s initial response. In this study, as only a small 
interview corpus is available, a pattern-based sequence to 
sequence (Seq2seq) model is adopted for follow-up question 
generation. First, word clustering is employed to automatically 
transform the question/answer sentences into sentence patterns, 
in which each sentence pattern is composed of word classes, to 
decrease the complexity of the sentence structures. Next, the 
convolutional neural tensor network (CNTN) is used to select a 
target sentence in an interviewee’s answer turn for follow-up 
question generation. In order to generate the follow-up question 
pattern, the selected target sentence pattern is fed to a Seq2seq 
model to obtain the corresponding follow-up question pattern. 
Then the word class positions in the generated follow-up 
question sentence pattern is filled in with the words using a 
word class table obtained from the training corpus. Finally, the 
n-gram language model is used to rank the candidate follow-up 
questions and choose the most suitable one as the response to 
the interviewee. This study collected 3390 follow-up question 
and answer sentence pairs for training and evaluation. Five-fold 
cross validation was employed and the experimental results 
show that the proposed method outperformed the traditional 
word-based method, and achieved a more favorable 
performance based on a statistical significance test.  
 
Index Terms: Interview system, follow-up question, 
convolutional neural tensor network, sequence to sequence 

1. Introduction 
In recent years, spoken dialogue systems (SDS) have been 
popular with the people who need some extra help, and have 
been extensively developed in a variety of areas, such as ticket 
booking, hotel reservations, interview coaching [1-4], etc. 
Among these applications, the interview coaching system 
attempts to simulate an interviewer to provide the mock 
interview to the users. In order to increase opportunities for 
people to practice interview skills, such as admission interview 
and job interview, many researchers engaged in the design and 
development of interview training systems [5-7]. Regarding the 
coaching systems with a fixed scenario, MACH [5] analyzed a 
user’s nonverbal behaviors, such as facial expressions, voice 
going up or down, head movements, smiling, and eye contact. 

At the end of a dialog flow, the system provided a summary 
feedback, indicating which nonverbal behaviors need to be 
improved. LISSA [6] helped people practice their 
conversational skills by having short conversations with a 
human like virtual agent and receiving real-time feedback on 
their nonverbal behavior. TARDIS [7] built a scenario-based 
serious-game simulation platform and aimed to improve the 
social skills of young people, with a focus on emotional 
computing. 

Although all of these coaching systems were used to 
improve people’s conversational skill, few of them considered 
the semantic representation of the interviewee’s responses and 
question generation based on the responses, and most of the 
interview process was pre-defined. It is important that a 
conversational interview coaching system should consider the 
semantic representation of the interviewee’s responses, and 
automatically generate ordinary and follow-up questions for the 
interview to proceed smoothly. Preferably, if the system can 
understand interviewee’s response and ask the follow-up 
questions accordingly, interviewee can practice their interview 
skills more realistically and effectively. Therefore, this study 
focuses on how to encode the interviewee’s response into a 
semantic representation and how to generate the follow-up 
questions based on the interviewee’s response, as shown in 
Figure 1. The main contributions of this study are summarized 
as follows. First, this study uses CNTN-based sentence 
selection model to select the most appropriate sentence of 
interviewee’s response as the target sentence. Second, based on 
the selected target sentence, this study generates appropriate 
follow-up questions to make the coaching system more lively 
and realistically based on a small interview corpus. As there are 
only a small interview corpus available, this study adopts 
sentence patterns to represent the sentences with similar 
sentence structures. Third, this study uses seq2seq-based model 
to generate a follow-up question pattern, and then convert the 
follow-up question pattern into the final follow-up question 
based on word filling. Finally, the n-gram language model is 
used to rank the generated candidate follow-up questions to 
choose the most suitable one as the response to the interviewee. 

2. MHMC-IV Database Collection 
In order to construct an interview coaching system, we invited 
forty participants to collect the interview database. The question 
types and topics for the interviews were related to the entrance 
admission of graduate students. During database collection, 
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every two participants, one serving as the interviewer and the 
other as the interviewee, had the freedom to complete the 
interview without using predesigned questions. The 
interviewee was assigned a random identity background to 
simulate the real situation. In the collected interview corpus, 
there were two different questions, namely, ordinary questions 
and follow-up questions. Ordinary questions were the questions 
not related to the previous question or interviewee’s previous 
response, while the follow-up questions were asked based on 
the interviewee’s previous response to elaborate the initial 
response. Finally, 260 dialogs with 1754 ordinary questions and 
3390 follow-up questions were collected to form the MHMC-
IV database, as shown in Table 1. For data analysis, this study 
divides the follow-up questions asked by the interviewer into 
16 types [8], and the follow-up question distribution of the 16 
question types is shown in Figure 2. 

3. System Framework 

3.1. Sentence Pattern Generation and Word Embedding 

The traditional way to generate interview questions is to use a 
set of well-defined sample questions. Because the interviewee’s 
response is volatile for the same question, it is difficult to define 
all the sample follow-up questions in the database collected for 
the interview coaching system. Accordingly, this study adopts 
the word clustering method for automatic sentence pattern 
generation. For word clustering, we first use Jieba (the Chinese 
word segmentation tool) [9] for word segmentation of all the 
sentences in the MHMC-IV database. A total of 7,132 words 
were obtained from the MHMC-IV database. 

For word clustering, the relations between contextual words 
are considered for word similarity estimation. We calculate the 
word similarity score as follows. 
 

S(𝑤𝑤1,𝑤𝑤2) =
𝐹𝐹𝑝𝑝 × 𝛼𝛼 + 𝐹𝐹𝑐𝑐 × 𝛽𝛽 + 𝐹𝐹𝑠𝑠 × 𝛾𝛾

𝛼𝛼 + 𝛽𝛽 + 𝛾𝛾  
(1) 

 
where 𝑤𝑤1 and 𝑤𝑤2 are the words in MHMC-IV database; α, β, 
and γ are the weights for similarity combination from different 
similarity measures, and the value of the weight lies between 0 
to 1; 𝐹𝐹𝑝𝑝, 𝐹𝐹𝑐𝑐  and 𝐹𝐹𝑠𝑠  are the preceding word score, center word 
score, and succeeding word score, respectively. The equation 

used to calculate the three scores 𝐹𝐹𝑝𝑝 , 𝐹𝐹𝑐𝑐 ,  and 𝐹𝐹𝑠𝑠  is depicted as 
follows. The three scores are estimated using the same equation. 

Table 1: Details of the MHMC-IV database. 

 Total 
Number of turns 5144 
Average number of turns 19.7 
Average number of ordinary/follow-up turns 6.7/13.0 
Average number of sentences in each answer 3.84 
Interview time (minutes) per interview 20 
 

 
Figure 2: Follow-up question distribution. 

 

𝐹𝐹𝑝𝑝 =
∑ ∑ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑝𝑝1,𝑖𝑖 , 𝑝𝑝2,𝑗𝑗)𝐽𝐽

𝑗𝑗=1
𝐼𝐼
𝑖𝑖=1

𝐼𝐼 × 𝐽𝐽  (2) 

 
where 𝑝𝑝1,𝑖𝑖  is the 𝑆𝑆𝑡𝑡ℎ preceding word with respect to 𝑤𝑤1; 𝑝𝑝2,𝑗𝑗  is 
the 𝑗𝑗𝑡𝑡ℎ preceding word with respect to  𝑤𝑤2; I is the number of 
preceding words of 𝑤𝑤1; J is the number of preceding words of 
𝑤𝑤2. The word similarity between 𝑝𝑝1,𝑖𝑖  and 𝑝𝑝2,𝑗𝑗   represented as 
𝑆𝑆𝑆𝑆𝑆𝑆(𝑝𝑝1,𝑖𝑖 , 𝑝𝑝2,𝑗𝑗) is calculated by Eq. 3. 
 

𝑆𝑆𝑆𝑆𝑆𝑆(𝑝𝑝1,𝑖𝑖 , 𝑝𝑝2,𝑗𝑗) =
𝑑𝑑

𝑑𝑑 + 𝐿𝐿 (3) 

 
where d is the depth from the root node to parent node of 𝑝𝑝1,𝑖𝑖 
and 𝑝𝑝2,𝑗𝑗 in E-HowNet [10], and L is the shortest path between 
𝑝𝑝1,𝑖𝑖  and 𝑝𝑝2,𝑗𝑗  in E-HowNet. Thus, we can construct a word 
similarity matrix. Finally, we use the affinity propagation-
clustering algorithm [11] to cluster the words automatically 

 
Figure 1: The block diagram of the proposed follow-up question generation system. 
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without predefining the number of clusters. At last, the values 
of α , β  and γ  are empirically chosen as  0.05, 0.9, 0.05, 
respectively. 

Based on word clustering, we then generate a word class table. 
It contains 1140 word classes and 7,132 words. After we have the 
word class table, we transfer all of sentences in MHMC-IV 
database into sentence patterns by looking up the word class table. 
Therefore, we can generate sentence patterns without predefining 
sentence templates or rules.  

Then we combine Chinese Gigaword database [12] and 
MHMC-IV database to train a GloVe-based [13] word 
embedding model. The Chinese Gigaword contains about 1.12 
billion Chinese characters, including 735 million characters from 
Taiwan’s Central News Agency, and 380 million characters from 
China’s Xinhua News Agency [12]. GloVe is an unsupervised 
learning algorithm for obtaining vector representations of the 
words. The GloVe model is trained on the non-zero entries of a 
global word-word co-occurrence matrix, which tabulates how 
frequently words co-occur with one another in a given corpus 
[13]. Finally, each word class is represented as a 300-dimensional 
word embedding vector in this study. 

3.2. CNTN-based Sentence Selection Model 

When the interviewee’s response contains many sentences, it is 
a challenge to find the most appropriate one as the target 
sentence for follow-up question generation. This study uses the 
CNTN-based [14] sentence selection model to slove the 
problem. The CNTN is composed of a convolutional neural 
network (CNN) [15] and a neural tensor network (NTN) [16], 
as shown in Figure 3. The CNN is used to encode the sentences 
of the question and the response, and the NTN is used to learn 
the relationship between the question and the response 
sentences. Given a sentence s, we use GloVe algorithm [13] to 
obtain the word embedding vector 𝐰𝐰𝑖𝑖 ∈ ℝ𝑛𝑛𝑤𝑤 for each word w 
in sentence s. Then we take the word vector 𝐰𝐰𝑖𝑖 to obtain the 
input matrix 𝐬𝐬 ∈ ℛ𝑛𝑛𝑤𝑤×𝑙𝑙𝑠𝑠, where 𝑙𝑙𝑠𝑠 denotes the sentence length. 
Next, a convolutional layer is obtained by convolving a matrix 
of weights 𝐦𝐦 ∈ ℛ𝑛𝑛×𝑚𝑚  with the matrix of activations at the 
layer below, where m is the filter width. Given a value k and a 
row vector 𝐩𝐩 ∈ ℛ𝑝𝑝 , we use k-max pooling to select the 
subsequence 𝐩𝐩𝑚𝑚𝑚𝑚𝑚𝑚

𝑝𝑝  of the k highest values of p. The k-max 
pooling operation makes it possible to pool the k most active 
features in p. The final output of CNN is a vector 𝐯𝐯𝑠𝑠 ∈ ℛ𝑛𝑛𝑠𝑠, 
which represents the embedding of the input sentence s. Given 
a sentence of interviewee’s response q and a sequence r where 
r is formed by q and interviewee’s response in sequence, we can 
model 𝐯𝐯𝑞𝑞  and 𝐯𝐯𝑟𝑟  by using CNN. Then the tensor layer 
calculates the relevance score of a question-response pair by Eq. 
4. 
 

 
where f is a standard nonlinearity applied element-wise, 𝐕𝐕 ∈
ℛ𝑚𝑚×2𝑛𝑛𝑠𝑠 , 𝐛𝐛 ∈ ℛ𝑚𝑚 , 𝐮𝐮 ∈ ℛ𝑚𝑚 , 𝐌𝐌[1:𝑚𝑚] ∈ ℛ𝑛𝑛𝑠𝑠×𝑛𝑛𝑠𝑠×𝑚𝑚  is a tensor and 
the bilinear tensor product 𝐕𝐕𝑞𝑞𝑇𝑇𝐌𝐌[1:𝑚𝑚]𝐯𝐯𝑟𝑟 results in a vector ℎ ∈
ℛ𝑚𝑚, where each entry is computed by one slice 𝑆𝑆 = 1, … , 𝑎𝑎 of 
the tensor ℎ𝑖𝑖 = 𝐕𝐕𝑞𝑞𝑇𝑇𝐌𝐌𝑖𝑖𝐯𝐯𝑟𝑟. 

In this study, we select the sentence with the highest relevance 
score from the interviewee’s response as the target sentence for 
follow-up question generation by using the CNTN-based target 

sentence selection model. The selected sentence is then used for 
generating follow-up question pattern. 
 

 
Figure 3: CNTN-based Target Sentence Selection Model. 

3.3. Follow-up Question Pattern Generation 

The LSTM-based seq2seq model [17] used to generate a 
sequence with respect to the input sequence is an unsupervised 
machine learning method. In this study, we use the LSTM-
based seq2seq model to learn the relationship between the 
selected target sentence pattern and the follow-up question 
pattern. The seq2seq model consists of two LSTMs: an encoder 
and a decoder. The encoder encodes the input sequence into a 
context vector. The decoder cell initializes the value of the first 
hidden vector with the context vector. In the seq2seq model, an 
encoder transforms the selected sentence, 𝐱𝐱 = (𝑥𝑥1, … , 𝑥𝑥𝑇𝑇), into 
a vector 𝑐𝑐. The hidden output and encoder output are calculated 
by Eq. 5 and Eq. 6. 
 

 
where ℎ𝑡𝑡𝑒𝑒 ∈ ℝ𝑛𝑛 is a hidden state of the encoder at time t, and 𝑓𝑓 
and 𝑞𝑞 are nonlinear functions. The decoder is often trained to 
predict the next word 𝑦𝑦𝑡𝑡′  given the context c and all the 
previously predicted words {𝑦𝑦1, … ,𝑦𝑦𝑡𝑡′−1}. 
 

 
where 𝐲𝐲 = (𝑦𝑦1, … ,𝑦𝑦𝑇𝑇) . With a decoder, each conditional 
probability is modeled as 
 

 
where 𝑔𝑔 is a nonlinear function, and  ℎ𝑡𝑡𝑑𝑑 is the hidden state of 
the decoder at time t.  
     In this study, we use the seq2seq with attention model which 
consists of a bidirectional LSTM as an encoder and a decoder 
to generate follow-up question pattern, as shown in Figure 4. In 
Figure 4, 𝑐𝑐𝑖𝑖  is the context vector, 𝛼𝛼𝑖𝑖𝑗𝑗  is the weight of each 
annotationℎ𝑡𝑡𝑒𝑒 , and 𝑒𝑒𝑖𝑖𝑗𝑗  is an alignment model to estimate the 
matching scores between the input around position j and the 
output at position i. 

3.4. Candidates Ranking 

After generating the follow-up question pattern, we fill the 
related words into the word class positions in the follow-up 

( ) [1: ]s , f qT T a
q r

r

q r
  

= + +     
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v
 

(4) 

ℎ𝑡𝑡𝑒𝑒 = 𝑓𝑓(𝑥𝑥𝑡𝑡 , ℎ𝑡𝑡−1𝑒𝑒 ) (5) 
𝑐𝑐 = 𝑞𝑞({ℎ1𝑒𝑒 , … , ℎ𝑇𝑇𝑒𝑒 }) (6) 

𝑝𝑝(𝐲𝐲) = �𝑝𝑝(𝑦𝑦𝑡𝑡|�𝑦𝑦1, … ,𝑦𝑦𝑡𝑡−1�, 𝑐𝑐)
𝑇𝑇

𝑡𝑡=1

 (7) 

𝑝𝑝�𝑦𝑦𝑡𝑡��𝑦𝑦1, … ,𝑦𝑦𝑡𝑡−1�, 𝑐𝑐� = 𝑔𝑔(𝑦𝑦𝑡𝑡−1, ℎ𝑡𝑡𝑑𝑑, c) (8) 
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question sentence pattern according to the constructed word 
class table. As there are many candidate questions after word 
filling, this study uses the n-gram SriLM toolkit to choose the 
best question as the interviewer’s question. SriLM is a 
statistical language model (LM) which calculates co-
occurrence probability between words and finds the best 
sentence according to co-occurrence probability, as shown in 
Figure 5. 
 

 
Figure 4: LSTM-based Sequence-to-sequence with Attention. 

 

 
Figure 5: Illustration of candidate ranking based on SriLM 
language model. 

4. Experimental Results 

4.1. Effect of Hidden Node Number and Tensor Dimension 
for Sentence Selection 

In this experiment, five participants were asked to annotate the 
relevance type (positive or negative) between each sentence in 
the interviewee’s response and the entire interviewee’s 
response. We selected the data annotated with the same 
relevance type by more than three participants. Finally, the total 
numbers of the sentences for relevance and irrelevance were 
2,817 and 2,346, respectively. We evaluated the sentence 
selection accuracy for using CNTN and traditional TF-IDF 
methods based on the five-fold cross validation method. 

The experimental results show that the accuracy of the 
method using TF-IDF was 80.8%, and the accuracy of the 
proposed CNTN achieved 88.0% when the tensor dimension 
was 5, and the number of CNN filters was 16. We used these 
experimental results for the subsequent experiments. 

4.2. Pattern-based vs. Word-based methods in response 
generation 

In this experiment, the BLEU (bilingual evaluation understudy) 
score [18] was adopted to evaluate the performance of the 
traditional method and the proposed pattern-based method with 
language model. The BLEU score is a measure for evaluating 
the quality of text that has been machine-translated from one 
natural language to another. We also compared the proposed 

pattern-based method with the template matching method and 
the beam search method. In the template matching method, we 
calculated the BLEU score to find a suitable template out of the 
114 templates obtained from the MHMC-IV corpus. We then 
used the selected templates for word filling and candidate 
ranking based on an n-gram language model. The beam search 
is a heuristic search algorithm that explores a graph by 
expanding the most promising node in a limited set. 

Table 2 shows the BLEU score of the traditional method 
and the proposed methods. The best accuracy was obtained 
using the proposed method compared to the template matching 
method and the beam search method. The results show that the 
proposed method as an objective measure of question 
generation was better than the result obtained using the 
traditional word-based method with the small MHMC-IV 
database. 

Table 2: Experimental results of the word-based and 
the proposed methods. 

Method BLEU 
Word-based Baseline Method 0.133 
Pattern-based + LM 0.260 
Pattern-based + LM + Beam Search 0.263 
Pattern-based + Template Matching + LM + Beam 
Search 0.316 

5. Conclusions 
This work presents an approach to follow-up question 
generation using the integration of CNTN, seq2seq model and 
n-gram language model. First, word clustering is employed to 
automatically transform the question/answer sentences into 
sentence patterns. Next, the CNTN model is used to select a 
target sentence in an interviewee’s answer turn. The selected 
target sentence pattern is fed to a seq2seq model to obtain the 
corresponding follow-up question pattern. Then the generated 
follow-up question sentence pattern is filled with the words 
using a word class table to obtain the candidate follow-up 
questions. Finally, the n-gram language model is used to rank 
the candidate follow-up questions and choose the most suitable 
one as the response to the interviewee. For evaluation, five-fold 
cross validation was used. The experimental results show that 
the difference between TF-IDF method and the proposed 
method in terms of sentence selection was very significant. In 
terms of objective measures, the proposed method achieved a 
better BLEU score compared to some traditional methods. The 
generated follow-up questions using the proposed method is 
more informative and has greater variety than the traditional 
methods. 

There are several issues needed to be further explored in the 
future. First, this study calculates the word similarity for word 
clustering through looking up the E-HowNet. However, some 
words are not included in E-HowNet, which requires word 
clustering manually. We hope to design an automatic word 
clustering method in the future. This will save the time and 
result in higher word clustering accuracy. Second, this study 
uses the template matching method to ensure the semantics of 
the response but lack the variability. Therefore, determining 
how to generate more informative, relevant, and lively follow-
up questions is an issue that still requires effort. 
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