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Abstract
We propose a new excitation source signal for VOCODERs
and an all-pass impulse response for post-processing of
synthetic sounds and pre-processing of natural sounds for
data-augmentation. The proposed signals are variants of
velvet noise, which is a sparse discrete signal consisting
of a few non-zero (1 or -1) elements and sounds smoother
than Gaussian white noise. One of the proposed variants,
FVN (Frequency domain Velvet Noise) applies the procedure
to generate a velvet noise on the cyclic frequency domain
of DFT (Discrete Fourier Transform). Then, by smoothing
the generated signal to design the phase of an all-pass filter
followed by inverse Fourier transform yields the proposed
FVN. Temporally variable frequency weighted mixing of FVN
generated by frozen and shuffled random number provides a
unified excitation signal which can span from random noise to
a repetitive pulse train. The other variant, which is an all-pass
impulse response, significantly reduces “buzzy” impression
of VOCODER output by filtering. Finally, we will discuss
applications of the proposed signal for watermarking and
psychoacoustic research.
Index Terms: speech processing, speech synthesis, voice
excitation source, all-pass filter, voice quality

1. Introduction
The Velvet noise is a sparse discrete signal which consists
of fewer than 20% of non-zero (1 or -1) elements. The
name “velvet” represents its perceptual impression. It sounds
smoother than Gaussian white noise [1, 2]. We found that
the frequency domain variants of velvet noise provide useful
candidates for the excitation source signals of synthetic speech
and singing [3]. They can replace excitation source signal
models [4–7] for VOCODERs [4, 8, 9] and provide a unified
design procedure of mixed-mode excitation signals. The
proposed frequency variant of the velvet noise is also an impulse
response of an all-pass filter [10]. The all-pass filter use of
the frequency domain variant provides an effective and easy
way for reducing “buzzy” impression of VOCODER speech
sounds. The impulse response of the variant is also a TSP
(Time Stretched Pulse) and applicable to information hiding
for tampering detection. This article introduces the frequency
domain variants of velvet noise and discusses their use in speech
signal processing including singing and speech synthesis.

2. Background and related work
How to analyze and generate the random component for
synthetic voice has been a difficult problem [5, 7, 11, 12]. In

addition to this difficulty in analysis and synthesis, auditory
perception introduces another difficulty. It is the significant
variation of the masking level of a burst sounds within one pitch
period [13]. The reference suggests that two synthetic speech
sounds having 20 dB SNR difference provide perceptually
equivalent SNR impression in a specific condition. The
characteristic buzziness also has been a source of severe
degradations in analysis-and-synthesis type VOCODERs. This
degradation is made worse in statistical text-to-speech systems
[14]. Although WaveNet [15] effectively made this problem
disappear, a flexible and general purpose excitation signal will
be beneficial for interactive and compact applications.

There have been many studies for solving these quality
related problems. Multi-band excitation is useful for improving
VOCODED sound quality [16]. However, direct mixing
of pulse and colored noise still cannot solve the “buzzy”
impression problem. Multi-pulse excitation and CELP [17, 18]
are also effective for reducing the “buzzy” impression and
voice quality enhancement. However, it is not easy to design
appropriate multi-pulse for parameter manipulation, which is
necessary for VOCODER-based speech conversion.

One efficient method for reducing the “buzzy” impression
is to randomize the phase. Group delay manipulation
used in legacy-STRAIGHT was successful for reducing this
impression [4]. The log domain pulse model (LDPM) also
uses phase manipulation [7]. However, such manipulation
results smearing of the signal in the time domain. Although
time windowing solves this smearing problem, it introduces
other problem, power spectral modification due to the statistical
fluctuation of the truncated signal. An element signal of
the proposed FVN (Frequency domain Velvet Noise) has
an excellent time-frequency localization made possible by
a six-term cosine series introduced for antialiasing glottal
excitation models [19]. Also, because it is an all-pass filter’s
impulse response, it is free from statistical fluctuation in power
spectrum of the processed signal.

The primary focus of this article is to propose FVN
and to introduce its prospective applications. We are
planning objective and subjective evaluation of FVN in various
applications for the next step. Organization of this article is as
follows: The next section briefly introduces the original velvet
noise. The following section discusses phase modification
using shaping functions which are localized both in the time
and the frequency domain. Then, applying similar procedure
used in the velvet noise to the phase modification introduced
in the preceding section to define FVN. The following section
discusses three aspects of FVN useful for applications and
introduces several representative examples. Finally, we discuss
on prospective applications in speech processing as well
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as application to fundamental research on human auditory
processing.

3. Velvet noise
The velvet noise was designed for artificial reverberation
algorithms. It is a randomly allocated unit impulse sequence
with minimal impulse density vs. maximal smoothness of the
noise-like characteristics. Because such sequence can sound
smoother than the Gaussian noise, it is named “velvet noise.” [1]

The velvet noise allocates a randomly selected positive
or negative unit pulse at a random location in each temporal
segment [1, 2]. Let Td represent the average pulse interval in
samples. The following equation determines the location of the
m-th pulse kovn(m). The subscript “ovn” stands for “Original
Velvet Noise.” It uses two sequences of random numbers
r1(m), and r2(m) generated from a uniform distribution in
(0, 1).

kovn(m) = ||mTd + r1(m)(Td − 1)||, (1)

where the rounding function || • || returns the nearest integer.
The following equation determines the value of the signal
sovn(n) at discrete time n.

sovn(n) =

{
2||r2(m)|| − 1 n = kovn(m)
0 otherwise . (2)

With the pulse density higher than 3,000 pulses per second,
OVN sounds like a white Gaussian noise and provides a
smoother impression. Supplemental media consists of OVN
examples.

4. Frequency domain variant of velvet noise
The discrete Fourier transform of a velvet noise sequence
closely approximates a complex Gaussian random sequence.
The discrete Fourier transform of the filtered velvet noise
provides a complex Gaussian noise on the frequency axis with
the filter shape weighting. Using the duality of the frequency
and the time of Fourier transform, we apply filtered velvet noise
to design phase of the all-pass filter. The impulse response
of this all-pass filter is the element of the proposed FVN.
The element has the temporally localized envelope and random
waveform. The key design issue is the shape of the function to
manipulate the phase.

4.1. Unit of phase manipulation
We use a set of cosine series functions for manipulating
the phase because it is easy to implement well-behaving
localization [19, 20]. This section investigates relations
between phase manipulation and the impulse response of
the corresponding all-pass filter. Let wp(k, B) represent a
phase modification function on the discrete frequency domain.
The following equation provides the complex-valued impulse
response h(n; kc, B) of the all-pass filter.

h(n; kc, B) =
1

K

K−1∑

k=0

exp

(
2knπj

KN
+ jwp(k − kc, B)

)
, (3)

where kc represents the discrete center frequency, and B
defines the support of wp(k, B) in the frequency domain (i.e.
wp(k, B) = 0 for |k| > B). The symbol of the imaginary unit
is j =

√
−1 and N represents the number of DFT bins.

We tested four types of cosine series. They are Hann,
Blackman, Nuttall, and the six-term cosine series used in [19].
The Nuttall’s reference [20] provides a list of coefficients of the
first three functions and the design procedure. The following
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Figure 1: The absolute value of the impulse response of all-pass
filters made from unit phase manipulation using cosine series
shapes (left plot). An example impulse response of using the
six-term series (right plot).

cosine series defines these functions. Let define Bw = B/M
as nominal bandwidth.

wp(k, B) =

M∑

m=0

a(m) cos

(
πkm

B

)
, (4)

where M represents the highest order of the cosine series.
Figure 1 shows examples of this phase manipulation effects.

We found that the six-term cosine series provides the best
localization behavior. The six-term series has practically no
interference due to sidelobes. We decided to use this six-term
series afterward. The coefficients of the six-term series are
0.2624710164, 0.4265335164, 0.2250165621, 0.0726831633,
0.0125124215, and 0.0007833203 from a0 to a5. The sidelobes
have the highest level of -114 dB and the decay rate of
-54 dB/oct.

4.2. Phase manipulation unit allocation using velvet noise

By adding unit phase manipulation wp(k − kc, B) on a set
of center frequencies kc obeying the design rule of velvet
noise yields the filtered velvet noise in the frequency domain.
The following equation defines the allocation index (discrete
frequency) kc = kfvn(m) where subscript “fvn” stands for
Frequency domain Velvet Noise.

kfvn(m) = ||mFd + r1(m)(Fd − 1)||, (5)

where Fd represents the average frequency segment length.
Each location spans from 0 Hz to fs/2. Let K represent a set
of allocation indices kfvn(m). The following equation provides
the phase ϕfvn(k) of this frequency variant of velvet noise.

ϕfvn(k) =
∑

kc∈K
sfvn(kc) (wp(k−kc, B)−wp(k+kc, B)) , (6)

sfvn(m) = (2||r2(m)|| − 1) ϕmax (7)

where k spans discrete frequency of a DFT buffer, which has a
circular discrete frequency axis and the parameter ϕmax defines
the magnitude of phase manipulation. The second term inside
of parentheses of Eq. 6 is to make the phase function have the
odd symmetry concerning 0 Hz and fs/2.

The inverse discrete Fourier transform of this all-pass filter
provides an impulse response. It is the unit signal hfvn(n) of
the proposed FVN.

hfvn(n) =
1

K

K−1∑

k=0

exp

(
2knπj

KN
+ jϕfvn(k)

)
. (8)
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Figure 2: An example of the phase (left plot) and the
corresponding impulse response (right plot) of the designed
all-pass filter using the six-term cosine series.
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Figure 3: RMS (Root Mean Squared) value of the impulse
response (left plot) and the design parameter B and the
duration (right plot).

Figure 2 shows an example of the designed phase of
the all-pass filter and the corresponding impulse response.
The impulse response is temporally localized, and the phase
behaves like a smoothed random sequence. (This example uses
44,100 Hz sampling frequency, Fd = 40 Hz, B = 200 Hz, and
ϕmax = π/2 radian.)

Figure 3 shows the simulation results of generated 5,000
FVN units. The left plot shows the RMS (Root Mean Squared)
value of the impulse response. The legend shows the support
length B of the smoother wp(k, B). The right plot shows
the relation between the support length B and the duration
of the impulse response. These indicate that we can set the
desired duration σt of the FVN by assigning the B using these
simulation results.

B =
0.522

σt
, where σ2

t =
〈
t2h2

fvn(t)
〉

(9)

4.3. Frequency dependent duration control

FVN generated by the procedure in the previous section has
a constant temporal duration in each frequency range. It is
desirable to introduce frequency-dependent temporal duration,
for example, to implement voiced fricatives. This section
introduces a variant of FVN which has frequency dependent
temporal duration. We call this variant as FFVN (Frequency
dependent Frequency domain Velvet Noise).

The duration of the generated FVN is proportional to
the frequency width of the smoothing function. It suggests
that by locally warping the target frequency axis implements
frequency-dependent duration. Let’s define a normalized
frequency weighting function g(f) = Bwtgt(f)/Bmax, where
Bwtgt(f) represents the target duration at frequency f , and
Bmax represents the maximum target duration. The following

Figure 4: Implementation of frequency dependent duration
control using frequency axis warping. A generated phase
function ϕfvn(ν) shown on the left using a constant B is
converted to the modified phase function ϕmod(f) shown on
the bottom, which corresponds to the frequency dependent B.

equation defines the warped frequency axis ν(f).

ν(f) = α

∫ f

0

g(u)du, (10)

where α is a calibration coefficient to make ν(fs/2) = fs/2
and fs represents the sampling frequency.

The duration of the FVN on the morphed frequency axis
ν is constant under this mapping. The following equation
provides the constant duration Bworg on this axis.

Bworg = Bwtgt(ν(fmax))
dν(f)

df

∣∣∣∣
f=fmax

, (11)

Mapping a constant duration FVN’s phase function ϕfvn(ν)
on the new frequency axis ν(f) to the original frequency axis
f provides the desired variable duration FVN’s phase function
ϕmod(f).

ϕmod(f) = ϕfvn(ν(f)). (12)

Figure 4 illustrates the relations between frequency axes
f and ν, and the phase functions ϕmod(f) and ϕfvn(ν). The
polar form exp(jϕmod(f)) provides the Fourier transform of
the unit FVN. This complex exponential function also is the
transfer function of an all-pass filter.

The inverse discrete Fourier transform of this all-pass filter
with the modified phase function ϕmod(f) provides the desired
impulse response hmod(n) of the frequency dependent duration
FVN.

hmod(n) =
1

K

K−1∑

k=0

exp

(
2knπj

KN
+ jϕmod(k)

)
. (13)

4.3.1. Implementation

For defining this nonlinear mapping, we introduced a sigmoidal
model and a band-wise model. The sigmoidal model Bsigm(f)
has two parameters, the transition frequency fc and transition
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width ftr . The band-wise model Bband(f) has two set
of parameters, the boundary frequencies fb(k) (fb(0) =
0, . . . , fb(K) = fs/2) and the durations Bk, (k = 1, . . . , K)
in the bands. It also has the additional parameter, the width fw

of a raised cosine smoother s(f ; fw) = (1 + cos(2πf/fw))/2
with its support [−fw/2, fw/2].

Bsigm(f) =
1

1 + exp
(
− f−fc

ftr

) (14)

Bband(f) = s(f ; fw) ∗
K∑

k=1

Bk(uk−1(f) − uk(f)), (15)

where “∗” represents convolution and uk(f) represents the unit
step function starting at fb(k).

5. Application
This section introduces two applications of an element of FVN
and FFVN. The first one is for post-processing of VOCODER
output, and the other is data augmentation for training, for
example, WaveNet. We also introduce the application of FVN
and FFVN to the excitation source of synthetic speech.

5.1. Time invariant all-pass filter

Each element waveform of FVN and FFVN is an impulse
response of an all-pass filter. Applying this all-pass
filter to the VOCODER outputs reduces their “buzzy”
impression significantly. This filtering is simple and effective
post-processing for improving the quality of VOCODER
outputs. Supplemental media files provide demonstrations of
this “buzzy” impression reduction.

Applying this all-pass filter to an original speech sample
alters the waveform significantly. However the original and the
filtered speech sound similar when the duration of the filter is
small (for example about 1 ms: consistent with [21]). This
insensitivity suggests that FVN and FFVN can be useful for
data-augmentation for training, for example, WaveNet to embed
constraints due to human auditory perception.

5.2. Excitation of synthetic speech

Linear interpolation of the phase of two FVN or FFVN
elements morphs the generated signal seamlessly. A regularly
repeated sequence of an identical FVN or FFVN element,
in other words using frozen element, provides clear pitch
perception. When the elements are updated using different
random number always, and the duration of each element is
longer than the repetition period, the sequence sounds like white
noise. Linear interpolation of the phase of the elements of
these sequences provides an excitation signal which spans from
noise to periodic sounds seamlessly. Supplemental media files
provide demonstrations of this morphed excitation signal.

The other application of FVN and FFVN is for additive
noise component of the excitation source. Allocating an
element with relatively short duration (for example, shorter than
5 ms) in each excitation pitch period implements the temporal
variation of the random component. This implementation is
effective for synthesizing low pitched voices, such as males’.
Supplemental media files also provide demonstrations of the
temporal variation of the random component. Instead of using
a Gaussian noise, substituting it with FVN and FFVN in
statistical signal processing [14] is an exciting possibility. Using
them in a complex cepstrum-based excitation model [22] is such
a prospective example.

5.3. Supplemental media files

Supplemental media files of this article consists of
the OVN samples, and FVN and FFVN application
examples. The VOCODED speech example uses the file
“slt/arctic b0436.wav” of CMU Arctic database [23]
and synthesized using Mel-Cepstrum processed envelope. It
also consists of the link to MATLAB script and resources [24].

6. Discussion and related future work
The proposed variants have wide potentials in applications.
High-quality and wide frequency-range recorded speech sounds
have very high kurtosis in amplitude distribution [6]. The
proposed all-pass filter reduces the kurtosis of the filtered
signal significantly. Since the FVN unit response is one
specific type of TSP (Time Stretched Pulse), the convolution
of the processed signal with the time-reversed version recovers
the original version and consequently the high kurtosis level.
This recovery is a useful feature for information hiding and
tampering detection [25].

OVN and FVN also provide a set of tools for investigating
perceptually equivalent timbre class and fundamental properties
of the human auditory system. Effects of phase on timbre
were well known [26], but the structure of phase-related
timber was only partially investigated [27]. The flexibility of
FVN parameter design will open a new systematic research
paradigm in auditory processing of signal phase and will
provide means to revisit fundamental questions. The apparent
contradiction between auditory evoked potential and perception
of the optimized chirp signal [28, 29] is an example of such
questions. The answer to the question will provide the
fundamental solution to the “buzzy” impression of VOCODED
sounds. OVN also is useful. For example, the memory span
of so-called echoic memory, around 1 to 2 seconds, was tested
using random signals [30]. Testing periodicity perception using
very sparse repeated OVN samples will shed new light on their
information representation and processing. The sparse repeated
OVN may serve as a complement test signal to the IRN (Iterated
Rippled Noise) [31] used in psychoacoustic experiments.

It is crucially important to design systems dealing
with human speech communication based on fundamental
understanding of human auditory perception mechanisms and
their functions [32] because the end-users of such systems are
humans. Data augmentation by introducing physically different
while perceptually equivalent preprocessed speech will be one
feasible strategy to introduce such understanding built into
end-to-end speech applications [15, 33, 34]. All-pass filtering
based on FVN provides a prospective tool for required data
augmentation.

7. Conclusions
We introduced a flexible excitation source signal which spans
from a periodic signal to random signal seamlessly and an
all-pass filter which substantially reduces “buzzy” impression
of VOCODER outputs. Combination of the well-behaving
phase manipulation function and the velvet noise generation
procedure in the frequency domain made these important
contributions possible. We are planning to introduce this
excitation source signal to reformulate perceptually isomorphic
VOCODER framework. We also make software of FVN
variants and reference applications available as an open-source
package on GitHub.
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