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Abstract
This article introduces a set of interactive tools for studying fun-
damentals of speech production, perception and processing. In
addition to this voice production simulator, it consists of in-
teractive time-frequency representation, auditory representation
visualizer and a vocal tract shape visualizer for introductory ma-
terials. It consists of compiled executables for Windows and
Mac environment, which do not require MATLAB license. The
MATLAB sources of the tools and their constituent functions
are publicly accessible under open source license.
Index Terms: speech production, speech perception, vocal
tract, glottal source, linear prediction

1. Introduction
Combination of the source-filter model of speech production [1]
and the one dimensional acoustic tube model of vocal tract [2]
still serve as a relevant introduction to speech science. Recent
advances in computer science make it possible to provide an en-
vironment for students to explore relations between constituent
components of speech production and their physical instanti-
ation interactively in real-time. This article introduces an ex-
ample of such environment based on a closed form representa-
tion [3] of the L-F model of glottal excitation source [4] and ad-
ditional interactive tools for understanding fundamentals of au-
ditory signal processing. The tools and MATLAB souce codes
are publicly accessible [5] under open source license. The fol-
lowing sections mainly describe the speech production simu-
lator and briefly describe additional tools for introducing fun-
damentals of auditory signal processing. It also introduces an
application example of the aliasing-free L-F model function.

2. Speech production simulator
The speech production simulator has two GUIs. The main GUI
is for designing vocal tract shape and transfer function and syn-
thesizes speech sounds using the designed vocal tract and the
source signal. The source model GUI is for designing glottal
source model based on the L-F model. These GUIs call el-
ementary functions. They consist of conversion functions of
LPC parameter family [6], anti-aliased L-F model signal gener-
ator [3], lattice filter based on PARCOR and so on. The tools
page [5] has links to tutorial movies of the simulator.

2.1. Main GUI
Figure 1 shows the main GUI. The upper left plot shows the vo-
cal tract area function. The horizontal axis of the plot represents
the distance from the lip opening. The vertical axis represents
the area using logarithmic scaling. The vertical cyan line is a
handle to manipulate the vocal tract length.

The lower left plot shows the vocal tract shape modifier.
The left-side vertical line is a slider to control the magnitude of
modification to the vocal tract shape. The black line in the plot
shows the modification shape to be magnified and copied to the
upper left plot. Many color lines are basis functions to shape
the modification shape, the black line.

The three dimensional shape in the lower right part is pre-
pared to help grasping the vocal tract shape more intuitively.

Figure 1: Main GUI of the speech production simulator.

Figure 2: Source design GUI and the main GUI. The manipula-
tion of the source parameter modifies the plots of the main GUI
simultaneously.

The shape keeps slowly panning back and forth to enhance three
dimensional perception.

The top right plot shows the frequency domain represen-
tations. The blue thick line represent the vocal tract transfer
function of the designed vocal tract shape. The green solid thin
line represents the composite spectral envelope of the vocal tract
transfer function and the glottal source with radiation from the
opening. The thin cyan vertical lines represent harmonic fre-
quency locations. The dashed black lines represent the line
spectrum frequencies. The red circles in the plot show poles
calculated from the vocal tract transfer function. These poles
can be interactively manipulated and corresponding changes of
the transfer function and the vocal tract shape are displayed si-
multaneously. The red line simultaneously displays the power
spectrum of the played back sound.

2.2. Source design GUI
Figure 2 shows a screen shot of the source signal design process.
The foreground panel shows the source design GUI. This GUI
uses the aliasing-free implementation of the L-F model [3] to
generate the actual signal.

The upper left plot represents the volume velocity at the
glottis. The lower left plot represents the L-F model signal, the
differentiated volume velocity. Knobs on this lower left plot
enable interactive manipulatio of the L-F model parameters.

The upper right plot shows the equalized spectral envelope.
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Figure 3: Application of the aliasing-free L-F model for F0 ex-
tractor evaluation.

(Nominal -6 dB/oct slope of the L-F model spectrum is equal-
ized.) The black line represents the envelope of the designed
signal. The other color lines represent characteristics of typical
voice quality (modal, fly and breathy [7]). Manipulation of the
L-F model parameters is simultaneously updates this spectral
envelope and the composite spectral envelope in the main GUI,
which is shown in the background.

The lower right panel is for the control of F0 trajectory.
The vertical green slider at the left side of the plot controls the
mean value of F0. The vertical thick green line in the plot is the
control knob of the signal duration. Similarly to the L-F model
parameter control, manipulation results simultaneously update
frequency characteristics display in the background main GUI.

3. Other tools and constituent functions
In addition to this speech production simulator, realtime FFT
analyser and interactive spectrogram with time-frequency re-
gion playback, realtime auditory spectrogram display and re-
altime vocal tract shape visualizer are prepared. The MATLAB
source code of constituent functions called from these appli-
cations are also publicly available under open source license.
They provide a set of useful building blocks for implementing
speech processing applications. The aliasing-free L-F model [3]
is the most useful and original contribution.

3.1. Example application of the aliasing-free L-F model
The aliasing-free L-F model is defined on the continuous time
axis and represented in a closed form equation. The parameters
of the L-F model can be updated each cycle and the F0 trajec-
tory can be defined also on the continuous time axis. The spu-
rious level other than harmonic component is attenuated more
than 120 dB around the fundamental component. These make
this model output as an ideal signal for testing tracking ability of
F0 extractors. This model is useful to extend a new framework
for profiling F0 extractors [8].

Figure 3 shows example results using frequency modulated
F0 trajectories. In this figure, YIN [9], SWIPE’ [10], NDF [11]

and DIO [12] were tested. The frequency modulation depth was
set 100 cent peak to peak. The upper plot shows magnitude re-
sponse to the FM modulation frequency. The lower plot shows
relative RMS error of the true F0 trajectory and the extracted F0
trajectories. YIN and SWIPE’ introduced strong nonlinear dis-
tortion and magnitude attenuation in the extracted trajectories.
A new F0 extraction framework [13] used this model to evalu-
ate its tracking ability. Using a temporally variable lattice filter
in the constituent functions also makes quantitative analysis of
the time varying group delay effects.

4. Conclusions
A set of interactive tools for studying fundamentals of speech
production, perception and processing are introduced. The con-
stituent functions are mainly classical ones and the aliasing-free
L-F model is our original contribution, in terms of signal pro-
cessing. All these are open sourced hoping for them to be useful
for beginners as well as experienced tutors and researchers.
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