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Abstract
Sincerity is important in everyday human communication and
perception of genuineness can greatly affect emotions and out-
comes in social interactions. In this paper, submitted for the
INTERSPEECH 2016 Sincerity Challenge, we examine a cor-
pus of six different types of apologetic utterances from a vari-
ety of English speakers articulated in different prosodic styles,
and we rate the sincerity of each remark. Since the utterances
and semantic meaning in the examined database are controlled,
we focus on tone of voice by exploring a plethora of acoustic
and paralinguistic features not present in the baseline model and
how well they contribute to human assessment of sincerity. We
show that these additional features improve the performance us-
ing the baseline model, and furthermore that conditioning learn-
ing models on the prosody of utterances boosts the prediction
accuracy. Our best system outperforms the challenge baseline
and in principle can generalize well to other corpora.
Index Terms: Behavioral Signal Processing (BSP), computa-
tional paralinguistics, speech assessment, sincerity, challenge

1. Introduction
Speech production is a complex process whose subtleties have
profound impacts on our ability to communicate effectively.
Changes in acoustic production, gestures, posture, and facial
expressions all affect others’ perceptions of our intent, mood,
and mental state. Small variations in these expressive modal-
ities can have acute implications in many common and high-
stakes social situations such as relationship formation, business
deals, and political negotiations [1].

This year’s INTERSPEECH Sincerity Challenge focuses
on assessing perceived sincerity exclusively from acoustic
modalities. This emphasis is important for understanding
and predicting outcome from communication in expressivity-
constrained settings such as telephony. Several studies have
examined sincerity in spoken dialog and there is overwhelm-
ing consensus that prosodic cues play a fundamental role in
sincerity perception not only as rated by humans [2][3][4][5],
but also as interpreted at a neural level [6]. Prosody serves
many functions, helping to differentiate questions from state-
ments and convey attitude and affect, but these conveyances are
more difficult to differentiate from sarcasm and irony reliably
in the absence of context [5]. This challenge limits the potential
impact of this confusion by focusing on utterances pertaining
to apologies and by fixing the word choice. It further provides
both monotonic and non-monotonic utterances for many of the

speakers in the corpus allowing for further exploration of the
relative effects of prosodic variance on sincerity.

Speaking rate and the prominence provided by pauses be-
tween phonemes are also important cues for assessing genuine-
ness [5]. For example, Anolli et al. show that among other
paralinguistic differences, speech rate is faster when expressing
irony (one form of insincerity) [7]. This challenge also provides
fast and slow variants of utterances to enable exploration of the
role of this paralinguistic feature in sincerity assessment relative
to other acoustic dynamics.

Although some researchers have studied sincerity indirectly
through their efforts in irony recognition, very little work seeks
to understand it directly and how it is differentiated from other
types of dishonesty [8]. In this paper, we aim to address two
research questions:

1. Which acoustic and paralinguistic features are helpful in
assessing sincerity?

2. Given a classification of prosodic style and no additional
context, can the prediction accuracy of genuineness be
improved?

We propose a set of features supplemental to the challenge’s
baseline ComParE features that improves performance when us-
ing the baseline model and also propose a mixture-of-experts
framework that exploits latent human perception biases of sin-
cerity based on prosodic style for further estimation gains.

2. Corpus and Baseline System
The corpus and learning problem are explained in detail in the
challenge paper [8], but we provide a brief summary here. The
dataset consists of audio files (655 training, 256 test) from 32
different speakers each containing a single utterance from a set
of six prespecified apologies. Ten of these speakers are withheld
as test data and the task is to predict sincerity scores on a nor-
malized scale. For each utterance, speakers are instructed to ar-
ticulate in one of four different styles: fast, slow, monotonic, or
non-monotonic. The gold standard sincerity labels are averaged
across a small group of annotators to mitigate annotator bias
and a Spearman correlation performance metric is employed.

Table 1 shows the distribution of training data per utterance
and per speech style. Each type has sufficient representation
in this corpus. Table 2 shows the mean sincerity ratings per
style-utterance type that have been normalized beforehand per
speaker.
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Utterance ID
1 2 3 4 5 6

St
yl

e

F 23 25 20 20 21 26
S 30 29 25 30 27 32
M 31 26 28 20 21 24
L 46 29 25 36 31 30

Table 1: Distribution of training set utterances per utterance
ID and per speech style across all speakers. F=fast, S=slow,
M=monotonic, L=non-monotonic

Utterance ID
1 2 3 4 5 6

St
yl

e

F -.327 -.082 .171 .115 .142 -.115
S -.199 .121 .210 .225 .331 .165
M -.312 .168 .280 .125 .193 -.132
L -.467 -.147 -.025 -.011 -.044 -.25

Table 2: Distribution of mean normalized perceived sincer-
ity per utterance ID and per speech style across all speakers
in the training set. F=fast, S=slow, M=monotonic, L=non-
monotonic

The baseline algorithm uses a linear SVM regressor to esti-
mate sincerities based on statistical functions of low-level fea-
tures detailed in [9].

3. Feature Extraction
Several acoustic features have been successfully employed for
humor and sarcasm detection and by proxy sincerity evaluation
[3][4][5]. Based on these reports and in particular a thorough
analysis of features conducive to deception detection [2], we
extract the following features and describe the process in more
detail below:

• Formants F1, F2, F3

• Intensity

• Arousal

• Gabor kernel convolutions of the spectrogram

• Gammatone Frequency Cepstral Coefficients (GFCC)

• i-Vectors

• Aligned Phones

The first three formants (F1, F2, F3), and intensity features
are extracted using Praat [10]. We also compute arousal scores
using a robust model proposed by Bone et al [11] that has been
validated on multiple affective data sets. Three features (F0,
intensity, HF500) are combined and normalized to produce an
arousal score in the range [−1, 1] via:

pj =
∑
i

wi · pi,j (1)

where p is the arousal, j indexes an utterance, and i indexes a
feature. The per-feature arousal is given by:

pi,j = 2Fi,j(fi,j) − 1 (2)

where f is a feature and F is some reference cumulative distri-
bution function for feature i. Finally, wi is a normalized weight
scalar given by:

wi =
r(pi, p̄)∑
i′ r(pi′ , p̄)

(3)

Here r is the Spearman correlation function, pi is the i-th fea-
ture’s arousal score vector over all utterances per speaker, and
p̄ is the mean of pi over all features. In our case, the reference
F function is estimated per speaker using the percentage of ut-
terances with lower feature values, and wi is normalized across
all utterances for that speaker.

Gabor filters are physiologically inspired edge orientation
detectors applied to a spectro-temporal representation of the
speech signal [12]. Recent findings indicate that some neu-
rons in the primary auditory cortex of mammals are explicitly

tuned to spectro-temporal patterns [13] [14]. Gabor filters em-
ulate these patterns to identify spectro-temporal receptive fields
(STRF), which in turn act as estimates for this neurological rep-
resentation of the sound stimuli. We extract Gabor based fea-
tures as described in [12].

GFCCs have been successfully used in many speech-related
tasks such as voice activity detection [15], automatic speech
recognition [16] [17], and speaker identification [18]. GFCCs
are obtained from a bank of gammatone filters, which has been
proposed to model human cochlear filtering. The impulse re-
sponse of a gammatone filter in the time domain is given by:

g(t) = atn−1e−2πbt cos(2πfct) (4)

where fc is the central frequency of the filter. The constant a
controls the gain, while n defines the order of the filter. Finally
b is the bandwidth and increases proportional to fc according
to:

b = 1.019 · 24.7 · (4.37 · fc/1000 + 1) (5)

GFCC features of 24 dimensions are extracted using 64 gam-
matone filters (of unit gain and order one), the outputs of which
are temporally integrated using a Hanning window. The cen-
ter frequencies of the gammatone filter bank ranges from 50 Hz
to 8000 Hz and are equally distributed based on the ERB scale
[19].

I-vectors are obtained using Total Variability Modeling
[20], a popular framework for capturing acoustic variability by
mapping variable length sequences into a fixed low-dimensional
representation. The model assumes that feature vectors in an ut-
terance are distributed according to a Gaussian Mixture Model
(GMM), and that the GMM mean supervectors Mu for each
utterance, formed by stacking all the component means in a sin-
gle vector, lie along a low dimensional linear subspace T. More
specifically:

Mu = M0 + T · xu (6)

where M0 represents the global mean supervector from a Uni-
versal Background Model (UBM), and xu is known as the
i-vector for that utterance. Although initially proposed for
speaker recognition, i-vectors have also been found to be use-
ful in tasks involving the inference of paralinguistic information
[21].

Since the utterance text is provided in the training set, we
produce word level and phonetic alignments using the Kaldi
ASR toolkit [22] and acoustic models based on the Wall Street
Journal corpus [23]. In the testing phase, we evaluate every ut-
terance on each of the six possible choices and use the most
likely to generate word and phone alignments.

For each of these feature types, except for arousal and
phone features, we compute the minimum, maximum, upper
and lower quartiles, mean, median, variance, and range, and add
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each as a new separate feature. From the aligned phones, we
compute the mean, minimum, and maximum phone and pause
durations as well as the average speech rate (phones/sec) and
duration of the entire utterance. Finally, we add mean and vari-
ance statistics of log(F0) and ∆ log(F0) aggregated over ut-
terance frames.

In total this leaves us with 3138 features supplementing the
baseline set. All functionals of these features of similar types
(e.g. all those computed from phones) are grouped and either
included or excluded from training/testing altogether. This re-
duces the number of combinations necessary to explore during
optimization.

4. Training and Prediction
We first evaluate our supplemental features using the baseline
learning algorithm. We train a linear SVR using a leave-one-
speaker-out strategy (LOSO) to preserve data independence
during cross-validation. Next, we implement feature selection
and redundant feature removal strategies to improve the per-
formance of the baseline algorithm utilizing our additional fea-
tures. Finally, we employ a supervised learning model to create
a classifier that assigns speech style labels based on all aggre-
gated features, and then also four regressors to output sincer-
ity scores given a subset of the data conditioned on the speech
type label. We explore a number of different feature selection
and removal approaches such as Pearson/Spearman correlation,
variance and mutual information thresholding, Chi-squared in-
dependence testing, and recursive feature elimination (RFE).
We also test several supervised learning techniques including
random forests, linear/kernelized SVM, rank SVM, k-nearest
neighbors, and gradient boosting. All tests have been conducted
using scikit-learn [24] and Weka [25]. In this paper we only dis-
cuss our best models and feature inclusion approaches in detail.

4.1. Measuring Performance

The goal in measuring error is to assess how well any given
model can represent relevant structure in the data, so it is
important that the overall performance is informative of the
quality of choice of models. Rather than computing and av-
eraging performance at every iteration during LOSO cross-
validation, the baseline algorithm aggregates predictions from
each unique trained model during LOSO-CV into one predic-
tion vector for the entire training set and then reports the Spear-
man (rank-based) correlation. This approach requires the pre-
dictions from different models with different learned parameters
to be stacked before performance is assessed making it difficult
to tell whether a poor performance is due to the choice of learn-
ing algorithms (model bias) or sensitivity to splits in the data
(model variance).

We hypothesize that a weighted average of the performance
at each LOSO step yields a more informative measurement of
the expected performance of a given model. Thus we propose
the following Spearman correlation metric:

r =
∑
i

wi · ri (7)

where i is the LOSO iteration index, ri is the Spearman correla-
tion between predicted and gold standard sincerity scores, and
wi is the proportion of CV-test data during the i-th iteration.

A proof of performance consistency using this metric dur-
ing LOSO-CV is outside the scope of this paper. Several consis-
tency proofs showing convergence in agreement between cross-
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Figure 1: Average normalized sincerity rating across all sub-
jects per utterance ID (on the left) and per speaking style (on
the right) in the training set. F=fast, S=slow, M=monotonic,
L=non-monotonic

validated training and testing results have been made when op-
timizing over the space of linear learning models [26] [27] [28].
None of these proofs address convergence when aggregating
CV predictions, but those with desirable convergence properties
average performance across CV iterations as we propose. Using
a weighted average in our case is intuitive since the number of
utterances per left-out speaker differs.

4.2. Supplemental Features with the Baseline Model

In our first experiment, we reproduce the baseline algorithm and
supplement the baseline feature set with our extracted features
to test their advantages. Each feature is Z-normalized by sub-
tracting the feature’s mean and dividing by the standard devia-
tion across all training samples.

4.3. Feature Selection and Redundant Feature Removal

We further refine this approach by implementing feature selec-
tion and redundant feature removal processes to reduce the di-
mensionality during training and eliminate noisy features. We
instigate a selection policy where we include the top percent-
age of features for which the Pearson correlation with the tar-
get sincerity label is the highest. Among the selected features
we compute pairwise Pearson correlations and, for each pair of
highly correlated features, we remove the one with the lowest
correlation to the target sincerity label. After these selection and
removal processes we Z-normalize each feature.

Our best model using this approach selects the top 80% of
features with the best Pearson correlation, and then removes
the less correlated feature from each pair for which the Pear-
son correlation is above 0.99. A linear SVR (C=0.0001, ε=0.1,
L2 loss) algorithm yields the highest Spearman correlation with
the training set sincerity scores.

4.4. Speech Style Conditional Model

The utterance ID marginals shown in Figure 1 highlight dis-
parities in context bias and, though this fact can be exploited
for machine learning purposes, would not scale well cross cor-
pora due to the essentially unbounded number of potential ut-
terances. Prosodic biases are apparent in the speech style
marginals which we utilize and can generalize to spoken lan-
guage in any context.

We partition the data by conditioning upon the speaking
style, either fast, slow, monotonic, or non-monotonic, since the
corpus guarantees that every utterance fits into one of these cate-
gories. The training set provides these labels, but they are miss-
ing from the test set so we train a separate classifier to assign
them. Our best speech type classifier uses a kernelized SVM
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Figure 2: Spearman correlation between training set sincerity predictions and gold standard using baseline features augmented with
different features. All results use the baseline learning model except the last one which uses our model conditioned on the speech style.

with our feature selection, removal, and normalization proce-
dure.

With the output of this classifier, we partition the training
data into four groups and then train four individual models (ex-
perts) to rate sincerity using linear SVR. A mixture-of-experts
committee machine is used for prediction where the output from
the “best” expert estimates sincerity and the best expert is se-
lected after examining the speech style label for each incoming
utterance.

Our top performing model uses a radial basis function ker-
nel SVM (C=0.95, ε=0.001) to assign speech style labels and
the same linear SVR settings from before for the four expert
models. We arrived at these optimal C parameter values for
the speech style classifier using a grid search on the interval
[0.85,1.15] with 0.05 spacing and for the expert models us-
ing the interval [10−6,10−2] with powers of ten spacing. The
gamma parameter for the RBF kernel was set to γ = 1

# features .

5. Results and Discussion
All reported Spearman correlation results from training use our
modified metric from equation (7). Figure 2 shows the Spear-
man correlation performance of the baseline model augmented
with different sets of our supplemental features and also our best
feature selection/removal model and best model conditioned on
speech style.

Among all of the individual supplemental features we test,
Gabor features offer the largest improvement over the baseline.
Unfortunately, these features are not easily interpretable. Our
best combined feature set with the baseline learning model per-
forms comparably when trained on only baseline and Gabor
features suggesting that little additional usable information is
provided by all of our other supplemental features given this
learning model. Therefore, Gabor features seem to be the most
powerful supplemental discriminators for sincerity assessment.

Our best augmented baseline model with all combined fea-
tures and dimension reduction techniques uses 8235 features
which includes our Gabor, formants, i-vectors, arousal, and in-
tensity features. Incorporating any of our other features de-
grades our performance when using a linear SVM. Our best
model here achieves a 0.513 Spearman correlation on the train-
ing data set and a 0.614 correlation on the test set, which beats
the baseline model test set correlation of 0.602. Given this per-
formance, we consider these additional features to be important
for sincerity estimation but insufficient and still far from pro-
viding a complete foundation for understanding.

Finally, our mixture of experts approach for the data condi-
tioned on speaking style outperforms all of our other models on
the training set achieving a Spearman correlation of 0.531. In

theory, this generalizes very nicely to other corpora because it
only requires an accurate assessment of the prosodic style of the
utterance. On the test data set, however, this approach yields a
0.557 Spearman correlation performing worse than the corpus
baseline model. We attribute this deficiency to our speech style
classifier which achieves an accuracy of 98% on the training
data using LOSO-CV, even with vigilant efforts to avoid over-
fitting, but which we suppose is not generalizing well. In part,
this might be accredited to the categorical overlap among the
corpus speech style labels thereby making differentiation be-
tween, for example, fast and monotonic speakers difficult. The
statistically significant improvement this approach brings dur-
ing training leaves us optimistic regarding its viability given
more accurate speech style label predictions.

6. Conclusion and Future Work
In this paper we show that several paralinguistic features aid
in sincerity evaluation. In particular, Gabor-filtered spectro-
temporal features and careful selection and removal of redun-
dant features contribute most significantly. We also show that
learning models conditioned on the prosodic style of utterances
can outperform naı̈ve models, but require accurate style labels
to achieve the performance gain.

Continued research effort on the speech style conditional
model appears to be a prudent direction for further work. Next
steps here entail obtaining better speech style predictions and
then assessing whether the error disparity of the mixture-of-
experts model is in fact due to poor style labels. One interesting
approach that may improve speech style prediction is splitting
these labels into mutually exclusive binary subsets (e.g. fast vs.
slow, monotonic vs. non-monotonic) and training separate bi-
nary classifiers for each. Some exploration of methods for com-
bining these results possibly including ensemble averaging or
boosting might lead to accuracy improvements. Alternately, us-
ing automatic clustering with non-unique class labels may im-
prove speech style prediction as well.

While learning models conditioned on utterances are not
as generalizable and scalable, we are curious to see what per-
formance gains could be realized using this approach. If large
sincerity assessment gains can be made in this manner, then fur-
ther research into the effects of interactions between prosodic
and contextual cues on sincerity would be warranted.
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