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Abstract
In this paper, the authors describe an extension to an ap-

proach previously discussed for personalization of a natural lan-
guage system in the automotive domain that allows reasoning
under uncertainty with incomplete preference structures. There-
fore, the concept of an “information stream” is defined as an
underlying model for real-time recommendation learned from
previous speech queries. The stream captures contextual data
based on implicit feedback from the user’s speech utterances.

Furthermore, a formative user study is discussed. Each
study iteration has been based on a prototype that allows the
user to utter natural language queries in the restaurant domain.
The system responds with a ranked list of restaurant recom-
mendations in relation to the user’s context. Several driving
scenarios with varying contexts have been analyzed (e.g. week-
day/weekend, route destinations, traffic). Users could inspect
the result lists and indicate the most preferred item. In addi-
tion to quantitative data gained from this interaction, feedback
on relevance of context features and on the UI concept was col-
lected in a post-study interview for each iteration. Based on the
study findings, we outline the contextual features found to be
most relevant for speech-based interaction in automotive appli-
cations. These findings will be integrated into an existing hybrid
recommendation model.
Index Terms: context-awareness, restaurant recommendation,
multimodal interaction in automotive domain, applications for
natural language processing

1. Introduction
Most of the more recent real world applications for speech-
based conversational systems can be found running on mobile
devices (e.g. Siri, Google Now, Cortana). But what is special
about applying such systems in the automotive domain?

When designing interactions for automotive scenarios,
minimizing cognitive load plays a more important role in com-
parison to interaction on mobile devices to avoid distraction.
Some studies have shown that cognitive load can be reduced
through the modality effect by adding speech as an interaction
channel as discussed in [1, 2, 3] for specific situations. Another
way to minimize distraction for the driver is reducing the num-
ber of items presented on the screen to approximately five.

Another important focus for research specifically in the au-
tomotive domain is the strong relation to fast changing contex-
tual factors such as location paired with inherent navigation use
cases. Building and researching computational intelligence for
these use cases recently got more feasible through technical op-
portunities such as on-board computation systems with fairly
reliable connection to large server-based processing power.

Context in these applications can be seen primarily as lo-
cation, but also daytime, weekday and more higher-level con-
textual aspects such as home or work location, travelling for
business or travelling for vacation.

The information stream is discussed as a conceptual frame-
work to model an ad-hoc and context-related selection of items
that will get visually assembled for interaction. The content of
a stream will change in accordance to contextual changes and
(expected) user preferences under context. Preferences can be
based on content-related properties, for example - a user might
like restaurants with italian cuisine when dining in the home
area, but not when visiting foreign countries on a business trip.

The stream accompanies the user’s intents and interests by
storing preferences under context in a suitable data model that
gets adjusted in real-time. The information model can recom-
mend those items for interaction that are most important to the
user.

2. Related Work
The basic task of a recommender system is to estimate ratings
for items that a user has not seen before. A comprehensive re-
view can be found in [4]. Three main approaches can be distin-
guished: Content-based recommendation approaches will use
properties of the content and rank the result list based on the
user’s preferences for these content properties whereas in col-
laborative systems, user profiles of many users are compared to
each other. Items preferred by one user will be recommended
to other users that are similar to the current one. Hybrid recom-
menders combine these two approaches.

Context-aware recommender systems extend the basic
user×item model to a user×item×context model. Context
can mean any relevant attribute such as for example time, loca-
tion or the company of other people. In some applications (e.g.
restaurant recommendation) it makes a big difference, when and
who you are searching with [5].

Another important aspect is the presentation at the user in-
terface. Trust and privacy concerns play an important role in
how users perceive results and are willing to share personal data
in favor of receiving recommendation. Several Methods have
been suggested such as explaining the Recommendation Ratio-
nale to the user [6] and structuring the User Interface [7].

One of few studies in the automotive domain was conducted
with 33 participants performing 12 tasks, for example finding
restaurants or hotels using language-based queries,whereas the
difficulty to achieve each task was measured using physiologi-
cal sensors [8]. In [9], an evaluation about recommending gas
stations is described. The remaining gas level and available
price information were found to be important factors for users.
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3. Information Model and Framework
In this chapter, an information model supporting multi-valued
logic is described that can suit the goal of recommending items
to the user under uncertainty in relation to the user’s prefer-
ences. Essentially, an information model is the data structure
that stores the representations of real world entities, the related
classes or categories and the preference structures for computa-
tional processing. Individual entities of discourse will be further
noted with the term “content items” or - in short - “items”.

3.1. Content Items

Most modern computational models are concerned with captur-
ing the vagueness or uncertainty involved when processing a set
of data items, whereas each item is a model (representation) of
a real world entity. Any representation only captures certain as-
pects (features) of the true entity and omits other aspects- and
therefore reasoning based on such a model is inherently uncer-
tain.

An interesting approach that captures uncertainty involved
when categorizing or clustering items into sets is the rough set
theory by Zdzislaw Pawlak. Information objects (items) and
their relations are characterized by means of the available infor-
mation about them. Pawlak introduces the indiscernibility rela-
tion as a basis of rough set theory [10, 11]. An item is defined
as a uniquely identifiable entity out of a larger set I of entities,
which is informationally distinguishable to other items. Each
object is defined by the values of a multidimensional vector of
property values for this object. The items in a set have com-
parable features and share common semantics in perspective of
the user.

Content items will be denoted by the specific element ij
out of the set of content items I = {ij | 1 ≤ j ≤ n}. A sub-
set of content items is usually presented to the user at the user
interface, for example to be considered for selection in a list of
items. The set of items is the base set that the preference model
and context model is attached to. The items are the target for
the outcome of the algorithm (ranking or structuring).

3.2. Classes and Categories

Clusters (or Categories, Classes) are the representation of simi-
larities of information entities.

C ... universe of objects
A ... set of attributes
Va ... set of values v of attributes a
I = (C,A) ... is considered the information system based

on universe of objects and set if attributes (o, a), where o ∈
C and a ∈ A.

The binary relation I(A) on U is called an indiscernibil-
ity relation for each pair of objects o1 and o2, if and only if
a(o1) = a(o2) for every attribute a ∈ A. a(o1) and a(o2) are
specific values for the attributes. In other words, the objects
are characterized by the same available information about them
and are therefore considered indiscernible (similar) in view of
this characerization. Elementary sets can be formed by such
indiscernible objects and Pawlak often describes them as basic
granule or atoms of knowledge. The interesting aspects of this
approach are, that classes and categories are rather dynamic ap-
proximations emerging out of available information about each
entity and enable algorithms to take into account the uncertain-
ity of the model.

3.3. Information Streams

The term information stream (or data stream, in short stream)
refers to a subsequent selection of available data items out of
a time-variant collection of data items considered to be in the
same class. In the examples, a stream will be further noted as
S.

Items of a stream are those items that exist at a given mo-
ment in time in this collection. The concrete discernible items
contained in the stream will vary based on the chosen point of
time. The processing of the stream St refers to processing of
the momentary data items in that collection at time t.

The processing of P (S) refers to an algorithmic procedure
applied to a stream S in its entireness, i.e. an algorithm that will
affect the current selection of items within the stream.

The idea of such a concept is very common in time se-
ries analysis. The term Information Stream specifically refers
to time-variant information of a system, whereas information
has a specific definition attached.

Consider an active user who has friendly relations with
127 other users in a given information system. The recommen-
dation task is to recommend restaurants that other friends cur-
rently have indicated to dine at (either by posting about them or
checking into location). The collection of postings with restau-
rants from these friends would be considered the information
stream about restaurants.

The Continuity of an information stream is a measurement
for the variability of the collection of data items - in other words,
how often these items will change.

3.4. Framework

The conceptual basis of the information system as described
above is encapsulated in a software framework for prototyping
of data-driven and preference-adaptive user interfaces and vi-
sualizations. One of the software patterns in this framework
is that certain update strategies can be bound to specific input
events such as spoken queries, haptical input and others. When-
ever the user interacts with the system - depending on the state
of the UI - the input event will not only animate the respec-
tive visual changes (“transitions”) using the event-driven state
engine, but also trigger the associated updates to the preference
model through the registered recommender instances. Each rec-
ommender has access to the data structures of the information
model as described above.

A concrete application will implement a common recom-
mender class. The respective functions are called when the in-
put triggers, followed by an update to preference values in the
model. On display of the list, the result ratings are calculated.
These base patters in “lemonflow” can suit as a starting point
and building blocks in an iterative setup such as required for
formative studies. The concrete recommender implementation
and algorithm has been improved during each iteration of the
study informed by the results from the previous iteration as de-
scribed below. The research framework is released at [12] with
more detailed documentation for the interested reader.

4. User Study
We performed an iterative user study following a formative
evaluation approach. This particular method has been chosen
to research expectations with direct feedback from the partici-
pants and integrate new suggestions directly into the Proof-of-
Concept (PoC) application.

The focus of the study was on the influence of contextual
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aspects for recommendation in the use case of restaurant search
using natural language queries. Test persons were introduced
in several different hypothetical scenarios with varying context
parameters. The interaction with the system has been monitored
and was enhanced by a post-study interview to validate findings
directly with the participants.

4.1. User Story

The study design as well as the PoC development has been
aligned with a primary user story that has been defined at the
beginning of the study to guide the formative evaluation:

On a Friday evening, Tom is on the way to Stuttgart to
attend a small conference over the weekend. The navigation
system shows the estimated arrival in 32 minutes at the hotel
location. Tom’s evening is entirely free and he would like to
eat something, but he does not know Stuttgart very well. As
he cannot use the phone while driving, he queries the internet
search of his car for suggestions: “Where can I have dinner this
evening?”
A result list of generally popular restaurants is displayed. By
matching Tom’s profile, which says that he likes to go to tra-
ditional restaurants when travelling to new cities, the system
additionally shows results in a further section, for example a
Swabian tavern. Tom now has a good overview on generally
popular places and some that are interesting to him personally
in his current context. He selects the tavern to get detailed in-
formation and makes a reservation for the evening.

4.2. Recommender System and User Interface

The application presented in this study was extended with each
performed study iteration, so that user feedback from earlier
stages could directly be integrated and reviewed in later iter-
ations. Requests to the system can be made with natural lan-
guage, as this is very important for the intended application in
the vehicle. The textual representation of the recognized spoken
request is always presented to the user. Additionally, the con-
text of the current scenario is illustrated by images and some
information such as the given day and time.

On a request, the interface graphically presents two lists of
suggestions to the user: one with general, unpersonalized re-
sults and one where the entries have been adapted to the user’s
preferences in the respective context. Each item can be selected
to see more detailed information and to finally configure it as
destination for the navigation system. These user interactions
with the system are recorded and used for improving the under-
lying recommendation model.

Our model was designed as a hybrid recommender sys-
tem that mainly uses content information on previously selected
items such as assigned categories, but also explicit ratings from
other users and knowledge on the current user’s location. These
different factors are combined analogously to the approach pre-
sented in [13] with the weighting shown in table 1. The weight-
ing was determined empirically in one step of the study by let-
ting the users estimate how much influence each factor should
have on their personal recommendations.

4.3. Study Design

The study was performed in Germany with 20 test persons,
some participating in multiple iterations. This way we had par-
ticipants who could assess the improvement of the system as
well as unbiased people who introduced new perspectives to the
study. The participants’ ages were in the range from 23 to 55

Context specific Item specific
Item Categories Explicit Spacial

Preference Preference Rating Distance
28% 28% 23% 21%

Table 1: Influences of the different factors on the hybrid recom-
mendation model. Preferences for discrete items and assigned
categories inferred from previous selections depend on the cur-
rent user context, while explicit ratings and the spacial distance
only depend on the item that shall be ranked.

with 32.6 being the average age. The rate of female test persons
was 60%. 40% were students, while the others were employ-
ees at Daimler, but all participants were familiar with the use of
natural language systems in the car.

Three iterations were performed and the prototype has been
refined with each iteration based on previous input. All study
iterations were run in a desktop simulation that shows the most
important aspects of a navigation system (destination, estimated
arrival time, etc.). The interaction of participants with the sys-
tem has been monitored and documented continuously during
the study.

Two evaluation techniques were applied in each iteration:

1. Usability Tests: Users were asked to give requests to
the application and to inspect the results. Their behav-
ior (e.g. number of requests, position of selected item)
as well as the system performance were observed by the
test supervisor and comments were collected.

2. Interviews: After performing the given tasks, the users
were asked for their rating of the system. Furthermore,
their estimation on certain aspects (e.g. relevance of con-
text features) was noted.

Different scenarios with special context information were
simulated on the interface and should help users imagining their
behavior in these situations. Three main scenarios were used for
the tests:
Lunch Break On a weekday, the participant is making a lunch

break with colleagues, so they are looking for a place
to eat near their office. No destination is defined in the
navigation system.

Driving Home The participant is on the way home after work
on a weekday and will arrive in about 30 minutes. The
home address is set as route destination.

On the way to a Conference On a Friday afternoon, the par-
ticipant is on the way to a city that he/she is not familiar
with. There will be a small conference over the weekend,
but this evening is free. Therefore, the user is looking for
a place (restaurant, bar, etc.) to go to after the arrival in
about one hour.

These scenarios were chosen to potentially have an influence on
the user’s decision in the restaurant search use case. To make
the setting as realistic as possible for each user, there was a
short configuration phase at the beginning of the experiments,
in which appropriate cities and times for the scenarios were set.

In the first two study iterations, the user behavior in sin-
gle isolated situations was examined. The third and final itera-
tion had the objective to simulate a longer course of interaction,
so that the system could really learn the user’s context specific
preferences. This was achieved by going through a series of
repetitive scenarios of the categories described above. The or-
der was set up as follows:
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Lunch→ Home→ Lunch→ Conference→ Home→ Lunch
→ Conference

This sequence was not meant to simulate consecutive days in
one week, but rather single events from a longer time span like
several months.

4.4. Results

Several observations on the acceptance of a context-aware rec-
ommender system in the automotive domain could be drawn
from the study:

• Most people inherently expect the information system to
use contextual information if already known to the sys-
tem. For example when a destination was configured in
the navigation system, many requests were in the form “I
want to eat Italian food this evening.” without defining a
particular location.

• When asked directly if they would want the system to
use such data and create context-specific user profiles,
the participants gave an average rating of 3.4 (on a scale
from 0 to 4, 4 being best).

• More than 68% of all restaurant selections were made
from the personalized result list (compared to the general
results).

• Users do not like to repeat requests (on average 1.49 re-
quests were made per situation) and tend to select items
from the top of the list (65% of selected items were on
positions 1 to 3).

These findings emphasize the importance of a well-performing
recommender system especially in the car and confirm its ap-
preciation by the users.

The distribution of reasons that users indicated for their se-
lections is as follows:

categories are interesting/match the request 52.86%
good rating, high number of reviews 27.14%
restaurant is known personally 18.57%
name sounds attractive 11.43%
short distance 11.43%
place matches the search location 5.71%
restaurant offers variety to other selections 5.71%
restaurant has been selected before 2.86%
image looks attractive 1.43%

It can be seen that in restaurant recommendation it is most
important to estimate appropriate preferences for assigned cate-
gories, while also the user’s personal selection history needs to
be regarded.

For the user interface, the following extension points were
found:

• Most users mentioned to prefer one single list to choose
from instead of two.

• The main reason for recommending an item should be
shown.

• Unwanted entries (misconceptions of the recommenda-
tion system) need to be removable by the user.

Finally, the interview part of the experiments was used to
estimate an optimal initial configuration for the parameter set
of the recommendation system. Each feature could be rated on
a scale from 0 to 4 with 0 meaning the feature should have no

influence on recommendations and 4 meaning it should have
strong influence. As can be seen in figure 1, ratings for some
features such as the daytime, the frequency of visiting the des-
tination, the distinction between weekday and weekend or the
traffic on the route stand out, so these should have the biggest
influence in an initial system configuration.

Figure 1: Interview results for the preferred influences of spe-
cial context features on context-aware recommendation. A rat-
ing of 0 expresses “no influence”, 4 expresses “strong influ-
ence”.

5. Conclusions
The expectations of users indicate that they generally expect
the system to include contextual data. If asked explicitly, users
indicated an average approval of 3.4 on a scale from 0 to 4.
Furthermore, the appreciation of our proposed hybrid recom-
mender has been confirmed by the users and an initial config-
uration for the context module has been determined, focussing
on daytime, destination frequency, weekday and current traffic.

For the interface of such an application, the following fea-
tures are important: There should be only one list of results
that smartly combines personalized suggestions and new ideas,
the reasons for single recommendations have to be illustrated in
some form and the system needs to consider both positive and
negative user feedback (e.g. selections and deletions).

Our study provided first indications on how to design a
context-aware recommendation system for application in the
car. Now the used framework needs to be extended algorith-
mically, which includes finding an appropriate mathematical
context representation, calculating context-specific preference
values for items and categories and combining different rating
aspects (e.g. category preferences, explicit ratings, distance)
into one overall rating score for each item in a way that each
aspect has a reasonable influence on the outcome.

Future work will include the integration of these extensions
and the study findings into the framework. A summative study
will then be performed with an in-car user interface based on
an existing product implementation. Furthermore, with large
enough data sets, state-of-the-art methods for automatically ex-
tracting important context features should be researched on this
application.
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