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Abstract
In speech articulation, mouth/lip shapes determine proper-

ties of the front part of the vocal tract, and so alter vowel for-
mant frequencies. Mouth and lip shapes also determine facial
emotional expressions, e.g., disgust is typically expressed with
a distinctive lip and mouth configuration (i.e., closed mouth,
pulled back lip corners). This overlap of speech and emo-
tion gestures suggests that expressive speech will have differ-
ent vowel formant frequencies from neutral speech. This study
tested this hypothesis by comparing vowels produced in neutral
versus disgust expressions. We used our database of five female
native Cantonese talkers each uttering 50 CHINT sentences in
both a neutral tone of voice and in disgust to examine five vow-
els ([5], [E:], [i:], [O:], [u:]). Mean fundamental frequency (F0)
and the first two formants (F1 and F2) were calculated and anal-
ysed using mixed effects logistic regression. The results showed
that the disgust vowels showed a significant reduction in either
or both formant values (depending on vowel type) compared to
neutral. We discuss the results in terms of how vowel synthesis
could be used to alter the recognition of the sound of disgust.
Index Terms: emotional speech production, acoustic analysis,
disgust

1. Introduction
Of the six basic emotion types, disgust seems to be the most elu-
sive to define in terms of an acoustic profile. For example, there
are conflicting results regarding how F0 is used in the vocal ex-
pression of disgust with disgust reported to have a rising pitch
contour by some studies and while others found a falling one
(see [1]). So while fundamental frequency is one of the most
salient carriers of emotion information in the voice, it is not ef-
fective in flagging disgust. In this paper we investigated if other
acoustic properties, namely the first two formant frequencies
can more reliably cue disgust. This is based on the observation
that the configuration of the facial muscles (especially around
the mouth region) during the expression of disgust may have a
direct impact on the vowel formant frequencies.

The emblematic facial expression of disgust consists of
nose wrinkling; and the retraction and tightening of the lips
[2, 3]. It is widely accepted that for disgust, such gestures are
an adaptive response to help prevent contaminants from enter-
ing our body. Given that the facial expression of disgust basi-
cally involve the lower half of the face, this expression is likely
to impose constraints on how simultaneous speech may be pro-
duced. Indeed, it has been shown by using motion capture, that
the expression of disgust can result in a lowering of the lar-
ynx and cause greater retraction of the lips compared to speech
spoken with a neutral expression (herewith, neutral speech) [4].
There is however, a lack of studies on tongue position during
the production of spoken expressions of disgust, so we can only
speculate that since the lips need to be open to produce speech,

the tongue may be retracted further back into the oral cavity to
act as a secondary barrier to prevent the ingestion of contami-
nants. The retraction of the lips and tongue will inevitably alter
the shape and length of the oral cavity thereby affecting formant
frequencies/articulation of vowels.

The retraction of the lips that occurs when expressing dis-
gust would tend to alter the shape and length of the oral cavity
and thereby affect the formant frequencies of articulated vow-
els. In regard to how a face gesture can influence formant fre-
quencies, a parallel can be drawn with arguments made about
smiled speech. Here, it has been demonstrated that the retrac-
tion of the lips during smiled speech can lead to significantly
lower F1 values citeTartter1980. Based on this, we would ex-
pect to see a general reduction in F1 during the spoken expres-
sion of disgust when compared to neutral speech.

The effect that the expression of disgust may have on
speech production likely extends beyond the configuration of
the lips. It has been suggested that tongue position is also a
major component of disgust with it being suggested that the ex-
truded tongue may be a reflex related to expelling a contami-
nant [2]. However within the context of spoken expressions of
disgust in general, it is not clear what the prototypical tongue
position would be, i.e., in general, there is the lack of studies
on tongue position during production of expressive speech. Our
speculation is that the tongue will be retracted further back into
the oral cavity (acting as a secondary barrier to any contami-
nant since in speech, the lips themselves are not kept shut). If
the tongue is retracted, then F2 may be lowered (i.e., somewhat
similar to the production of back vowels).

The current study tested whether F1 and F2 would be low-
ered in the spoken expression of disgust in comparison to neu-
tral speech. Also of interest is whether any change in formant
frequencies will be the same across the vowel types. For in-
stance, given that the vowel [i] is already produced with a low
F1, it may be that the expression of disgust will further lower
this value. Alternatively, since F1 may be already at floor, dis-
gust may be most efficiently conveyed by changing only F2. In
this regard, the Vowel [u] may be the most interesting since it
has low F1 and F2 values in neutral speech.

We used our Cantonese auditory-visual expressive speech
database to specifically examine the acoustic correlates of dis-
gust. In this database, there are 50 sentences produced with
disgust and a matching 50 produced with a neutral tone of
voice. These sentences have been spoken by five female speak-
ers yielding a total of 500 utterances in all. Mean f0, F1 and
F2 values were extracted from all the vowels, but due to length
constraints, we will only describe five ([5], [E:], [i:], [O:], [u:])
of these. These five were selected as they cover a large region
of the vowel space. The f0 measure is included for comparison
purposes.
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2. Methods
2.1. Speakers

The speakers consisted of five females (average age of 28.5
years, sd = 2.1) who were born and raised in Hong Kong and
Cantonese is their native tongue.

2.2. Speech Materials

Fifty semantically neutral sentences were chosen from the Can-
tonese Hearing In Noise (CHINT) sentences list [5] on the basis
that they had a good spread of different tones at the initial and
final position in the sentences. These sentences were produced
in different emotional tones of voice (i.e., the six basic emotion
expressions) by five female speakers. Only disgust and neutral
recordings of five female speakers were used in this study, re-
sulting in a total of 500 utterances.

2.2.1. Recording Setup

While only the audio recordings of disgust and neutral are used
in this paper, the entire recording procedure including video
recording is reported for completeness.

Each speaker was seated in front of a 20.1” LCD video
monitor (Diamond Digital DV201B) that is used to present the
stimulus sentences to the speaker. Directly above the monitor
was a video camera (Sony NXCAM HXR-NX30p) where the
speaker was requested to fixate at prior to expressing the se-
lected sentences. The videos were recorded at 1920 x 1080 full
HD resolution at 50 fps. To capture the speakers utterances a
microphone (AT 4033a Transformerless Capacitor Studio Mi-
crophone) was placed about 20 cm away from the speakers lips
and out of the field of view of the camera. Audio captured using
the microphone was fed into the Motu Ultralite mk3 audio in-
terface with FireWire connection to a PC running CueMix FX
digital mixer and then to Audacity which captured the sound
at a sampling rate of 48kHz. This audio feed as well as video
feed from the video camera was monitored by the experimenter
outside of the booth.

2.3. Procedure

Speakers read a scenario that was designed to elicit the target
emotion. They were then given three practice trials before the
actual recording commenced. These practice trials allowed the
participant to familiarise themselves with the task of expressing
themselves in the particular emotion type and enabled the exper-
imenter to ensure that the audio quality was appropriate. When
the speaker was ready, each stimulus sentence was displayed
one at a time in a random order and the speakers produced the
utterances at their own pace. The speaker was required to pro-
duce each sentence as naturally as possible and to do so with
communicative intent (i.e., try to convey their feelings to the
observer. Feedback was provided via the screen if sentences
had to be repeated (e.g., the speaker misread the sentence or did
not fixate on the camera while producing the expressions). It
is important to note that other than this feedback, the experi-
menter did not interfere or comment on the production of the
expressions.

2.4. Analysis

We used EasyAlign [6], a force alignment tool implemented in
Praat [7] that is freely available to provide the initial segmen-
tation of the auditory renditions. For this, the Cantonese sen-
tences were first transcribed into Jyutping and then into the clos-

est SAMPA approximation of Spanish using a custom Matlab
script [8]. All of the aligned textgrids were manually checked
and corrected by the first author in Praat [7].

From the 500 utterances, there were a total of 510 instances
of [5], 202 of [E:], 714 of [i:], 350 of [O:] and 182 of [U:] in both
disgust and neutral. The formant values were then extracted us-
ing Praat and screened for outliers using the mvoutlier package
[9] in R [10]. Outliers (total of 22 vowels) were generally due to
durations that were too short or to lip smacking. These were re-
placed using mean substitution, i.e. the mean of the vowel, pro-
duced by the speaker in whichever expression the outlier was
from. Missing values (3 vowels, due to the omission of words
in the recording procedure) were similarly treated.

3. Results
Figure 1 shows the F1 and F2 values of all five vowels when
produced in a disgust and neutral tone of voice. As can be seen,
there is a general shift in the vowel space for disgust compared
to neutral. All of the vowels had lower F1 when produced in a
disgust tone of voice. As for F2, all of the vowels except [u:]
and [o:] were lower in disgust.
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Figure 1: Comparison of the vowel space for disgust and neu-
tral utterances averaged across all speakers and vowel tokens.
The solid line on the plot and the vowels appended with ’ n’
represent neutral.

A linear discriminant analysis was conducted for each
vowel to capture the pattern of how F0, F1 and F2 vary depend-
ing on emotional tone of voice. These were conducted using the
MASS package [11] in R [10] and summarised in Table 1. We
then examined the contribution of each acoustic measure (pre-
dictor) by conducting separate mixed effects logistic regression
models for each vowel using the lme4 package [12]. The es-
timates were based on maximum likelihood using the Laplace
Approximation method. Speaker, sentence and the position of
the vowel in the sentence (1-10 depending on the position of the
word where the vowel originated from) were entered as random
effects and mean F0, F1 and F2 as fixed effects. It should be
noted that we did not take into account the tone type of vowels
as the data used in the current examination are not large enough.

The predictors were entered into the model one at a time to
evaluate how the variance accounted for changed as a function
of said predictor with significance determined by chi-square
probability. The results were summarised in Table 2. These
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Table 1: Group means and coefficients of discriminant function

Vowel Measure Mean disgust Mean neutral Coefficients

[5]
F0 210.37 209.01 −0.0051

F1 691.33 707.33 0.0036

F2 1710.97 1788.58 0.0041

[E:]
F0 203.93 203.19 0.0060

F1 626.07 665.47 0.0106

F2 2076.37 2032.92 −0.0006

[i:]
F0 214.78 209.43 −0.1212

F1 441.48 451.84 0.0093

F2 2394.41 2464.33 0.0029

[O:]
F0 216.21 207.92 −0.0076

F1 636.45 695.93 0.0098

F2 1215.72 1270.52 0.0010

[u:]
F0 214.20 215.41 0.0072

F1 536.66 558.69 0.0109

F2 1224.59 1226.12 −0.0008

along with the results of the linear discriminant analysis will be
explored later.

For all vowels, the mixed effects models showed that the
random effects only accounted for a very small percentage of
the variance (less than 1%), This was likely due to the design of
our study where speaker variance and other factors were con-
trolled by comparing the same sentences produced by the same
speakers in different tones of voice. Below are the detailed re-
sults of each vowel.

Table 2: Proportion of variance explained by the measures of
mean F0, F1 and F2 as a function of vowel type.

Vowel Measure Var. exp. Sig. (χ2) Direction

[5]
F0 0.17 ns -
F1 3.17 ns -
F2 15.23 p < .001 decrease

[E:]
F0 0.00 ns -
F1 10.52 p < .01 decrease
F2 .07 ns -

[i:]
F0 2.87 ns -
F1 4.85 p < .05 decrease
F2 10.52 p < .01 decrease

[O:]
F0 4.95 p < .05 increase
F1 80.24 p < .001 decrease
F2 8.43 p < .05 decrease

[u:]
F0 .04 ns -
F1 5.16 p < .05 decrease
F2 0.23 ns -

3.1. The vowel [5]

The linear discriminant analysis revealed that the production of
[5] in disgust had higher f0 values (b = −0.0051), and lower
F1 and F2 values (b = 0.0036 and b = 0.0041) (see Table 1.
The mixed effects logistic regression however showed that f0
and F1 were not useful in discriminating disgust from neutral

sounds (proportion of variance accounted for, 0.17 and 3.17.
Note that for the coefficients from the mixed effects model,
a positive value indicated that the value was larger in neutral
speech compared to disgust while the coefficients from the dis-
criminant analysis showed the opposite pattern, i.e., the value
was larger for disgust compared to neutral.

The model significantly improved when F2 was added, b =
.0016, mean (disgust, 1710.97, neutral, 1788.58), p < .001.,.
The odds ratio showed that as F2 decrease by one more unit,
the change in odds that an utterance was produced in a disgust
tone of voice was 1.0016 (confidence interval, 5%, 1.0008 and
95%, 1.0024).

3.2. The vowel [E:]

The linear discriminant analysis showed that for this vowel,
disgust can be differentiated from neutral by a decrease in f0
and F1 (b = 0.0060 and b = 0.0106) and an increase in F2
(b = −.0006). The mixed effects logistic regression however
showed that F0 and F2 were not useful in discriminating disgust
from neutral, with the low proportion of variance accounted for
(0.00 and 0.07).

Only F1 significantly improved the model, 8.52, b =
0.004, mean (disgust,626.07, neutral, 665.47) p < .01.. The
odds ratio showed that as F1 decrease by one more unit, the
change in odds that an utterance was produced in a disgust
tone of voice was 1.0048 (confidence interval, 5%, 1.0014 and
95%, 1.0082).

3.3. The vowel [i:]

Disgust can be differentiated from neutral by a decrease in F1
and F2 (b = 0.0093 and b = 0.0029) and an increase in f0
(b = −.1212). The mixed effects logistic regression showed
that only F0 was not useful in discriminating disgust from neu-
tral, proportion of variance accounted for (0.00).

F1 and F2 significantly improved the model b = 0.0024,
mean (disgust,441.48, neutral, 451.84) p < .05 and b =
0.0047, mean (disgust,2394.41, neutral, 2464.33) p < .001.,
respectively. The odds ratio showed that as F1 decrease by
one more unit, the change in odds that an utterance was pro-
duced in a disgust tone of voice is 1.0011 (confidence interval,
2.5%, 1.0005 and 95%, 1.0016). As F2 decrease by one more
unit, the change in odds that an utterance was produced in a dis-
gust tone of voice was 1.0034 (confidence interval, 5%, 1.0012
and 95%, 1.0057).

3.4. The vowel [O:]

The discriminant analysis showed that this vowel was produced
with decreased F1 and F2 (b = 0.0098 and b = 0.0010) with
increased f0 (b = −.0076) in a disgust compared to neutral tone
of voice. The mixed effects logistic regression showed that all
the predictors were able to account for significant proportions of
the variance (F0, 4.95, F1, 80.24 and F2, 8.43). Of the three pre-
dictors, F1 showed the greatest amount of variance explained.
Given the large variance, we double checked for outliers and
influential data points but none were to be found.

F0 significantly improved the model, b = 0.0027, mean
(disgust,216.21, neutral,207.92), p < .05.. The odds ratio
showed that as F0 increase by one more unit, the change in odds
that an utterance was produced in a disgust tone of voice was
0.9947 (confidence interval, 5%, 0.9905 and 95%, 0.9989).

F1 significantly improved the model, b = 0.0469, mean
(disgust,636.45, neutral,695.93), p < .001.. As F1 decrease
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by one more unit, the change in odds that an utterance was pro-
duced in a disgust tone of voice was 1.0071 (confidence in-
terval, 5%, 1.0052 and 95%, 1.0090). Likewise, the addition
of F2 significantly improved the model, b = 0.0024, mean
(disgust,1215.72, neutral,1270.52), p < .05.. As F2 decrease
by one more unit, the change in odds that an utterance was pro-
duced in a disgust tone of voice was 1.0001 (confidence inter-
val, 5%, 0.9999 and 95%, 1.0014).

3.5. The vowel [u:]

For this vowel, disgust was differentiated from neutral by an
overall decrease in f0, F1 and F2 (b = 0.0072, b = 0.0109 and
b = −.0008). The mixed effects logistic regression however
showed that the addition of F1 significantly improved the fit of
the model, b = 0.0026, mean (disgust,536.66, neutral,558.69)
p < .05.. As F1 decrease by one more unit, the change in odds
that an utterance was produced in a disgust tone of voice was
1.0026 (confidence interval, 5%, 1.0004 and 95%, 1.0048).

4. Discussion
In this study, we proposed that spoken expressions of disgust
will result in different vowel formant frequencies when com-
pared to those produced from neutral speech. To test the pro-
posal, we compared F1 and F2 (as well as f0) of 5 vowels pro-
duced in neutral versus disgust expressions. Out of the 5 vow-
els examined, 4 of them (all tested vowels except [5]) showed a
significant decrease in F1 while only three vowels ([5], [i:] and
[O:]) showed a significant decrease in F2 when produced in a
disgust tone of voice. Only one vowel, ([O:] showed an increase
in f0. In line with our hypothesis, the measures of F1 and F2
may be more reliable than F0 is in marking disgust. However
there may potentially be language effects since Cantonese as a
tone language and has been shown to utilise less F0 information
in vocal expressions of emotion [13, 14]). Our next step is to
examine if inflections of F0 in disgust may interact with lexical
tones.

From our results, the vowels produced in disgust can gen-
erally be characterised by a lowering of F1. Interestingly, the
change in F1 appears to be most pronounced for rounded vow-
els that require lip protrusion such as [u:] and [O:]. We exam-
ined the video clips that were recorded together with the audio
recording and found that these rounded vowels appear to be pro-
duced with less lip protrusion and rounding when produced in
disgust, see Figure 2. From this, our speculation is that disgust
may be most efficiently conveyed by reducing lip protrusion of
these vowels so that salient acoustic changes may be produced
thus assisting detection by a listener. This can be verified by
examining if these vowels may be emphasised during the pro-
duction of vocal expressions of disgust such that these vowels
may be sustained (increase in duration when compared to other
vowels in the sentence) to maximise the salience of these for-
mant changes.

Figure 2: The figure on the left shows the configuration of the
lips when producing the vowel [O:] in disgust while the figure on
the right shows the same vowel produced by the same speaker
from the same word and from the same sentence but in neutral.

While we were unable to measure the placement of the
tongue in this study, the change in F2 suggests that the vow-
els were produced with place of articulation that is further back
from normal suggesting that there may indeed be underlying
changes in tongue position.

With regards to the implications of these results, first, from
the changes in the formant frequencies of the 5 vowels, we can
predict how the other vowels/diptongs may be produced. It will
be interesting to examine dipthongs since they are combinations
of the 5 vowels that we have examined. For example, we can
predict that [ou] may be produced with lower F1 but with no
changes in F2. This is currently underway.

Second, our results may shed some light as to why dis-
gust is generally found to be one of the emotions that is hard-
est to recognise when presented in an auditory only condition
[15, 16]. If changes in formant frequencies are the most salient
acoustic marker of disgust, there is a need for a speaker to first
establish a baseline for a neutral vowel space in order for a lis-
tener to be able to recognise the subtle departures in formant
frequencies. This may require prolonged exposure and is in
contrast with other emotion types such as sadness where fun-
damental frequency and speech rate are the key characteristics
of the emotion.

Third, the results of this study taken together with the stud-
ies on smiled speech [17] suggest that the vocal expressions of
emotions contain information pertaining to the facial expression
of an emotion rather than merely to the valence of the emotion
itself. So rather than looking for acoustic markers that code for
specific dimensions such as arousal or valence, it may be more
fruitful to search for measures that correlate with the facial ex-
pression of an emotion. Moreover emotion information is most
salient in the face [18, 19] and vocal expressions of emotions are
often (if not always) produced together with facial expressions.

This study is somewhat exploratory in nature given that it
is the first in a series of planned experiments. Along with the
other factors that we have outlined above, we plan to verify if
the same pattern of results can be observed with other languages
(English). If disgust serve an adaptive role and its prototypical
facial expression is universal across cultures and languages, a
similar change in the formant frequencies of spoken expressions
of disgust should be observed. We also plan to conduct a per-
ception study using synthesized vowels/speech to investigate if
listeners may be able to discriminate disgust from neutral based
on formant frequency changes alone. Moreover it is unlikely
that the mean of the first two formant frequencies are the only
properties that may code for disgust, it is undeniable that they
play a rather large role in the expression of disgust. Certainly
there is a need to further examine how pitch, duration and other
acoustic properties may be used in tandem with the changes in
formant frequencies.

5. Conclusion
This study showed that the facial expression of disgust affect
the formant values. This was most likely due to the retraction
of the lips during the expression of disgust which had the effect
of lowering F1 and F2. This finding suggests that these mea-
sures may stand as possible acoustic markers of the expression
of disgust.
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