
Automatically Classifying Self-Rated Personality Scores from Speech

Guozhen An1, Sarah Ita Levitan2, Rivka Levitan4, Andrew Rosenberg3, Michelle Levine2,

1Department of Computer Science, CUNY Graduate Center, USA
2Department of Computer Science, Columbia University, USA

3Department of Computer Science, Queens College (CUNY), USA
4Department of Computer and Information Science, Brooklyn College (CUNY), USA
gan@gradcenter.cuny.edu, sarahita@cs.columbia.edu, rlevitan@brooklyn.cuny.edu

andrew@cs.qc.cuny.edu, mlevine@cs.columbia.edu,julia@cs.columbia.edu

Abstract
Automatic personality recognition is useful for many compu-
tational applications, including recommendation systems, dat-
ing websites, and adaptive dialogue systems. There have been
numerous successful approaches to classify the “Big Five”
personality traits from a speaker’s utterance, but these have
largely relied on judgments of personality obtained from ex-
ternal raters listening to the utterances in isolation. This work
instead classifies personality traits based on self-reported per-
sonality tests, which are more valid and more difficult to iden-
tify. Our approach, which uses lexical and acoustic-prosodic
features, yields predictions that are between 6.4% and 19.2%
more accurate than chance. This approach predicts Openness-
to-Experience and Neuroticism most successfully, with less ac-
curate recognition of Extroversion. We compare the perfor-
mance of classification and regression techniques, and also ex-
plore predicting personality clusters.
Index Terms: personality recognition, self-reported personality

1. Introduction
Personality refers to individual differences in characteristic pat-
terns of thinking, feeling, and behaving [1]. A commonly
used model of personality is the NEO-FFI five factor model
of personality traits, also known as the Big Five: Openness
to Experience (having wide interests, imaginative, insightful),
Conscientiousness (organized, thorough, a planner), Extrover-
sion (talkative, energetic, assertive), Agreeableness (sympa-
thetic, kind, affectionate), and Neuroticism (tense, moody, anx-
ious) [2]. These traits were originally identified by several re-
searchers working independently [3] and the model has been
employed to characterize personality in multiple cultures [4].

Big Five traits have been found to predict many life out-
comes, including academic [5] and occupational [6] success,
interpersonal relationships [7, 8], and health outcomes [9]. Per-
sonality recognition also has potential uses in many applica-
tions. Recommendation systems (e.g. travel [10], music [11])
can be customized for specific personalities. Personality recog-
nition can also inform matching algorithms for dating applica-
tions [12]. Dialogue systems too can adapt to users personali-
ties, and this adaptation has been found to be preferred by users
[13]. Automatic methods for natural language generation with
personality traits have also been developed and evaluated [14].

In our current work we experiment with ways to automati-
cally identifying the NEO-FFI Big Five personality traits from
speech, which will be useful for applications such as dialogue
systems. Although there is previous research on this task, most

has focused on predicting personality scores labeled by annota-
tors asked to identify personality traits of others, rather than
from self-reported personality inventories. Although ratings
by observers who know the subject well are considered valid
in personality research, ratings by strangers have been shown
to correlate only weakly with self reports, and have moderate
to weak internal consistency (as measured by Cronbach’s al-
pha) [15].

We focus instead on the prediction of self-reported NEO-
FFI scores, which are considered more valid indicators of a per-
sons true personality. This is a much more difficult task than
predicting stranger ratings, which are based only on the speech
samples, which therefore necessarily contain all the informa-
tion needed for the prediction. To classify personality from
speech using self-reported personality inventories, we compare
three approaches: classification of high/medium/low personal-
ity score categories, regression against continuous personality
scores, and classification of personality score clusters.

In Section 2, we review previous work on linguistic markers
of personality. We describe the corpus used for our study in
Section 3. In Section 4 we outline the methods for preparing
the data and features used in classification. Section 5 presents
the results of our machine learning experiments. We conclude
in Section 6 and discuss future research directions.

2. Related Work
There have been numerous successful approaches to the auto-
matic identification of personality from text and from speech.
Mohammadi et al. [16] used prosodic features to detect person-
ality from short ten second audio clips, labeled by human judges
with observer personality scores. They use an SVM classifier
to tackle a binary problem whether a clip is above or below
the mean score for each of the NEO-FFI five personality traits.
They report recognition rates ranging from 64.7% (Agreeable-
ness) to 79.4% (Extraversion).

Lexical features have also been used for personality iden-
tification. Argamon et al. [17] extracted four sets of stylistic
lexical features from student essays and classified the essays as
high or low (top or bottom third) for extraversion and neuroti-
cism, using an SMO classifier. They analyzed the contributions
of lexical features for each trait. Another source of lexical fea-
tures, Linguistic Inquiry and Word Count (LIWC) [18] cate-
gories, have been shown to correlate with Big Five personality
traits, both in writing samples [19] and in spoken dialogue [20].

In a comprehensive study of personality recognition,
Mairesse et al. [21] explored LIWC, psycho-linguistic, and
prosodic feature sets; compared classification, regression, and
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ranking algorithms; and evaluated the predictions of both ob-
server reports and self reports of personality. Their results indi-
cate that observer reports are easier to predict — they achieved
good results with models of observed personality but no results
above baseline with models of self-reported personality.

We believe that self-reported personality is important to
model, as this has been shown to be valid in many experiments
(e.g. retest reliability, correlation with life outcomes). Our
work can be viewed as a continuation of the groundwork laid
by [21]. We similarly explore both prosodic and lexical fea-
tures, but we use an expanded acoustic-prosodic feature set, and
we add the Dictionary of Affect in Language (DAL) feature set
[22] which has not been previously used for personality iden-
tification. While the previous work mentioned above classified
personality traits by binning scores into high and low for each
trait, using the median, mean, or top/bottom third as a threshold,
we introduce here a new method of binning personality scores
using population mean scores. We also explore a new approach
in which we cluster personality scores, and then classify speech
samples according to their cluster ids.

3. Corpus
The corpus we examine [23, 24] consists of within subject de-
ceptive and non-deceptive speech from native speakers of Stan-
dard American English (SAE) and Mandarin Chinese (MC),
both speaking English, where native language is defined as lan-
guage spoken at home until age 5. The corpus includes data
from 172 subject pairs – 122.5 hours of speech. To our knowl-
edge, this is by far the largest corpus of cleanly recorded de-
ceptive and non-deceptive speech collected and transcribed, and
includes self-identified truth/lie labels.

The corpus was collected using a fake resume paradigm in
which pairs of subjects were recorded playing a lying game,
alternating between interviewing their partner and being inter-
viewed about answers to a set of 24 biographical questions. De-
mographic data was also obtained from each subject and sub-
jects also filled out a NEO-FFI (5 factor) personality inventory
[2], assessing Openness to Experience (O), Conscientiousness
(C), Extraversion (E), Agreeableness (A) and Neuroticism (N).

We also collected a 3-4 minute baseline sample of speech
from each subject for use in speaker normalization, in which
the experimenter asked the subject open-ended questions (e.g.,
What do you like the best/worst about living in NYC?). Sub-
jects were instructed to be truthful in answering. Once both
subjects had completed all the questionnaires and we had col-
lected both baselines, they began the lying game.

Transcripts for the recordings were obtained using Ama-
zon Mechanical Turk (https://www.mturk) (AMT). Three tran-
scripts for each audio segment from different ‘Turkers’ were
obtained, and combined using rover techniques [25], producing
a rover output score measuring the agreement between the ini-
tial three transcripts. For clips with a score lower than 70%,
transcripts were manually corrected; we needed to hand correct
9.7% of clips. For the experiments in this paper we used the
331 baseline files that have been corrected to date, comprising
approximately 23 hours of speech.

4. Method
4.1. NEO Score Binning
One challenge of predicting personality is how to set up the ma-
chine learning experiments. The NEO scores are calculated on
a continuous scale for each of the five dimensions, so it is nat-
ural to model this as a regression problem. Another approach

Figure 1: Interviewing subject.

is to convert the numeric scores to nominal values using thresh-
olds, and to model this as a three-class classification problem.
We compare results of the two approaches in this work, as well
as a third approach, predicting personality score clusters, as de-
scribed in Section 5.3.

We use the thresholds provided in [26] to label the NEO
scores as “High” (HI), “Medium” (ME) or “Low” (LO) for
each dimension. These thresholds are determined by popula-
tion norms from a large sample of administered NEO-FFI, and
are different for males and females. Table 1 shows the mapping
of numeric NEO scores to the three categorical labels.

Table 1: Personality mapping from a continuous scale to High,
Medium, and Low.

Trait Gender LO ME HI
O Male < 23 23 =<,<= 30 > 30

Female < 23 23 =<,<= 30 > 30
C Male < 30 30 =<,<= 37 > 37

Female < 32 32 =<,<= 38 > 38
E Male < 24 24 =<,<= 30 > 30

Female < 25 25 =<,<= 31 > 31
A Male < 29 29 =<,<= 35 > 35

Female < 31 31 =<,<= 36 > 36
N Male < 13 13 =<,<= 21 > 21

Female < 16 16 =<,<= 25 > 25

Table 2 shows the distribution of the three categorical la-
bels in each trait after mapping from NEO-FFI scores. As we
might expect, the three classes are highly unbalanced, with the
majority of subjects usually falling into the Medium class, and
a smaller percentage in either the High class or the Low class.

Table 2: Distribution of three class after relabeling

Distribution O C E A N
LO 22 147 79 125 74
ME 129 130 125 141 107
HI 180 54 127 65 150

4.2. Low-Level Descriptor Features
Previous research showed that different personality traits can
be detected by a variety of speech factors, such as fundamen-
tal frequency [27], voice quality, intensity [28], frequency and
duration of silence pauses [29]. Motivated by these findings,
we used the OpenSMILE library to extract acoustic-prosodic
features [30]. The OpenSMILE Low-Level Descriptor (LLD)
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feature set contains approximately 6,373 acoustic-prosodic fea-
tures as described in the Interspeech 2013 COMPARE Chal-
lenge [31]. These are with extracted using the baseline 2013
Challenge configuration. The Low-Level Descriptor features
include pitch (fundamental frequency), intensity (energy), spec-
tral, cepstral (MFCC), duration, voice quality (jitter, shimmer,
and harmonics-to-noise ratio), spectral harmonicity, and psy-
choacoustic spectral sharpness.

4.3. Fundamental Frequency Variation Features

It has been mentioned in previous research [32, 33] that there
are strong correlations between personality and fundamental
frequency. In order to capture this information, we extracted
42 features which come from fundamental frequency variation
(FFV) spectrum with 7 components [34]. From each of the 7
spectrum components, we extract 6 features: mean, minimum,
maximum, median, standard deviation, and variance. These
features have been found to be helpful in characterizing dialogs
[34] and also in acoustic modeling for speech recognition [35].
The FFV features capture a frame level spectral representation
of f0 dynamics, as opposed to the pitch features in the OpenS-
mile LLD set, each of which describes the pitch of the entire
sound.

4.4. Linguistic Inquiry and Word Count Features

Psycholinguistic studies [36] show that the people choose words
not only because of the linguistic meaning, but also because
of psychological conditions, such as emotion, personality and
relational attitude. Therefore, it is possible to detect person-
alities through text analyses associated with psycholinguistic
techniques. Inspired by [19, 21], we used Linguistic Inquiry
and Word Count (LIWC) [18] to extract the lexical features.
LIWC is a text analysis program that calculates the degree to
which people use different categories of words, and can deter-
mine the degree any text uses positive or negative emotions,
self-references, causal words, and 70 other language dimen-
sions. LIWC features have been used in many studies to pre-
dict outcomes including personality [19], deception [37], and
health [38]. We extracted a total of 130 LIWC features based
on the 64 LIWC categories: 64 features based upon the ratio
of words appearing in each LIWC categories over total word
count; 64 features based on the ratio of words appearing in each
LIWC categories over the total words appearing in any LIWC
category; the total number of words appearing in any LIWC
category; and the total word count.

4.5. Dictionary of Affect Features

The psychology literature [39] suggests that arousal highly cor-
relates with some dimensions of personality, especially ex-
traversion. Therefore, we used Whissell’s Dictionary of Af-
fect in Language (DAL) [22] to extract additional features. The
DAL is a lexical analysis tool which is used for analyzing emo-
tive content of speech especially for pleasantness, activation
and imagery. It lists approximately 4500 English words, each
with ratings for these three categories in the DAL. These were
obtained from multiple human judges. We extract nineteen fea-
tures derived from the DAL scores for each word in each sub-
ject’s baseline interview transcript. From all words’ pleasant-
ness, activation and imagery scores, we calculated the mean,
minimum, maximum, median, standard deviation, and variance.
We also added the number of words in the transcript that appear
in the DAL.

5. Results
After feature extraction is completed, we train and test our
model. There are three different experiments in this paper
for personality prediction: predicting continuous personality
scores, personality score categories, and personality score clus-
ters. We trained models using each of our four different feature
sets, then combined them in different ways to determine how
much each feature set was contributing either independently or
in combination. We used the Weka [40] SMOreg for continuous
scale and the SMO classifier for class classification and cluster
classification to generate personality hypotheses. All Weka pa-
rameters were kept at their default values.

5.1. Personality scores

Our first model attempted to predict continuous personality
scores using regression. We find that different feature sets per-
form differently on the different personality traits. We use the
Spearman correlation to compare the results from different set
of features, since the self-reported personality scores are not
evenly distributed. Table 3 shows that the LLD feature set
performs best on Conscientiousness; the FFV feature set per-
forms best on Openness to Experience; the LIWC feature set
rates highest on Agreeableness; the DAL feature set achieved
the highest performance on Extraversion; and a combination of
four feature sets performs best on Neuroticism. We did not set
any baseline performance for this experiment since there were
no other comparable experiments and no other plausible simple
baselines. Although [21] did use a similar procedure for ex-
perimenting on self-reported personality recognition, they used
t-tests to report their results rather than correlations, and none of
their models showed significant improvement over the baseline
on self-reported personality scores.

Table 3: Regression Performance of Personality Recognition.
(Spearman Correlations)

Feature O C E A N
LLD 0.308 0.233 0.148 0.238 0.052
FFV 0.409 0.028 0.232 0.304 0.302
LIWC 0.267 -0.086 0.109 0.340 0.176
DAL 0.287 -0.120 0.381 0.118 0.226
Combined 0.238 0.080 0.357 0.199 0.314

5.2. Personality score categories (high, medium, low)

For a three-class classification of personality score categories
based on population means, we run two sets of experiments.
First, we use only the lexical and acoustic-prosodic features to
predict High (HI), Medium (ME), and Low (LO) for each per-
sonality traits. We then use these features combined with four
other ground truth labels to predict the fifth for each trait, pro-
viding an upper bound for the performance of a multi-label pre-
diction ensemble.

In contrast to the regression results, the individual feature
sets do not perform well on each trait excepting the LLD fea-
tures. For the first set of experiments, Table 4 shows that the
LLD feature set performs best on Openness and Neuroticism; a
combination of LLD and FFV performs best on Conscientious-
ness; a combination of FFV, LLD and DAL achieve the highest
performance on Extraversion; and a combination of the LIWC
and FFV features performs best on Agreeableness. We use un-
weighted average recall (UAR) to compare the results from the
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different sets of features, since the distribution for three classes
in each trait are not balanced (Table 2). We set our baseline
UAR to 33.3%, since we know of no other work using a three-
way classification which might serve as a baseline; a similar
experiment by [21] uses a two-class classification.

Table 4: Classification Performance of Personality Recogni-
tion. (UAR)

Feature O C E A N
Baseline 33.3% 33.3% 33.3% 33.3% 33.3%
LLD 43.8% 38.2% 31.5% 35.7% 42.3%
FFV 38.5% 37.2% 29.1% 31.2% 32.4%
LIWC 42.4% 34.6% 31.9% 39.4% 30.8%
DAL 38.1% 32.1% 32.8% 36.4% 32.0%
LLD + FFV 42.8% 39.1% 35.5% 36.1% 41.2%
LIWC + FFV 41.4% 33.7% 30.6% 40.5% 32.9%
DAL + LLD + FFV 37.8% 38.7% 37.4% 33.0% 41.0%
Combined 38.8% 36.6% 32.3% 36.9% 41.9%
Improvement +10.5% +5.8% +4.1% +7.2% +9.0%

For the second classification experiment, we find that the
performance shown in Table 5 improves over that shown in Ta-
ble 4 for every trait by at least 2.3% and at most 8.7% when
adding the ground truth label of HI, ME, LOW to the lexical
and acoustic-prosodic features. The LIWC features combined
with the trait labels performs best on Openness; the FFV feature
set combine with the trait label performs best on Extraversion; a
combination of LLD and FFV features with the trait label rates
highest on Neuroticism; a combination of LIWC and FFV fea-
tures with trait labels reaches highest performance on Agree-
ableness; and a combination of LLD and DAL features with
trait label performs best on Conscientiousness.

Table 5: Classification Performance of Personality Recognition
with other trait ground truth. (UAR)

Feature O C E A N
Baseline 33.3% 33.3% 33.3% 33.3% 33.3%
LLD 40.0% 41.9% 35.5% 36.2% 47.3%
FFV 39.1% 40.8% 39.7% 39.2% 40.7%
LIWC 52.5% 38.0% 38.7% 43.0% 36.9%
DAL 41.4% 37.7% 36.8% 40.7% 44.8%
LLD + FFV 40.8% 41.3% 34.5% 36.5% 47.9%
LIWC + FFV 51.2% 42.4% 37.6% 45.3% 39.5%
DAL + LLD 37.4% 43.4% 35.3% 33.4% 45.6%
Combine 40.1% 40.8% 34.5% 36.4% 45.4%
Improve +19.2% +10.1% +6.4% +12.0% +14.6%
Table 4 +10.5% +5.8% +4.1% +7.2% +9.0%
Table 5
- Table 4 +8.7% +4.3% +2.3% +4.8% +5.6%

5.3. Personality score clusters

Finally, instead of trying to predict individual traits in isolation,
here we view them together as comprising a single whole per-
sonality. Because of sparsity, we cannot consider every possible
combination of high, medium and low for each of the five traits.
Instead, we treat each combination in our data as a single in-
stance and cluster them using k-means, and treat each cluster
id as representative of a personality configuration. This id may
be useful as a feature in downstream tasks for which individual
personality trait features have been shown to be helpful, since
it models an integrated view of the personality that is closer to
how it functions in the real world. (High agreeableness, for ex-

ample, is different for a high-extroversion personality than for a
low-extroversion personality.)

The prediction of the five clusters improves over the base-
line approximately 5-7% for different feature sets. The best per-
forming feature set is a combination of LIWC and FFV features,
and it improves over the baseline by 7.9%. We use accuracy
(ACU) to compare the results from different sets of features,
since the distribution for five clusters in each trait are equal,
which is different from the class distribution. We set our base-
line result to chance at 20.0%.

Table 6: Five Cluster Classification Performance of Personal-
ity Recognition. (ACU)

Feature ACU Improve
Baseline 20.0%
DAL 25.2% +5.2%
LIWC 25.5% +5.5%
FFV 25.8% +5.8%
LLD 27.0% +7.0%
LIWC + FFV 27.9% +7.9%
Combine 24.5% +4.5%

6. Discussion and Conclusion
In this work, we present results showing that lexical and
acoustic-prosodic features can predict self-reported personality
traits identified by the NEO-FFI Five-Factor personality inven-
tory with considerable success. We have experimented with a
number of feature sets and a variety of techniques to achieve
improvements significantly over our baselines.

While direct comparison to stranger-predicted ratings is un-
available, we note that the ranking of accuracy for the Big Five
differs by condition. Stranger ratings of Neuroticism and Ex-
troversion were predicted with the highest accuracy in [21], and
Openness was most difficult to predict. Stranger-predicted Ex-
troversion had highest accuracy and Openness lowest in [16].
We predict self-ratings of Openness with highest accuracy (Ta-
ble 4), and Extroversion lowest. This disparity is consistent
with the idea that stranger-ratings can only be based on lexi-
cal and vocal characteristics of speech samples. Big Five traits
such as Extroversion and Neuroticism are popularly associated
with stereotypical speech behaviors and thus may be easier
to classify from isolated speech, whereas Openness to Expe-
rience is much less stereotyped in terms of speech behaviors.
Thus, Openness may well be more accurately self-reported than
stranger identified. So we can conclude that there are plausible
explanations for the differences we find between our study of
self ratings and other studies of stranger ratings.

In future work, we will experiment with different methods
to classify personality scores and different feature set train the
model. We will also experiment with different machine learning
algorithms such as Neural Nets to train our model.
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