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Abstract

Indian languages are broadly classified as Indo-Aryan or Dra-

vidian. The basic set of phones is more or less the same, vary-

ing mostly in the phonotactics across languages. There has also

been borrowing of sounds and words across languages over time

due to intermixing of cultures. Since syllables are fundamen-

tal units of speech production and Indian languages are charac-

terised by syllable-timed rhythm, acoustic analysis of syllables

has been carried out.

In this paper, instances of common and most frequent syl-

lables in continuous speech have been studied across six In-

dian languages, from both Indo-Aryan and Dravidian language

groups. The distributions of acoustic features have been com-

pared across these languages. This kind of analysis is useful

for developing speech technologies in a multilingual scenario.

Owing to similarities in the languages, text-to-speech (TTS)

synthesisers have been developed by segmenting speech data

at the phone level using hidden Markov models (HMM) from

other languages as initial models. Degradation mean opinion

scores and word error rates indicate that the quality of synthe-

sised speech is comparable to that of TTSes developed by seg-

menting the data using language-specific HMMs.

Index Terms: acoustic analysis, Indian languages, syllables,

text-to-speech synthesis

1. Introduction

Developing speech technologies is a challenging task, particu-

larly when dealing with multiple languages. In India, which has

about 1652 languages1 along with dialectal variations, develop-

ing speech recognition, synthesis, translation systems, etc., is

quite a herculean task. This is also compounded by the bilin-

gualism (or multilingualism) feature that is quite common in

India. Most Indian languages primarily belong to the Indo-

Aryan or Dravidian language group. They share a common

sound base, consisting of about 11-15 vowels and 33-35 conso-

nants. It is the phonotactics which varies across the languages.

A naive analysis is performed to study multilingual characteris-

tics which might lead to enabling easier development of speech

technologies.

Most of the literature available focuses on analysing acous-

tic properties of individual Indian languages [1–3]. Similari-

ties among different languages from a language identification

perspective are studied in reference [4]. From a multilingual

perspective to better design speech technologies, reference [5]

analyses subtle variations in phonetic features across multiple

1This figure is from the 1961 Census report of India

languages. In contrast to this, reference [6] exploits the similar-

ities that exist among Indian languages to design a common la-

bel set for building multiple text-to-speech (TTS) synthesisers.

Going a step further, [7] performs cross-borrowing of hidden

Markov models (HMM) to aid in the easier training of TTSes.

This technique is used to validate the studies carried out in the

current work.

The work presented in this paper analyses syllables across six

Indian languages in the context of continuous speech. The anal-

ysis is performed using both textual and speech data. Syllables

are analysed as they are the fundamental units of speech produc-

tion. Moreover, Indian languages are syllable-timed [8]. Sylla-

bles are defined as C∗V C∗ units, where V represents a vowel

and C represents a consonant. The C∗ indicates that it can be

zero or more consonants. Acoustic properties of most frequent

syllables are analysed across six Indian languages - Bengali,

Hindi, Marathi, Kannada, Tamil and Telugu. The first three lan-

guages belong to the Indo-Aryan language group and the rest

to the Dravidian language group. To obtain syllable level seg-

mentation of speech data, a hybrid segmentation algorithm is

used [9]. In order to compare syllables across languages, sylla-

bles are denoted using standard notations specified in the com-

mon label set [6]. Analysis of word types and syllable types

across the languages are carried out. Similarities among lan-

guages are determined based on the analyses. Such analyses

are relevant in a multilingual scenario. Based on the conclu-

sions drawn from the analysis, statistical parametric based text-

to-speech (TTS) systems are developed by cross-borrowing hid-

den Markov models (HMM) for segmenting speech data. Sub-

jective evaluation is conducted to assess the quality of synthe-

sised speech.

The rest of the paper is organised as follows. Section 2 describes

the datasets used in the work. Section 3 explains the hybrid seg-

mentation algorithm. The analysis work is detailed in Section

4. Section 5 describes the experiments carried out in the TTS

framework. The work is concluded in Section 6.

2. Datasets used

Six Indian languages are used in the experiments- three belong-

ing to the Indo-Aryan language group and the others to the Dra-

vidian group. Both female and male data are used. Details of

the datasets used are given in Table 1. Additionally, 5 hours of

male and female data of Rajasthani, an Indo-Aryan language,

was used to substantiate the acoustic analysis performed.
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Table 1: Details of speech data

Data
Bengali Hindi Marathi Kannada Tamil Telugu

Male Female Male Female Male Female Male Female Male Female Male Female

Duration

(hours)
4.78 4.98 5.16 5.18 3.56 4.8 3.4 3.95 4.56 5.37 4.24 5.0

3. Hybrid segmentation

The first step is to segment the data at the syllable level for anal-

ysis. Syllable segments are obtained using the hybrid segmen-

tation algorithm [9]. The hybrid segmentation algorithm is a

segmentation algorithm where machine learning is used in tan-

dem with signal processing. Using flat start initialisation, where

all the monophone HMMs are assigned with global mean and

variance, HMMs are re-estimated. But these HMMs do not con-

sider any boundary information. This boundary information is

obtained from signal processing. Group-delay based segmen-

tation method gives a set of syllable boundaries. The closest

group-delay boundary in the vicinity of an HMM boundary is

considered as the correct syllable boundary. Then embedded re-

estimation is performed by restricting segmentation to the sylla-

ble boundary. This is done a couple of times iteratively. Further

boundary correction is achieved using short term energy and

spectral flux as cues. The resulting boundaries are the syllable

boundaries.

In order to build a phone based TTS synthesiser, speech data

needs to be segmented at the phone level. This is obtained by

re-estimating HMMs after splicing the speech waveform at the

syllable level. Re-estimating HMMs within the syllable bound-

ary is an improvement over re-estimating over the entire utter-

ance as reported in reference [10].

4. Analysis across languages

Reference [11] reports that the properties of a syllable are

largely influenced by its position in a word. The acoustic prop-

erties of the same syllable vary when the syllable is in the begin-

ning, middle or end of a word. Hence, the syllables are postfixed

with BEG, MID and END tags, depending on their position in

the word.

The text in each language is syllabified. The number of in-

stances of a syllable occurring varies in the language. The prob-

ability of the count of syllables occurring in a language follows

a Zipfian (Zipf) distribution. The Zipf distributions of the top

300 syllables for different languages are plotted in Figure 1.

The Zipf distributions have a long tail. In the current work,

therefore, the analysis is restricted to only the top 300 syllables,

referred to as the “top syllables” in this paper.

Since the Indian languages considered in this work have differ-

ent scripts, syllables in the native script are mapped to labels

in the common label set [6]. The common label set is a set

of sounds across 13 Indian languages where similar sounds are

grouped together and denoted by a label. This makes it easier

to compare syllables belonging to different languages.

We analyse the number of phones that constitute a syllable from

the top syllables list. The statistics for the same are given in Fig-

ure 2. It is seen that syllables consisting of two phones occur

most frequently across all languages. It is mainly of form CV ,
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Figure 1: Zipfian distribution (Zipf) of frequency of top sylla-

bles for male data across languages

and in very few instances of the form V C. This is in keep-

ing with the fact that the writing system of Indian languages

is akshara-based, which has a C∗V structure. The next fre-

quently occurring syllable structure consists of three phones,

mostly CV C structure, and sometimes CCV . Syllables with a

single phone are vowels (V structure). Syllables composed of

four or more phones occur rarely and are due to the presence of

English words in the text in most cases.

We also study the probability of mono-syllabic, bi-syllabic, tri-

syllabic words in the database. In the Indian languages con-

sidered, words are defined by blanks in the script similar to

English. Unique words in the database are syllabified. The

statistics of the same are given in Figure 3. For Indo-Aryan

languages, the occurrence of words is in the following descend-

ing order: bi-syllablic, tri-syllabic, mono-syllabic, and further

reduces as the number of syllables in the word increases. This

pattern is in contrast to that of Dravidian languages. For Dra-

vidian languages, words consisting of three or more syllables

are common. Words containing six or more syllables are least

probable in Indo-Aryan languages compared to Dravidian lan-

guages, where this probability is quite high. This highlights the

agglutinative nature of Dravidian language scripts [12]. In ag-

glutinative languages, multiple words are concatenated together

to form a single word. The meaning of the word before and

after concatenation does not change. For example, in Tamil,

the words “vandu”, “kondu”, “irukkiraan” are concatenated to-

gether to form a single word “vandukondirukkiraan”.

For each instance of a syllable, acoustic features, namely, du-

ration, average energy and average f0 are calculated. A frame

size of 25ms and a frame shift of 10ms are used for determining

these values. The values of average energy and average f0 are

normalised to zero mean and variance one for every syllable.

The durations of each instance of a syllable are normalised with

respect to the average syllable rate of the speaker since sylla-

ble rate varies with speakers. The average syllable rate is the

number of syllables uttered in 1 second. The syllable rates for
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Table 2: Syllable rates of different speakers

Data
Bengali Hindi Marathi Kannada Tamil Telugu

Male Female Male Female Male Female Male Female Male Female Male Female

Syllable Rate 4.91 5.14 5.01 4.94 4.15 4.22 5.73 4.94 5.66 5.18 6.52 5.2

Male Female

10

20

30

40

50

60

70

80

90

100

Pe
rce

nta
ge

 of
 sy

lla
ble

 ty
pe

 (%
)

Bengali
Male Female

10

20

30

40

50

60

70

80

90

100

Hindi
Male Female

10

20

30

40

50

60

70

80

90

100

Marathi
Male Female

10

20

30

40

50

60

70

80

90

100

Kannada
Male Female

10

20

30

40

50

60

70

80

90

100

Tamil
Male Female

10

20

30

40

50

60

70

80

90

100

Telugu

One phone per syllable Two phones per syllable Three phones per syllable Four or more phones per syllable

Figure 2: Percentage of types of syllables based on number of constituent phones for different datasets

speakers of different languages are given in Table 2.

The average durations of the top 300 syllables are plotted after

normalising the syllable durations with respect to the syllable

rate of the speaker for different languages (Figures 4 and 5). It

is clearly seen from Figure 4, which is the distribution for male

data, that syllables in the Dravidian languages have lower av-

erage syllable durations, when compared to those belonging to

the Indo-Aryan languages. We hypothesise that the shorter av-

erage duration of syllables in Dravidian languages are due to its

agglutinative nature. As the word becomes longer in terms of

the number of syllables, speakers tend to shorten the word in

terms of duration. This is not so in the case of distributions for

the female data (Figure 5). Distributions of Bengali and Hindi

data overlap with those of Dravidian languages. Additionally, 5

hours of Rajasthani male and female data are used and their dis-

tributions conform to the said pattern for both male and female

data. We conclude that further studies have to be carried out

to analyse the anomaly occurring for the female data in Hindi

and Bengali. Similar analyses are performed for average en-

ergy and average f0 of syllables. They are not presented in the

paper because of lack of conclusive results. We also have not

done any study across genders, rather concentrating only from

a language-specific perspective.

The studies highlight the similarities among Dravidian and

among Indo-Aryan language groups. Using this grouping, TTS

synthesisers are built with the aid of another language belonging

to the same language group.

5. Hidden Markov model based speech
synthesis (HTS)

To build a phone-based HMM speech synthesis system (HTS)

[13] for a new language, speech data should be segmented at

the phone level. Segmentation using the conventional flat start

method, where HMMs are initialised with global mean and vari-

ance, does not result in good synthesis quality [10]. The hy-

brid segmentation technique has to be performed carefully and

is time-consuming. As an alternative, data can be segmented

easily with the help of an existing TTS system for a similar lan-

guage.

HTS systems are developed for four languages- Bengali, Hindi,

Tamil and Telugu. HTS version 2.3 is used for the same. Male

data is used to build TTSes for these languages. One set of

TTSes is built using segmented phone level speech data ob-

tained from the hybrid segmentation algorithm. The next set of

TTSes is developed using speech data segmented at the phone

level with the help of a similar language in the same language

group. Phone level segmentation is obtained by using context-

independent monophone HMMs from another language as the

initial HMMs and performing embedded training for about 5 it-

erations. Similar languages from which monophone HMMs are

borrowed are termed as source languages. For Indo-Aryan lan-

guages, Hindi is considered as the source language and for Dra-

vidian languages, Tamil is considered as the source language.

Another experiment is conducted wherein the source language

is from a different family group. For Hindi, Tamil is used as the

source language, and vice-versa. In case a phone in the given

language is not present in the source language, the monophone

HMM corresponding to a similar phone is borrowed from the

source language. This work differs from the work done in refer-

ence [7], where segmentation of speech data in the source lan-

guage is performed using a bootstrap algorithm.

To evaluate the quality of the output synthesised sentences,

degradation mean opinion score (DMOS) [14] and word error

rate (WER) tests [15] are conducted. In DMOS test, listeners

are asked to rate the quality of the synthesised speech on a scale

of 1-5, 5 being the best. The scores are then calculated with

respect to the natural or recorded speech. In WER test, listen-

ers are asked to transcribe a set of semantically unpredictable

sentences (SUS) or nonsensical sentences and then WER is cal-

culated based on the number of insertions, deletions, and sub-

stitution of words.

An average of 10 native listeners evaluated a set of 15 and 10

synthesised sentences for the DMOS and WER tests for each

language, respectively. Results of the evaluation are shown in

Tables 3 and 4. The second column in both tables indicates the

results obtained when languages are segmented using the hybrid

segmentation algorithm. The last column indicates the results
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Figure 3: Percentage of types of words based on number of constituent syllables for different datasets
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Table 3: Degradation mean opinion scores (DMOS)

Language
Using hybrid

segmentation

Source

language

Using source

language

Bengali 2.99 Hindi 3.24

Hindi 3.45 Tamil 3.43

Tamil 4.21 Hindi 4.22

Telugu 3.28 Tamil 3.46

when HMMs from a source language are used to segment data

at the phone level. From both DMOS and WER scores, it is

evident that using HMMs from a source language leads to bet-

ter synthesis quality in terms of naturalness and intelligibility

in most cases. This may be due to robust models in the source

language as a result of accurate phoneme segmentation. Hence,

phoneme segmentation is crucial in the context of developing

good quality TTS systems. It is interesting to note that cross-

borrowing of models across language groups also leads to good

synthesis quality. This can be attributed to the fact that Indian

languages share a common set of sounds. Over time, due to

the borrowing of sounds (or words) across languages, the diver-

gence between the language groups has narrowed down [16].

6. Conclusions

The work analyses acoustic properties of syllables across six

Indian languages. Similarities among Dravidian languages and
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Figure 5: Distribution of average duration of top syllables for

female data across languages

Table 4: Word error rates (WER) (%)

Language
Using hybrid

segmentation

Source

language

Using source

language

Bengali 9.82 Hindi 3.67

Hindi 6.06 Tamil 5.4

Tamil 0.4 Hindi 3.9

Telugu 12.5 Tamil 9.54

Indo-Aryan languages are determined. Based on this, mono-

phone HMMs are borrowed from similar languages as initial

models to segment speech data at the phone level in a given lan-

guage and then building a TTS system for the language. This

sort of analysis is crucial when developing speech technologies

in a multilingual scenario and also for low-resource languages.

This is also helpful in the study of prosody across Indian lan-

guages.
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