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Abstract

This paper proposes a novel attention-based recurrent neural
network (RNN) to build an end-to-end automatic language i-
dentification (LID) system. Inspired by the success of attention
mechanism on a range of sequence-to-sequence tasks, this work
introduces the attention mechanism with long short term mem-
ory (LSTM) encoder to the sequence-to-tag LID task. This uni-
fied architecture extends the end-to-end training method to LID
system and dramatically boosts the system performance. First-
ly, a language category embedding module is used to provide
attentional vector which guides the derivation of the utterance
level representation. Secondly, two attention approaches are ex-
plored: a soft attention which attends all source frames and a
hard one that focuses on a subset of the sequential input. Third-
ly, a hybrid test method which traverses all gold labels is adopt-
ed in the inference phase. Experimental results show that 8.2%
relative equal error rate (EER) reduction is obtained compared
with the LSTM-based frame level system by the soft approach
and 34.33% performance improvement is observed compared to
the conventional i-Vector system.

Index Terms: language identification, end-to-end training, at-
tention mechanism, recurrent neural networks

1. Introduction

Recently, end-to-end automatic speech recognition system ben-
efites from the successful application of the deep neural net-
works (DNN) and connection temporal classification (CTC)
loss function [1, 2, 3, 4]. However, the DNN based automatic
language identification (LID) system is still short of a universal
end-to-end framework though many attempts have tried to ap-
ply DNN to LID task at larger scale. The deep bottleneck feed
forward neural networks (DBN) that works as a front-end fea-
ture extractor has greatly enhanced the gaussian mixture model-
universal background model (GMM-UBM) based i-Vector LID
system [5, 6,7, 8,9, 10]. Moreover, a unified DBN which cover-
s both the front-end high-level feature extraction and back-end
acoustic modeling stage is proposed to apply neural networks
to LID task at larger scale [11].

However, the complex architecture of the above DNN based
i-Vector framework detriments its expansibility. Particularly,
the neural networks applied to LID task in previous works are
either shallow architectures or developed independently from
the classifier. Resent works have attempted to address this dis-
joint developing issue by designing models that are trained end-
to-end. For instance, motivated by the powerful modeling capa-
bility and discriminative nature of DNNs, the work applied the
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DNN directly to the LID task at the acoustic frame level [12].
This is the first time to directly apply a unified DNN model to
automatic LID at large scale. Further, LSTM RNN [13, 14] is
adopted to the LID task to model the long-range dependency
across the input temporal sequence with respect to feed forward
neural networks [12, 15]. The above two works make a great
stride forward towards to end-to-end LID system [12, 15].

At present, a unified attention model has recently shown
very promising performance on a range of pattern recognition
tasks, such as speech recognition [16, 17, 18], neural machine
translation (NMT) [19], handwriting synthesis [13, 20], image
caption generation [21], and visual object classification [22].
Such models are mainly composed of two modules: RNN-
based encoder and sequence generator. These models process
the sequential input by iteratively selecting relevant content
through the attention mechanism. This elaborately designed at-
tention mechanism is good at dealing with the structured prob-
lem: mapping one variable-length sequence to another variable-
length sequence. But different from the CTC, there is no lim-
itation to the length relationship between the input and output
sequence with regard to the attention model. These sequence-
to-sequence models with attention mechanism significantly ex-
tend the applicability of end-to-end training method [20].

Motivated by the attention mechanism, this paper proposes
a novel neural network structure to implement utterance level
classification for end-to-end automatic language identification.
The proposed attention-based recurrent neural network is inter-
nally composed of several modules, including a LSTM-based
encoder, the language category embedding module and the ut-
terance level classifier. To the best of our knowledge, this is
the first time to establish an utterance level end-to-end LID sys-
tem based on a unified attention model. The LSTM RNNs en-
coder is used for modeling the long-range temporal dependen-
cies across the input acoustic sequences. Language category
embedding is a pretrained language category mapping matrix.
It is used to provide the attentional vectors through the popular
lookup table operation. The attentional vector selectively evalu-
ates the output activations of the LSTM RNNSs encoder, and then
selects the relevant key frames from the input sequence to gen-
erate an utterance level vector. This utterance level real-valued
vector will be fed into the classifier to implement the end-to-
end LID task. Distinguished from the sequence-to-sequence
structured issues, the automatic language identification task is
a sequence-to-tag issue that the global statistic information is
used for classification. As we all know, sequence-to-sequence
learning is a framework that attempts to address the issue of
learning variable-length input and predict the output sequence
[23]. Each token in the output sequence is generated by the
current corresponding input source and its previous output to-
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ken. While, the sequence-to-tag problem is merely related to
the relevant statistic information in the input sequence. Thus,
extending the attention mechanism to LID task needs specially
designed neural network model.

Similar to the other attention-based models, the LSTM
RNN s are adopted to encode long-span connections of the input
sequence. The elaborately designed language category embed-
ding module is motivated by neural machine translation. It is a
language category mapping matrix which is used to address the
two challenges when applying the the attention-based model to
the LID task. The first challenge is the notable bias problem
existing in the joint training procedure, the second one is the
inconsistence between the model training and inference within
this attention-based sequence-to-tag structure. In order to cir-
cumvent these undesired behaviors, we propose to modify the
attention mechanism such that it explicitly takes into accoun-
t only the acoustic input sequence in the learning precedure.
This language category embedding based attention mechanis-
m reduces impact of the utterance gold label. The attentional
vector is provided by the lookup table operation to attend the
encoded high-level features and then selects the key represen-
tative frames in the input sequence. Depending on whether the
“attention” is paid on all of the source frames or on only a few
source frames, two attention methods are developed in the pa-
per: soft attention and hard attention approach, which is similar
in the spirit to the works [13, 19]. Meanwhile, two attention
scoring methods are investigated in this paper. The first scoring
approach is the cosine distance (dot mode) of the attentional
vector and the hidden activation, while the second alternative is
the general mode learned from the work [19].

The remainder of the paper is organized as follows: Section
2 gives a description of the attention-based framework for end-
to-end LID. Experimental results and analysis are presented in
Section 3, and our whole work is summarized in Section 4.

2. Attention-based recurrent neural
networks

The proposed unified attention-based recurrent neural network
is mainly composed of three modules: the encoder LSTM, the
language category embedding module and the utterance level
classifier. The encoder is two stacking LSTM RNNs to mod-
el the long-term dependencies across the conventional acoustic
input. The language category embedding is a pretrained lan-
guage category mapping matrix for providing the correspond-
ing attentional vectors by means of the regular lookup table
operation in neural machine translation. The fixed-size repre-
sentative real-valued vector is generated through the selective-
ness of the attentional vector on the output activations of the 2
hidden layers LSTM RNNs encoder. The end-to-end automat-
ic language identification task is implemented by feeding this
utterance level real-valued vector into the classifier. Figure 1 il-
lustrates the attention-based model implementation in this paper
and the computation formulates are as follows:.

hy = Recurrent(x:, hi—1) €))
l, = Label2Vec(yx) 2)
ar = Attend(ly, hy) 3)
T
c= Z athy “4)

where x; and h; represent the'&th step input and its corre-
sponding hidden representation. y;, and I, are the k-th language
category and its real-valued vector. a is the attentional weight
vector and c is the generated utterance representation.
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Figure 1: The Architecture of attention-based recurrent neural
network.

2.1. Attention-based recurrent neural networks architec-
ture

2.1.1. LSTM RNNs encoder

The encoder is implemented by a stacking LSTM RNNs. The
LSTM which is equipped with various learnable gates is an en-
hanced RNN architecture, this elaborately designed gating u-
nit ensures that the gradients can effectively flow back to the
past. Benefitted from the powerful capability of modeling tem-
poral dependencies across the input sequence, the LSTM RNNss
have achieved great success in many pattern recognition tasks,
including neural machine translation [19, 20], speech synthe-
sis [24, 25] and speech recognition [1, 2]. The LSTM encoder
models the acoustic feature & and outputs the input representa-
tion h = {hq, ..., hr}, which is more suitable to work with the
attention mechanism.

2.1.2. Language category embedding module

Different from the sequence-to-sequence structured problems,
the automatic language identification task is a sequence-to-tag
issue that the output posterior probability relies exclusively up-
on the relevant discriminative statistic content in the sequential
input. The gold label of the utterance works merely for relevant
information evaluation and selection. In sequence-to-sequence
issue, the joint training procedure of the conventional attention-
based model updates both the encoder and the decoder based on
the strong interaction of the hidden states of the decoder and the
sequential output of the encoder. Instead, as for the sequence-
to-tag issue, this coupling operation of the encoder and decoder
brings great bias problem that the model will learn more about
the gold label rather than the training materials. Thus, the elabo-
rately designed language category embedding module is adopt-
ed to reduce impact of the utterance gold label when extending
the attention mechanism to LID task.

This language category embedding module is motivated
by the NMT [19, 20] and it is used to provide the attention-
al vectors. Language category embedding converts a language
gold label into a dense, fixed-size, real valued vector repre-
sentation, which is similar in spirit of the word embedding
[26, 27, 28, 29, 30]. This language category embedding learns
compact vector representation for language categories and best
fits the end-to-end utterance level classification. This language
category embedding matrix L is pre-trained similar to the word
embedding matrix in NMT. When it is applied to the attention-
based recurrent neural networks, it can be either fixed in the w-



hole training procedure or updated along with the LSTM RNNs
encoder in the last few iterations of the attention network.

When the language category embedding learning is fin-
ished, each language gold label in the category set corresponds
to an attentional vector z € RP , and all the vectors are stacked
into an embedding matrix L € RP*¥ . Thus, each language
has an index £ into the column of the embedding matrix L, note
the K is the number of categories.

The internal attentional vector & € R is given by the
popular lookup table operation:

I, = Le, € RP 5)

where a binary vector ey, is used for retrieving the language
vector representation through a simple multiplication with the
embedding matrix L.

2.1.3. Utterance level representation

The attention-based recurrent neural networks derive utterance
representation through the composition mechanism of the en-
coder and language category embedding. During the genera-
tion of utterance level real-valued vector, the composed model
takes as input the hidden state h; at the top layer of the stacking
LSTM RNNs, and then to derive a utterance representation c
which is fed into the classifier to implement an end-to-end fash-
ion. The frame representation h; out of the encoder serves as
both the frame factor for attentional score calculation and the
acoustic representation for utterance level representation accu-
mulation. The frames belonging to the same kind of language
are close to each other in the embedding space. This utterance
representation is in fact performing frame clustering with re-
spect to the utterance gold label.

2.2. Two Kinds of attentional score calculation methods

This paper investigates two types of scoring methods to evalu-
ate the attentional score between the attentional vector and the
hidden state of the LSTM RNNs encoder.

The first scoring approach is the cosine distance between

the attentional vector and the encoder hidden activation.
s¢ = Score(ly, he) = Ui, - hy 6)

The second alternative is the general mode inspired by the
work [19].

st = Score(ly, hi) = LL,Why @)
T

ar = eXP(St)/Z exp(st) ®)
t=1

Where the a; are the attentional weight and the softmax
operation ensures that the a; > 0 and the sum of a is unit. The
h is the hidden state of the encoder and the I, is the attentional
vector.

2.3. Attention mechanism

According to whether attending to all the source frames or on-
ly a subset source frames, two attention methods are explored
when implementing an end to end LID system: A soft attention
approach [20] always takes into account all input frames and a
hard one only focuses on a subset of the most promising frames
when computing the utterance level fixed-sized vector.

The soft attention mechanism focuses on all the hidden s-
tates of the LSTM encoder when deriving the utterance repre-
sentation c. In this attention mode, a variable-length attentional
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weights vector a, whose size equals the length of one utter-
ance, is obtained by calculating the attentional score between
attentional vector and each hidden state h;. While the hard
attention mechanism considers only the frames in a sampling
window which covers a subset of the last few representative
frames in one utterance. It is important to point out, the hard
attention mode [21] is the same with the soft one except that
the attentional weights vector is fixed-length and shorter than
the length of the attended utterance. Further more, the hard
attention mechanism best fits the LSTM RNNs encoder, since
this hard attentional method takes into account of the temporal
modeling property of the LSTM encoder and it selectively fo-
cuses on a small window of subset frames. Additionally, this
approach holds the advantage of reducing the expensive com-
putation complexity incurred in the soft one.

3. Experiments
3.1. Experimental setups

The NIST Language Recognition Evaluation (LRE) 2007
dataset is used for demonstrating the effectiveness of the pro-
posed attention-based model adopted in this paper. The train-
ing dataset is composed of LREOS_OHSU, CALLFRIEND and
LIDO5el and the experiment test corpus is a subset of the offi-
cial NIST LRE 2007 3s condition evaluation set. 14 kinds of
language and 2158 segments are included in the 3s evaluation
data. The sequential input of the attention-based model is the
42-dimensional acoustic feature vectors that composed of 13-
dimensional perceptual linear prediction coefficients (PLP) and
pitch coefficient along with their first and second delta. All ex-
periments are carried out on the open toolkit KALDI [31]. For
experimental comparison, the LSTM RNNs based frame level
LID system is established. The investigated LSTM RNNs mod-
el is the same configuration with the LSTM RNNs encoder in
the attention model that each hidden layer contains 800 memory
cells with 512 recurrent projection units. All models are opti-
mized with the famous truncated backpropagation through time
(BPTT) learning algorithm [15, 13].

3.2. Evaluation approach

Distinguished from the sequence-to-sequence issues, the
attention-based sequence-to-tag structure faces the inconsis-
tence problem between the model training and evaluation. As
for the sequence-to-sequence issue like the NMT, during both of
the training and inference phase, the token "BOS” is used to de-
rive the first token in the generated sequence and the predicted
”EOS” indicates the end of the generation process of the new
sequence. However, with regard to the sequence-to-tag prob-
lem, in the training phase, the gold labels of the training exam-
ples are used to retrieve the corresponding attentional vectors
in the language category embedding through the lookup table
operation. While, when evaluating the learned model, we lack
of prior knowledge (the gold label is unknown) about the test
utterance. This inconsistence between the model training and
inference is the most serious problem to prevent the extension
of attention mechanism to sequence-to-tag tasks. Thus, based
on the special working mode of the proposed attention model,
a hybrid evaluation method to traverse all gold labels for gener-
ating the full score matrix M is adopted. The task-related test
score is calculated by searching the most promising score row
in this full score Matrix M. The M is a 14¥14 score matrix.
Each row represents the classification score vector when one
kind of language category gold label is used to attend the test
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Figure 2: Frame level attentional score and classification score.

utterance. While, each column represents the posterior score on
this category when the 14 gold labels are used for attention.

This elaborately designed attention mechanism architec-
ture: the language category embedding module, ensures that
the model learning procedure explicitly takes into account only
the acoustic input sequence. Thus, it is obvious that the tar-
get category score of the utterance would mostly be higher no
matter which kind of gold label to provide the attentional vec-
tor. What’s more, the corresponding gold label of this utter-
ance would lead to the highest score in the score matrix M.
Based on the above observation and analysis, two types of task-
related evaluation approaches are explored: majority voting for
row classification result (called majority voting) and maximum
score in the score matrix (called max score).

3.3. Experimental results and analysis

We evaluate attention-based end-to-end utterance level LID sys-
tem in this section. The attentional score and the corresponding
frame level classification score on the target category are ana-
lyzed. The two kinds of attentional score calculation methods
mentioned above are discussed and two types of task-related e-
valuation approach are investigated.

3.3.1. Reliability and effectiveness of attention mechanism

Figure 2 illustrates the attentional score (blue line) and the cor-
responding classification score (red line) on the target category
of each frame. Based on the long span dependencies model-
ing ability of the LSTMs, the sequential output of the LSTM
RNNs becomes more discriminative over time in one utterance.
Thus, higher attentional score and classification score should be
obtained with increasing time. The red line is the frame level
classification score of each frame on target category. It demon-
strates the sequential modeling ability of the LSTMs that the
classification score increases with time lasting in one utterance.
Simultaneously, the attentional score increases over time which
shows a uniform trend with the classification score as illustrated
in Figure 2. The increasing attentional score over time confirms
the reliability and the selectivity of the attention mechanism.

Table.1 gives a comparison between the LSTM-based frame
level LID system and the attention-based end-to-end LID sys-
tem on the soft average score calculation approach. The soft
scoring in LSTM-based LID system is identical to the method
adopted in works [12, 15] : averaging the log of the classifi-
er output of all the frames in an utterance. The soft scoring
in attention-based LID system concerns about all the source
frames when deriving the utterance representation which is sim-
ilar to the global attention in work [19]. Observed from Table.1,
the attention-based end-to-end LID system achieves 8.2% rela-
tive EER reduction compared with the LSTM-based frame level
system. The excellent performance confirms the effectiveness
of the attention mechanism.
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Table 1: System performance of different models (EER %) on
LRE 2007 (3s segments).

| model | EER(%) ]
i-Vector 20.39
LSTM RNNs 16.03
Attention model 14.72

3.3.2. Evaluation of the attention mechanism

Table.2 gives a brief description about the attention-based LID
system. Where, maj_vot is the majority voting evaluation ap-
proach and max_sco is the max score approach.

Table 2: Performance of attention-based model (EER %) on
LRE 2007 (3s segments).

dot general
model - -
maj_vot [ max_sco | maj_vot | max_sco
soft attention 15.33 14.72 15.61 15.33
hard attention 13.34 13.39 13.47 13.44

Firstly, both of the two attentional score calculation meth-
ods achieve considerable performance. Especially under the
hard attention condition, both of them achieve about 13.4%
EER performance that 34.33% performance improvement is ob-
served comparing with the i-Vector system. Secondly, the hard
attention mechanism outperforms the soft attention mechanism
as show in Table.2. The hard attention benefits from the sequen-
tial modeling of the LSTM encoder. Since the LSTM encoder
can capture long-range context information, the encoder output
of one frame contains more language discriminative informa-
tion if it locates at the back position in one utterance. Thus,
the latter frames are representative enough while the front ones
are lack of representation. Based on this property of the LST-
M encoder, the hard attention approach can directly avoid the
selectivity of the representation insufficiency frames to preven-
t bringing in noisy frames, which conduces its better perfor-
mance over the soft attention. Thirdly, both of the two task-
related evaluation approaches are reliable which coincides with
the working mechanism of the attention-based model.

4. Conclusions

An end-to-end LID system is established based-on the LSTM
RNNs with the attention mechanism. The attention-based mod-
el is composed of several modules, including a LSTM encoder,
a language category embedding module and a utterance level
classifier. The LSTM encoder is used for modeling the long-
span contextual dependencies across the sequential input. The
language category embedding is a pretrained language category
mapping matrix which is used to provide the attentional vec-
tors through the popular lookup table operation. The attentional
vector selectively attends the output activations of the LSTM
RNNs encoder and generates the utterance representation. The
utterance representation is fed into the classifier to implemen-
t the end-to-end LID task. Two attention approaches: the soft
attention approach and the hard one, are investigated in this pa-
per. Experimental result confirms the effectiveness of the pro-
posed attention-based end-to-end LID system. Observed from
the experiment, 8.2% relative EER reduction is obtained com-
pared with the LSTM-based frame level system by the soft at-
tention approach and 34.33% performance improvement is ob-
tained compared to the conventional i-Vector system.
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