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Abstract 

In this paper, a nonnegative matrix factorization (NMF)-based 
speech enhancement method robust to real and diverse noise is 
proposed by online NMF dictionary learning without relying on 
prior knowledge of noise. Conventional NMF-based methods 
have used a fixed noise dictionary, which often results in per-
formance degradation when the NMF noise dictionary cannot 
cover noise types that occur in real-life recording. Thus, the 
noise dictionary needs to be learned from noises according to 
the variation of recording environments. To this end, the pro-
posed method first estimates noise spectra and then performs 
online noise dictionary learning by a discriminative NMF learn-
ing framework. In particular, the noise spectra are estimated 
from minimum mean squared error filtering, which is based on 
the local sparsity defined by a posteriori signal-to-noise ratio 
(SNR) estimated from the NMF separation of the previous anal-
ysis frame. The effectiveness of the proposed speech enhance-
ment method is demonstrated by adding six different realistic 
noises to clean speech signals with various SNRs. Consequently, 
it is shown that the proposed method outperforms comparative 
methods in terms of signal-to-distortion ratio (SDR) and per-
ceptual evaluation of speech quality (PESQ) for all kinds of 
simulated noise and SNR conditions. 

Index Terms: speech enhancement, diverse noise, environment 
adaptation, nonnegative matrix factorization, online dictionary 
learning, local sparsity 

1. Introduction 

Recently, speech enhancement has become more demand-
ing because speech-based applications such as speech commu-
nication and automatic speech recognition are mostly operated 
in diverse noisy environments [1, 2]. In order to enhance speech 
signals recorded under such noise conditions, noise spectral 
components should be suppressed without damaging spectral 
components belonging to the target speech signal [3]. To this 
end, conventional efforts have been focused on estimating noise 
power spectra from the noisy signal [4, 5] or separating speech 
and noise from the noisy speech [6–15] 

Among the successful noise estimation methods is the min-
ima-controlled recursive algorithm (MCRA) [4, 5]. MCRA es-
timates noise by only tracking minimum statistics in noise-only 
regions. That is, noise-only regions are detected when the ratio 
between the noisy speech power spectrum and the minimum 
power spectrum is below a pre-defined threshold. However, the 
main drawback of MCRA is that non-stationary noises, such as 
harmonic or tonal noises, are difficult to estimate because their 
sparse characteristics in time and/or frequency are not suitable 
to be modelled by using only minimum statistics [6]. Thus, 

speech enhancement methods for use with challenging real en-
vironmental noises should consider both stationary and non-sta-
tionary characteristics of noise. 

As an alternative to the minima tracking based noise esti-
mation approaches, NMF-based source separation has been suc-
cessfully realized into speech enhancement [7–15]. Several 
studies reported that NMF was suitable for separating speech 
signals from interfering non-stationary noise such as wind or 
television noise [7, 8]. In general, the separation performance 
of the NMF-based methods is guaranteed if speech and noise 
NMF dictionaries are trained sufficiently to represent arbitrary 
noisy spectral magnitudes [7–9]. Thus, many NMF-based 
speech enhancement methods have trained speech and noise 
dictionaries in advance by using extensive speech and noise da-
tabases, respectively. Recently, discriminative NMF training 
was introduced to reduce ambiguities between speech and noise 
dictionaries by retraining their bases for a given noisy spectra 
and activations, resulting improved speech separation perfor-
mance under known noise conditions [15]. However, the noise 
dictionary cannot be always prepared in advance, because the 
existing noise database for training the noise dictionary repre-
sents only specific types of noise among infinite possible noise 
types [10]. This limitation leads to the performance degradation 
of the NMF-based methods when the types of noise between 
training and evaluation steps of NMF are mismatched [11]. 

To alleviate this problem, several previous works sought to 
semi-supervised NMF-based source separation techniques, 
which directly learn noise dictionary at the separation step of 
NMF [11, 12]. In other words, the semi-supervised approaches 
measure a mismatch between the fixed speech dictionary and 
the observed noisy spectral magnitudes, and then they incorpo-
rate the mismatch into the update rule of the noise dictionary. 
However, such semi-supervised NMF approaches are apt to fail 
in separating speech from noise when their spectral distribu-
tions are excessively overlapped, which generally happens 
when speech signals are recorded in real-world noisy environ-
ments. This is because most of the overlapped spectral compo-
nents are updated as if they were noise spectral components in 
the semi-supervised NMF process [12].  

To mitigate this drawback of the semi-supervised NMF ap-
proaches, this paper proposes an NMF-based environment-
adaptive speech enhancement method. Unlike the semi-super-
vised NMF techniques, the proposed method estimates noise 
spectral magnitudes at the enhancement stage of the previous 
analysis frame, and then utilizes them for noise dictionary learn-
ing on the fly. Specifically, the proposed method decomposes 
noisy spectral magnitudes into speech and noise magnitudes by 
using a supervised NMF technique. Then, degree of overlap be-
tween the separated speech and noise, which is called local 
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sparsity, is estimated by measuring the a posteriori signal-to-
noise ratio (SNR) for each frequency bin. Next, the estimated 
local sparsity is incorporated into the construction of a mini-
mum mean squared error (MMSE) filter in order to obtain the 
noise component for noise dictionary learning, and a discrimi-
native NMF learning procedure [15] is applied for the noise dic-
tionary learning. Finally, the learnt noise dictionary is recur-
sively fed into the NMF separation for the following noisy 
frame. 

2. Proposed Local-Sparsity Based Online 
Dictionary Learning 

Figure 1 shows the procedure of the proposed speech enhance-
ment method based on local sparsity estimation and online noise 
dictionary learning. Like the conventional NMF-based speech 
enhancement methods [8, 9, 13], the proposed method first de-
composes spectral magnitude of noisy speech signal at the i-th 
frame, ܡ, into those of speech and noise, ܠො and ܌መ, by using 
the supervised sparse NMF technique [13] with a fixed speech 
dictionary, ۰௫, and an adaptive noise dictionary, ۰ௗ;. Subse-
quently, the local sparsity is calculated at every frequency bin 
by using a ratio between ܠො  and ܌መ, and then it is plugged into 
constructing an MMSE filter for both speech enhancement and 
online noise dictionary learning for the (i+1)-th frame. The fol-
lowing subsections describe each step of the proposed method 
in detail.  

2.1. NMF-Based Speech and Noise Separation 

First of all, the n-th speech sample at the i-th speech frame, 
 ሺ݊ሻ, is represented asݕ

ሺ݊ሻݕ  ൌ ሺ݊ሻݔ  ݀ሺ݊ሻ (1) 

where ݔሺ݊ሻ and ݀ሺ݊ሻ are clean speech and additive noise at 
the i-th frame, respectively. Note that ݀ሺ݊ሻ is assumed to be 
uncorrelated with ݔሺ݊ሻ. By applying a K-point short-time Fou-
rier transform (STFT) to (1), ݕሺ݊ሻ can be represented in the 
frequency domain as  

ܻሺ݇ሻ ൌ ܺሺ݇ሻ  ݇			for			ሺ݇ሻܦ ൌ 0,1,⋯ , ܭ െ 1 (2) 

where ܻሺ݇ሻ, ܺሺ݇ሻ, and ܦሺ݇ሻ denote the k-th spectral compo-
nents of ݕሺ݊ሻ ሺ݊ሻݔ , , and ݀ሺ݊ሻ , respectively. To separate 
ܺሺ݇ሻ and ܦሺ݇ሻ from ܻሺ݇ሻ, the p-powered spectral magnitude 

of noisy speech frame is represented as | ܻሺ݇ሻ| ≅ | ܺሺ݇ሻ| 
 ሺ݇ሻ|, according to satisfactory results of NMF-based noiseܦ|
reduction when   is 1 or 2 [7–14]. For simplicity, | ܻሺ݇ሻ| , 
| ܺሺ݇ሻ|, and |ܦሺ݇ሻ| are represented as ܡ, ܠ, and ܌, which 
are all ܭ ൈ 1 matrices. 

In the NMF framework, ܡ ൌ ۰௬܉௬; , ܠ	 ൌ ۰௫܉௫; , and 
܌	 ൌ ۰ௗ;܉ௗ; , respectively, where ۰௬ , ۰௫ , and ۰ௗ;  are the 
dictionaries of ܡ, ܠ, and ܌, respectively. Moreover, ܉௬;, ܉௫;, 
and ܉ௗ;  are the activation matrices corresponding to ۰௬ , ۰௫ , 
and ۰ௗ; at the i-th frame, respectively. By assuming that ܠ and 
   can be rewritten as [8]ܡ  ,ܡ  are fully separable from܌

ܡ ൌ ۰௬܉௬; ൌ ൣ۰௫۰ௗ;൧ ቂ
௫;܉
ௗ;܉

ቃ ൌ ۰௫܉௫;  ۰ௗ;܉ௗ; (3) 

where ۰௬ ൌ ሾ۰௫۰ௗሿ and ܉௬; ൌ ሾ܉௫;܉ௗ;ሿ் . Note that ܶ refers 
to the transpose operation. If ܴ௫  and ܴௗ  ሺܴ௬ ൌ ܴ௫  ܴௗሻ are 
the ranks of the dictionaries for ܠ and ܌, respectively, then the 
dimensions of ۰௬ , ۰௫ , and ۰ௗ;  are ܭ ൈ ܴ௬ ܭ , ൈ ܴ௫ , and ܭ ൈ
ܴௗ, respectively, while the dimensions of ܉௬;, ܉௫;, and ܉ௗ; are 
ܴ௬ ൈ 1, ܴ௫ ൈ 1, and ܴௗ ൈ 1, respectively. 

Since supervised NMF-based speech enhancement methods 
assume that both ۰௫ and ۰ௗ; are given in advance [7, 8, 13], 
they focus on finding ܉௫; and ܉ௗ; from ܡ for the separation of 
speech and noise. To achieve this goal, a multiplicative update 
rule with a sparsity constraint [13] is iteratively performed as  


௫;܉


ௗ;܉
 ൩ ൌ 

௫;܉
ିଵ

ௗ;܉
ିଵ൩⨂

ൣ۰௫۰ௗ;൧
் ܡ
ൣ۰௫۰ௗ;൧ൣ܉௫;

ିଵ܉ௗ;
ିଵ൧

்

ൣ۰௫۰ௗ;൧
்
  ૄ

(4)

where j is an iteration index and ૄ is an ܴ௬ ൈ 1 matrix in which 

all elements are equal to a sparsity weight of the ℓ
ଵ
 constraint, 

which is set to 5 according to the previous work [13]. In addition, 
⨂ and / indicate element-wise multiplication and division, re-
spectively. Moreover, 1  in (4) is a ܭ ൈ 1 matrix in which all 
elements are equal to unity. Note that all elements of  

௬;܉
 ൌ ௫;܉ൣ

 ௗ;܉
 ൧

்
 can be initialized as random values between 

0 and 1 [13]. In NMF separation, (4) is repeated until the relative 
reduction of an NMF objective function is less than a pre-de-
fined threshold. In this paper, the Kullback–Leibler (KL) diver-
gence is employed as an NMF objective function [8, 13, 16]. 
Consequently, the separated spectral magnitude of speech and 
noise at the i-th frame, ܠො and ܌መ, respectively, are obtained as 
ොܠ ൌ ۰௫܉௫;

  and ܌መ ൌ ۰ௗ;܉ௗ;
 , where ܬ is the iteration to make 

(4) converged. 

2.2. Local Sparsity Estimation 

In order to improve separability between speech and noise, a 
local sparsity is estimated. To this end, a local SNR at the k-th 
frequency band, ݎሺ݇ሻ,  is defined as 

ሺ݇ሻݎ ൌ
ොሺ݇ሻݔ
መ݀
ሺ݇ሻ

 (5)

where ݔොሺ݇ሻ and መ݀ሺ݇ሻ are the spectral magnitude of the sepa-
rated speech and noise at the k-th frequency band, respectively. 
Next, the local sparsity at the i-th frame and k-th frequency bin 
is measured by the ℓଵ/ℓଶ sparsity-inducing norm [16] of the lo-
cal SNR over all the ܭ adjacent frequency bins of the past ܫ 
frames, such as 

ሺ݇ሻݍ ൌ
1

√ܰ െ 1

ۉ

ۈ
ۈ
ۇ
√ܰ െ

∑ ∑ ሺ݈ሻݎ̅
ାቔ

ଵ
ଶቕ

ୀିቔ
ଵ
ଶቕ


ୀିூ

ඨ∑ ∑ ݎ̅
ଶሺ݈ሻ

ାቔ
ଵ
ଶቕ

ୀିቔ
ଵ
ଶቕ


ୀିூ

ی

ۋ
ۋ
ۊ

(6)

 

Figure 1: Procedure of the proposed speech enhancement
method. 
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where ۂݔہ is the integer smaller than or equal to x, ܰ ൌ ሺܭ 
1ሻሺܫ  1ሻ, and ̅ݎሺ݈ሻ ൌ ሺ݈ሻݎ max∈ሾ,ିଵሿሼݎሺ݇ሻሽ⁄ . Note that 
 ሺ݇ሻ becomes one if the distribution of the local SNRs aroundݍ
the i-th frame and k-th frequency bin are highly sparse, whereas 
densely distributed local SNRs lead ݍሺ݇ሻ  to zero. In other 
words, ݍሺ݇ሻ becomes larger as ݔොሺ݇ሻ and መ݀ሺ݇ሻ are sparsely 
separated, which demonstrates that ݍሺ݇ሻ  can be considered as 
a confidence metric for the separation at the k-th frequency bin. 
Therefore, ݍሺ݇ሻ is plugged for constructing an MMSE filter to 
improve separability, which will be explained in the next sub-
section. 

2.3. Local-Sparsity Based MMSE Filtering 

In this subsection, a noise reduction filter based on the MMSE 
criteria with local sparsity is constructed for both the speech en-
hancement and the noise estimation for online noise dictionary 
learning. To this end, the a priori SNR, ࣈ, is first estimated us-
ing ܠො, ܌መ , and the local-sparsity, ܙ , with a decision-directed 
approach. That is,  

ࣈ ൌ
ିଵܠߙ  ሺ1 െ ܙ⨂ොܠሻߙ

ିଵ̅܌
 (7)

where ܙ is a ܭ ൈ 1 matrix consisting of ݍሺ݇ሻ; ߙ is a smooth-
ing coefficient for the decision-directed ࣈ, and it is set to 0.3 
empirically. In addition, ̅܌ in (7) is a time-smoothed version of 
 መ, and it is realized as܌

̅܌ ൌ ିଵ̅܌ߛ  ሺ1ߚ െ መ (8)܌ሻߛ

where ̅܌ ൌ   and is set̅܌ controls the stationarity of ߛ መଵ, and܌
to 0.85. In (8),  ߚ is an adaptive noise flooring factor at the i-th 
frame, which is derived from the ratio between the normalized 
activation powers of separated noise and speech, as 

ߚ ൌ 20 logଵ
ܴ௫ ∑ ܽௗ;

 ሺݎሻோ
ୀଵ

ܴௗ ∑ ܽ௫;
 ሺݎሻோೣ

ୀଵ

 (9)

where ܽ௫;
 ሺݎሻ and ܽௗ;

 ሺݎሻ indicate an r-th element of ܉௫;
  and 

ௗ;܉
  from (4), respectively. Next, an MMSE filter is constructed 

as 

 ൌ
ࣈ

  ࣈ
	 (10)

and an enhanced speech spectral magnitude, ܠ, is obtained by 
applying (10) to ܡ; thus ܠ ൌ  ⊗   .ܡ

Finally, an enhanced speech signal at the i-th frame, ݔሺ݊ሻ, is 
obtained by applying an inverse STFT to | ෨ܺሺ݇ሻ|, which is an 
element of ܠ, with the phase of the input signal, ∠ ܻሺ݇ሻ. 

2.4. Discriminative Noise Dictionary Learning 

For the noise dictionary learning in a discriminative way, a ref-
erence noise spectral magnitude for the noise dictionary learn-
ing, ܌ሚ, is estimated by using the local-sparsity based MMSE 
filter, , as described in (10). That is, ܌ሚ is estimated only when 
the noise activation is dominant, such as 

ሚ܌ ൌ ൜
⨂ሺ1ܡ െ ߚ			݂݅			,ሻ  ܳ						
ഥ܌	 ,													 							݁ݏ݅ݓݎ݄݁ݐ				

(11)

where ܳ controls whether or not the reference  noise should be 
updated according to the local sparsity, which is defined as 

ܳ ൌ 20 logଵ
ܭ

߳ሺܭ െ ∑ ሺ݇ሻିଵݍ
ୀ ሻ

	 (12)

where ߳is an adjustment factor to control the effect of sparsity 
on noise update in (11) and it is set to 0.8 by exhaustive exper-
iments. Next, M frames of ܌ሚ  and ܉ௗ;

  are stacked as ۲෩ ൌ

ሾ܌ሚିெାଵ ሚሿ܌⋯  and ۯௗ; ൌ ௗ;ିெାଵ܉ൣ
 ௗ;܉⋯

 ൧ , respectively, 
where M is set to 10.  

In this work, each noise basis is tested for whether it should 
be updated by 

ሻݎሺܫ ൌ ቐ1, ݂݅ ቆ
ܳ
ܯ
 ܽௗ;ప̂ሺݎሻ



ప̂ୀିெାଵ
ቇ  ܣ̅

0, 																															݁ݏ݅ݓݎ݄݁ݐ
(13)

where Aഥ ൌ ሺ∑ ܽ௫;
 ሺݎሻሻ/ܴ௫

ோೣ
ୀଵ  and ܫሺݎሻ ൌ 1 means that the r-th 

basis should be updated to accommodate the noise appeared at 
the i-th frame. Then, ۯௗ; is decomposed depending on (13) into 

ௗ;ۯ
∈࢛ࡵ  and ۯௗ;

∈ࢌࡵ , where ࡵ௨ ൌ ሼܫ|ݎሺݎሻ ൌ 1ሽ and ࡵ ൌ ሼܫ|ݎሺݎሻ ൌ

0ሽ. By using ۲෩	 and ۯௗ;
∈࢛ࡵ , the learnt noise dictionary for the 

(i+1)-th frame, ۰ௗ;ାଵ
 , is iteratively updated by minimizing the 

KL divergence by applying the discriminative dictionary learn-
ing technique [15] as  

۰ௗ;ାଵ
 ൌ ۰ௗ;ାଵ

ିଵ ⨂

۲෩
۰ௗ;ାଵ
ିଵ ൫ۯௗ;

∈࢛ࡵ൯
் ൫ۯௗ;

∈࢛ࡵ൯
்

൫ۯௗ;
∈࢛ࡵ൯

்
(14)

where ۰ௗ;ାଵ
 ൌ ۰ௗ;

∈࢛ࡵ  and j is an iteration index. Finally, 

۰ௗ;ାଵ is obtained by concatenating the converged ۰ௗ;ାଵ
∗  and 

fixed noise dictionary, ۰ௗ;
∈ࢌࡵ , as ۰ௗ;ାଵ ൌ ሾ۰ௗ;ାଵ

∗ 	۰ௗ;
∈ࢌࡵሿ , 

which will be used for the NMF-based speech and noise sepa-
ration for the next frame. 

3. Performance Evaluation 

The performance of the proposed speech enhancement method 
was evaluated by measuring the signal-to-distortion ratio (SDR), 
signal-to-interference-ratio (SIR), signal-to-artifact ratio (SAR) 
[17], and perceptual evaluation of speech quality (PESQ) [18]. 
In addition, it was compared with those of four different con-
ventional speech enhancement methods, including the im-
proved minima-controlled recursive averaging (IMCRA) [5], 
sparse NMF [13], NMF with exemplar dictionary [14], and 
semi-supervised NMF [11].  

In order to training speech and noise dictionaries for NMF-
based approaches, clean speech and background noise signals 
of 12 minutes long each were excerpted from the training set of 
the CHiME3 corpus [19] and NOISEX-92 database [20], re-
spectively. Note that the ranks of the speech and noise diction-
aries for the proposed method as well as sparse and semi-super-
vised NMF, ܴ௫ and ܴௗ, respectively, were all 100, while they 
were set 1,000 for NMF with exemplar dictionary. In particular, 
K and p were commonly set to 513 and 2, respectively, for all 
the NMF-based methods. Moreover, ܭ  and ܫ  for the local 
sparsity estimation of the proposed method were set to 60 and 
10, respectively. 

For the objective evaluation, 20 speech clips from the TIMIT 
corpus [21] were prepared, including 13 male and 7 female 
speech clips, the average length of which was 3.6 seconds long. 
These speech clips were then artificially added  with each of six 
different environmental noises from the DEMAND database 
[22] under different SNR conditions ranging from 0 to 15 dB at 
a step of 5 dB (categories of noises were DLIVING, NRIVIER, 
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OOFFICE, PCAFETER, STRAFFIC, and TMETRO). Conse-
quently, 120 noisy speech clips were generated in total, and the 
proposed method and four conventional ones were applied to 
enhance such noisy speech clips. In this study, all the speech 
and noise signals were sampled at 16 kHz with 16-bit resolution.  

Figure 2 compares the spectrograms of speech signals en-
hanced by the proposed and conventional methods. Here, a sam-
ple speech clip was mixed with a train noise (TMETRO) at 0 
dB SNR. By comparing Figs. 2(a) and 2(c), IMCRA generated 
excessive spectral peak components at around 1 s, which could 
be perceived as musical noises. On the other hand, such musical 
noise was mitigated by applying conventional NMFs, as shown 
in Figs. 2(d)–2(f), while sparse NMF and supervised NMF with 
exemplars failed to reduce background noise. In addition, the 
semi-supervised NMF notably reduced noises; thus, it distorted 
speech components. Compared to conventional methods, the 
proposed method suppressed background noises while enhanc-
ing the speech signal with much less distortion than other meth-
ods. This implies that the proposed method could provide better 
speech quality in severe noisy environments than conventional 
methods. Note here that for the proposed method, average num-
ber of updated noise bases in (13) was measured as 40 and the 
dictionary learning of (14) was finished within 20 iterations on 
average. 

Next, Figure 3 compares average SDR, SIR, SAR, and PESQ 
for all the test noisy speech clips for the proposed method with 
those of the four conventional methods. In the figure, the verti-
cal line at the top of each bar denotes the standard deviation for 
a statistical analysis. As shown in the figure, among all the 
methods, the proposed method had the highest SDR, SIR, SAR, 

and PESQ for all SNRs. In particular, the proposed method sig-
nificantly improved average PESQ score by 0.30 and 0.21 dB, 
compared with IMCRA and semi-supervised NMF, respec-
tively, even under the severe noise condition at 0 dB SNR.  

4. Conclusion 

In this paper, a local-sparsity based noise dictionary update was 
proposed for the NMF-based speech enhancement under realis-
tic noise conditions. The proposed method estimated local spar-
sity from the a posteriori SNR to improve the separability at the 
enhancement step. In addition, the estimated local sparsity was 
incorporated into online noise dictionary learning, which made 
the proposed method robust to diverse noises. The performance 
of the proposed method was compared with those of several 
conventional methods such as IMCRA, sparse NMF, supervised 
NMF with exemplars, and semi-supervised NMF. It was shown 
from the comparison that the proposed method outperformed 
the conventional methods in terms of SDR, SIR, and PESQ 
without hurting SAR at different noise types and SNRs. 
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Figure 2: Spectrograms of (a) a clean speech signal, (b) a 
noisy speech signal added with train noise at 0 dB SNR; en-
hanced speech signals by (c) IMCRA, (d) sparse NMF, (e) su-
pervised NMF with exemplar dictionaries, (f) semi-supervised 
NMF, and (g) the proposed method. 

 
Figure 3: Comparison of objective quality measures for differ-
ent speech enhancement methods under various SNR condi-
tions; (a) SDR, (b) SIR, (c) SAR, and (d) PESQ. 
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