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Abstract
We propose a fundamental frequency (F0) estimation method
which is fast, accurate and suitable for real-time use. While the
proposed method is based on the same framework as DIO [1, 2],
it has two clear differences: it uses RMA (Recursive Moving
Average) filters for attenuating high order harmonics, and the
period detector is designed to work well even for signals which
contain some higher harmonics. Effect of trace-back duration
of post-processing was also examined. Evaluation experiments
using natural speech databases showed that the accuracy of the
proposed method was better than DIO, SWIPE′ [3] and YIN
[4] and computation speed was the fastest compared to those
existing methods.

Index Terms: fundamental frequency (F0), speech analysis,
speech processing.

1. Introduction
Fundamental frequency (F0) of speech is a quantity which
is strongly related to perceptual pitch and widely used as
an important feature in fields of speech/singing voice synthe-
sis [5, 6, 7], singing voice assessment [8, 9], etc. Further-
more, in today’s high quality analysis-and-synthesis systems
[10, 11, 12, 13] including the widely used STRAIGHT sys-
tem, other features of speech, for example spectral envelope or
aperiodicity index, are accurately estimated using F0 adaptive
windows [14, 15, 16]. Reliable F0 estimation is even more im-
portant in such systems because it affects other analysis compo-
nents’ performances.

While many F0 estimation methods have been proposed
[17, 18, 4, 19, 3], most focus only on accuracy and few aim
to improve computation speed. Real-time voice transformation
systems have been proposed in both academic [20, 21] and com-
mercial fields [22]. For making such systems capable of doing
higher quality analysis and synthesis, it is important to develop
F0 estimation methods which are accurate, fast and also suitable
for real-time use.

Morise et al. proposed a fast and accurate F0 estimation
method [1, 2]. They also added offline post-processing by
some heuristic rules and this system, named DIO, is used as
a component of WORLD [13]: a high quality analysis-and-
synthesis system. We write DIO in this paper as a generic
name for the method of [1, 2] and the component of WORLD.
DIO basically works by finding intervals of zero crossings and
peaks of a waveform, and does not need to compute FFT (Fast
Fourier Transform) or correlation frame by frame, so computa-
tion speed is fast in this part. However, DIO calculates convo-
lution with FIR filters to attenuate high order harmonics before
finding intervals, which can be a computation speed bottleneck.
It is well-known that FIR filters can be computed efficiently us-

ing the FFT [23] but this technique only works efficiently when
the block size is large, so it is not suitable for real-time use.
Also, DIO tries to obtain an almost sinusoidal waveform of the
fundamental component by using multiple low-pass filters, but
it requires a large number of filters causing another increase in
computational cost, and introducing a shortcoming that it does
not work reliably when the amplitude of the fundamental com-
ponent is small.

In this paper, we propose an F0 estimation method which
is fast, accurate and suitable for real-time use by improving the
shortcomings of DIO. This paper is organized as follows. Our
proposed method is described in Section 2. In Section 3, eval-
uation results using natural speech databases are shown. Here
we describe the results of comparison to some state-of-the-art
F0 estimation methods in aspects of both accuracy and compu-
tation speed. Finally we conclude in Section 4.

2. Proposed method
The basic framework of our proposed method is the same as
DIO and improvements are proposed for the components. Fig-
ure 1 shows the framework. An input signal is filtered by mul-
tiple parallel low-pass filters for harmonic attenuation and a pe-
riod detector is applied for each band. Finally, the most suit-
able band is selected for estimating fundamental period and the
reciprocal of the period is output. Each component of our pro-
posed method is described in more detail below following the
signal flow in Figure 1.
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Figure 1: Overview of the proposed method.

2.1. Down-sampler

A down-sampler is first applied to reduce computational cost.
We employed a CIC filter [24] for this purpose. It is an applied
form of RMA (Recursive Moving Average) filter and works ef-
ficiently for decimation with anti-aliasing.

2.2. DC removal filter

Since the proposed method measures zero-crossing intervals,
it is important to remove non-harmonic frequency components
near DC. A DC removal filter can also be realized by an applied
form of RMA filter. We employed a method [25] in which a
pass through signal of two cascaded RMA filters is subtracted
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Figure 2: Block diagram of an RMA filter.

from a group delay compensated input signal.

2.3. Harmonic attenuation filters

One distinct feature of the proposed method is the design of
the harmonic attenuation filters. Since we use multiple filters
in parallel, they can represent a significant part of the computa-
tional cost. For making them efficient, we propose using RMA
filters. A block diagram of an RMA filter is shown in Figure 2.

The transfer function of an RMA filter is equivalent to an
N -point simple moving average filter:

H(z) =
1

N
· 1− z−N

1− z−1
=

1

N

N−1∑

n=0

z−n. (1)

Choosing a power of two for N , the multiplication by 1/N
can be computed using right bit shift. Then this filter can
be computed without any multiplications which are generally
slower than additions or bit shifts. Therefore it is expected that
this filter will work efficiently in many environments.

Since the attenuation by a single RMA filter is not enough,
we use a set of 6 cascaded RMA filters for each band as a har-
monic attenuation filter. As shown in the magnitude responses
in Figure 3, it has the first zero at the frequency k ·Fs/N , where
k is an integer greater than 1 and Fs is the sample rate, and
works as a low-pass filter. This filter has a gentle cutoff char-
acteristic similar to the Nuttall window which is used in DIO
and the stop-band attenuation reaches around 80 dB. While high
order harmonics may still remain because of the gentle cutoff
characteristic, they are attenuated more as frequency increases
so the possibility for fundamental period detection is increased.

This filter clearly has linear phase response so group delay
compensation can be done straightforwardly in the next period
detection part.

2.4. Period detectors

Another distinct feature of the proposed method is the design of
the period detectors. In DIO, a period detector is designed to
find an almost sinusoidal waveform of the fundamental compo-
nent. We propose another period detector which can detect and
measure the fundamental period even for signals which con-
tain some high order harmonics. The proposed method has an
advantage in that it reduces the required number of frequency
bands of the harmonic attenuation filters. Also, the amplitude
of the fundamental component in speech is sometimes very low
and hard to detect due to background noise. NDF [19] com-
bines correlation based period estimation with instantaneous
frequency based harmonic detection for handling this “almost
missing fundamental” case. The high accuracy of NDF encour-
aged our idea for the improved period estimation.

The proposed period detector runs in real-time sample by
sample and detects zero crossings and peaks according to the
rules below:

• The period detector has 4 modes and each mode de-
tects positive zero crossings, positive peaks, negative
zero crossings and negative peaks
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Figure 3: Magnitude response of 6 cascaded RMA filters.

• The mode is changed in the order above when the period
detector detects a zero crossing or a peak (and goes back
to the first mode after the final mode)

• The positive peak detection mode detects only peaks
whose peak amplitude is positive, and it ignores peaks
whose amplitude is less than α 0 < α < 1 times the
absolute amplitude of the last negative peak

• The negative peak detection mode detects only peaks
whose peak amplitude is negative, and it ignores peaks
whose absolute value of the amplitude is less than α
0 < α < 1 times the last positive peak amplitude

• Any zero crossings and peaks in τmin from the last de-
tection are ignored

• When τmax elapsed with no detection of any zero cross-
ings or peaks, it is regarded as “no period”

Figure 4 shows an example of period detection by the pro-
posed method. Filled circles indicate zero crossings and peaks
detected. Each of the positive/negative zero crossings and pos-
itive/negative peaks are detected by an interval of the funda-
mental period. Note that DIO’s period detector can not detect
fundamental period from this signal because it also detects other
zero crossings and peaks than those indicated by filled circles.

The period detectors output period T , period detection time
t and “Fundamental-period likeliness” λ. Those are computed
as:

T =
1

4
(lPZ + lPP + lNZ + lNP ) (2)

t =
1

4
(tPZ + tPP + tNZ + tNP )− 1

2
T −D (3)

λ = 1−min{ 1

4T
(|lPZ− T |+ |lPP− T |
+|lNZ− T |+ |lNP− T |), 1} (4)

where tPZ and tNZ are the detection times of the last posi-
tive and negative zero crossings, tPP and tNP are the detection
times of the last detected positive and negative peaks, lPZ , lNZ ,
lPP and lNP are the time intervals between the last and the one
before last for each of these, D is the total group delay of the
down-sampler, the DC removal filter and the harmonic attenua-
tion filter of each band. Note that zero crossing times and peak
times are computed in fractional samples using linear or quadric
interpolation to improve accuracy. “Fundamental-period likeli-
ness” of eq.4 is based on the similar idea of “Fundamental-ness”
of [2] and measures reliability of the detected period as funda-
mental period based on variance of the four intervals. In eq.4,
we avoided multiplications for computational efficiency.
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Figure 4: Example of period detection by the proposed method.

Applying this period detector for each harmonic attenua-
tion filter output, a set of period T , period detection time t and
Fundamental-period likeliness λ is output four times per period
so the output interval is not constant. In the proposed method,
period and Fundamental-period likeliness are computed by lin-
ear interpolation in a band at an arbitrary time.

2.5. Candidate selection

The best suitable fundamental period should be selected from
the outputs of the period detectors. The simplest way is to se-
lect the band which gave the best Fundamental-period likeliness
at an arbitrary time or regard as unvoiced if all bands detected
“no period”. We also tried to improve accuracy by applying the
dynamic programming-based post-processing of RAPT [18]. It
finds candidate series which minimize a sum of local costs and
transition costs based on F0 continuity. The post-processing in-
troduces some latency for real-time use, however its trace-back
duration, noted as τb in this paper, can be set arbitrarily to bal-
ance between required accuracy and latency for each situation.
In RAPT, local maximum values of a normalized cross corre-
lation function are used for defining the local cost. In our pro-
posed method, Fundamental-period likeliness λ is used instead.
The energy of a frame used for defining transition cost in RAPT
was replaced by a peak amplitude which is detected by the pe-
riod detectors. Also, voiced candidates whose Fundamental-
period likeliness are less than a threshold Λth, peak amplitudes
are less than a threshold Ath or periods out of estimation range
were discarded in our post-processing.

3. Evaluation
The proposed method was evaluated using natural speech
databases for both accuracy and computation speed. We im-
plemented the proposed method in C++.

3.1. Compared methods

For comparative evaluations, we used recent state-of-the-art
methods: DIO, NDF, SWIPE′ and YIN. For DIO, we used
the implementation in C++ by its authors as a component of
WORLD [26]. Harmonic attenuation filters were convolved us-
ing the FFT in this implementation. For SWIPE′, we used the
implementation in C by Gorman [27]. For NDF and YIN, we
used the MATLAB implementations by their authors [28, 29].

3.2. Databases

We used publicly available natural speech databases which con-
tain speech signals and simultaneously recorded EGG signals.
From the CMU Arctic database [30], bdl, jmk and slt were used
as DB1-DB3 and from Bagshaw’s database [31, 32], rl and sb
were used as DB4-DB5. The total duration is 176 minutes. The

ground truth of F0 and voicing decision were obtained from dif-
ferentiated EGG signals using NDF. We used NDF here because
it is reported that it achieved the best accuracy in multiple recent
papers [19, 1, 33] and also is supposed to have a good temporal
resolution [34].

3.3. Conditions

For all methods, F0 estimation interval (i.e. hop size) was set to
1 ms and the floor and ceiling of F0 estimation range were set
to Ffloor = 40, Fceil = 800 Hz.

Parameters for the proposed methods were set as follows.
For the down-sampler, we chose an integer r for decimation
ratio R = 2r which makes the down-sampled sample rate
the closest to 10 kHz. Therefore DB1-3 were downsampled
from 32 kHz to 8 kHz and DB4-5 were from 20 kHz to 10
kHz. For RMA filters in the DC removal filter, N = 26 in
eq.1 was set. Four bands of harmonic attenuation filters were
used and N = 23, 24, 25, 26 was set for RMA filters in each
band. For the period detectors, the maximum interval of zero
crossings and peaks was set to τmax = 1.2/(4 · Ffloor) s, the
minimum interval was set to τmin = N/(4 · 0.8 · F ′s) s for
each band, where F ′s is the down-sampled sample rate. The
peak amplitude ratio threshold was set to α = 1/8. For the
post-processing, the threshold of Fundamental-period likeliness
was set to Λth = 0.6 and the amplitude threshold was set to
Ath = 0.00005.

Parameters of each method were set to the values that are
proposed in the original papers. For SWIPE′, 96 ch./oct. search
step and 0.1 ERB frequency sampling step were set. For DIO, 2
ch./oct. filter bands were set [2]. DIO from WORLD also has an
option of down-sampling rate and it was set to the same value
as the proposed method because an appropriate value was not
proposed in the original papers. For NDF, we did not give any
explicit parameters and just called MulticueF0v14() only with
an input signal and a sample rate.

3.4. Accuracy evaluation

We employed GER (Gross Error Rate) [4] and RMSE (Root
Mean Square Error) [35] as accuracy evaluation measures. GER
is a rate of times where more than 20% (in Hz) errors occurred.
20% in Hz means errors of over 300 cents so we think it in-
dicates a rate of rather big errors. RMSE is computed without
such a threshold so it measures the amount of estimation er-
ror more directly. Each estimation result file was time-aligned
with the ground truth to adjust time lag between speech and
EGG signals, and also to make differences of window position-
ing of each method heve no effect. The measures above were
computed using times where all methods and the ground truth
agreed as voiced.

Table 1 shows GER and Table 2 shows RMSE for each DB.
Rows are sorted by the result of all DBs. About the trace-back
duration τb of the post-processing of the proposed method, we
did preliminary experiments for the range 0 ≤ τb ≤ 100 ms
and confirmed that both GER and RMSE decrease along with
increase of τb and that they each almost converge at τb = 30
ms. Therefore those tables shows the results in which only τb ∈
{0, 30} ms and no post-processing conditions were examined.

For GER, the result using all DBs shows that NDF achieved
the best result and the proposed method (τb = 30) followed. For
RMSE, it is also shown that NDF achieved the best result and
the proposed methods followed. It is interesting that there are
large differences between the proposed methods and SWIPE′

in RMSE while the difference was small in GER. For more de-
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Table 1: GER [%] for each methods. All means the evaluation
result using all the databases.

Method All DB1 DB2 DB3 DB4 DB5

NDF 0.86 1.40 0.62 0.59 0.58 0.34
Proposed (τb = 30 ms) 1.49 2.41 0.95 1.07 1.43 1.28

SWIPE′ 1.65 2.56 1.09 1.27 1.42 1.50
Proposed (τb = 0 ms) 1.85 2.62 1.21 1.62 2.05 3.09
Proposed (without P.P.) 1.87 2.68 1.51 1.39 2.90 2.13
DIO (without P.P.) 2.94 4.58 2.92 1.41 4.25 2.43
YIN 3.75 5.68 4.19 1.62 4.92 1.65
DIO (with P.P.) 3.92 8.80 1.83 0.98 3.38 8.08

Table 2: RMSE [Hz] for each methods. All means the evalua-
tion result using all the databases.

Method All DB1 DB2 DB3 DB4 DB5

NDF 8.7 10.9 7.3 7.3 7.3 8.1
Proposed (τb = 30 ms) 9.1 10.6 5.8 9.7 8.0 15.5
Proposed (τb = 0 ms) 11.1 11.3 7.0 12.6 9.6 29.2
Proposed (without P.P.) 11.9 14.1 7.7 11.8 17.1 24.4
DIO (with P.P.) 15.2 21.0 8.3 9.3 12.1 55.2

SWIPE′ 21.5 33.4 6.8 14.1 15.0 27.2
YIN 28.6 42.1 12.8 21.3 25.4 33.7
DIO (without P.P.) 36.7 58.3 12.0 20.9 29.3 35.3

tailed observation, density distributions of estimation error were
estimated using kernel density estimation. Figure 5 shows the
result. It is shown that the error density of NDF and the pro-
posed method is concentrated well around 0 Hz compared to
other methods. We think the RMSE difference reflects such
differences of distributions of fine errors not counted as Gross
Errors.

Comparing the proposed method to DIO without post-
processing conditions, the proposed method achieved better re-
sults for both GER and RMSE for most of the DBs. In DIO,
its post-processing made the results even worse for some DBs.
We found DIO sometimes mistakes low frequency noise com-
ponents for fundamental components of speech. Airflow just
after plosives, air conditioner noise and power line hum were
observed as causes. Then its post-processing continued the er-
ror to make the result even worse. We did not find such er-
rors in the results of the proposed method. It can be explained
that the period detectors of the proposed method can detect fun-
damental period even for signals which contain some high or-
der harmonics and can choose a higher band where the ampli-
tudes of speech harmonics are dominant. If noise is present, the
Fundamental-period likeliness is evaluated higher in this higher
band than lower bands where the low frequency noise has a se-
vere effect.

Throughout the results, it is shown that the accuracy of the
proposed method is worse than NDF but better than SWIPE′,
DIO and YIN when trace-back of τb ≥ 30 is applied, and better
than DIO and YIN even without post-processing. Although it
could be arguable that the proposed method can decide difficult
to estimate portions as unvoiced, which were not computed in
this evaluation scheme, ratios of times where only the proposed
method decided as unvoiced were only 0.14 % in the maximum
(τb = 30 ms) case and 0.04 % in the minimum (without post-
processing) case. Therefore the GER ranking will not change
even if we count all of them as Gross Errors.

3.5. Speed evaluation

For an evaluation of computation speed, we computed process-
ing time per 1 s speech input by dividing measured processing
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time for processing all the files in DB1-5 by total input dura-
tion. Processing time for file IO was excluded from measure-
ment. Measurements were conducted 10 times for each method
and a median was employed for each file. In this evaluation,
only the proposed method, DIO and SWIPE′ which are imple-
mented in C or C++ were used. The measurements were run on
a MacBook Pro (Retina, 15-inch, Early 2013) with a 2.4 GHz
Intel Core i7 and 16 GB 1600 MHz DDR3.

Table 3 shows the results. The proposed method was the
fastest and approximately 30 times faster than SWIPE′. While
the post-processing increased the processing time a little, de-
pendency on trace-back duration τb is not significant. There-
fore, in a practical sense, we can set an arbitrary value of τb for
real-time use considering a balance between accuracy and la-
tency for each situation, and can set τb ≥ 30 ms to do accurate
and fast estimation for offline use where the trace-back latency
causes no problem. Also in a practical sense, speed measures of
NDF and YIN would be useful information although they can
not directly be compared to the result above because they are
implemented in MATLAB. As the result of the same (however
only 3 iterations) procedures, YIN took 75 ms and NDF took
1857 ms per 1 s input speech.

Table 3: Processing durations [ms] per 1 second input for each
method.

Proposed (without P.P.) 1.7
Proposed (τb = 0 ms) 2.0
Proposed (τb = 30 ms) 2.1
DIO (without P.P.) 5.7
DIO (with P.P.) 5.7

SWIPE′ 64.8

4. Conclusion
In this paper, we proposed an F0 estimation method which is
fast, accurate and also suitable for real-time use. The accuracy
evaluation results showed it is more accurate than SWIPE′, DIO
and YIN when ≥ 30 ms trace-back is applied, and more accu-
rate than DIO and YIN even without post-processing. Also the
speed evaluation result showed that it is the fastest in recent
state-of-the-art methods. As future work, we plan to do evalu-
ations and improvements for targeting singing voice for which
real-time voice processing applications are more widely used.
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