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Abstract

The performance of speech communication applications in the

field of mobile devices is often hampered by background noises

and distortions. Therefore, noise attenuation methods are com-

monly used as a pre-processing method, cascaded with the

speech-codec. We demonstrate that the performance of such

combinations of speech enhancement and coding methods can

be improved by joining the two methods into a single block.

The proposed method is based on incorporating Wiener filtering

into the objective function used for optimization of the quanti-

zation in code excited linear prediction (CELP)-based codecs.

The benefits are that 1) the non-linear components of CELP

codecs, including quantization and error feedback, are taken

into account in the joint minimization function thereby improv-

ing quality and 2) by merging blocks both delay and computa-

tional complexity can be minimized. Our experiments demon-

strate that the proposed joint enhancement and coding approach

consistently improves subjective and objective quality. The pro-

posed method is compatible with any CELP-based codecs with-

out changing the bit-stream, whereby it can be readily applied

in mobile phones or speech communication devices applying

the concepts of CELP codecs for improving perceptual quality

in adverse conditions.

Index Terms: speech coding, speech enhancement, code-

excited linear prediction, Wiener filtering

1. Introduction

As speech communication devices have become ubiquitous, and

are likely to be used in adverse conditions, the demand for

speech enhancement methods has increased. Consequently, for

example, in mobile phones it is by now common to use noise

attenuation methods as a pre-processing step for all subsequent

speech processing such as speech coding. There exist various

approaches which incorporate speech enhancement into speech

coders [1, 2, 3, 4]. While such designs improve transmitted

speech quality, a joint minimization of quantization noise and

interference has been difficult. The proposed method avoids ac-

cumulation of errors due to cascaded processing, as a joint min-

imization of interference and quantization distortion is realized

by an optimal Wiener filtering in a perceptual domain.

The goal of speech codecs is to allow transmission of high

quality speech with a minimum amount of transmitted data. To

reach this goal we need efficient representations of the signal,

such as modelling the spectral envelope of speech signals by lin-

ear prediction, the fundamental frequency by a long-time pre-

dictor and the remainder with a noise codebook. This represen-
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tation is the basis of speech codecs using the CELP paradigm,

which is used in major speech coding standards such as Adap-

tive Multi-Rate (AMR), AMR-Wide-Band (AMR-WB), Uni-

fied Speech and Audio Coding (USAC) and Enhanced Voice

Service (EVS) [5, 6, 7, 8, 9, 10, 11].

For natural speech communication, speakers often use de-

vices in hands-free modes. In such scenarios the microphone is

usually far from the mouth, whereby the speech signal is easily

distorted by interferences such as reverberation or background

noise. The degradation does not only affect the perceived

speech quality, but also the intelligibility of the speech signal

and can therefore severely impede the naturalness of the con-

versation. To improve the communication experience, it is ben-

eficial to apply speech enhancement methods to attenuate noise

and reduce the effects of reverberation. The field of speech en-

hancement is mature and plenty of methods are readily avail-

able [12]. However, a majority of existing algorithms are based

on transforms like the short-time Fourier transform (STFT), that

apply overlap-add based windowing schemes, whereas CELP

codecs model the signal with a linear predictive filter and apply

windowing only on the residual. Such fundamental differences

make it difficult to merge enhancement and coding methods.

Yet it is clear that joint optimization of enhancement and cod-

ing can potentially improve quality, reduce delay and computa-

tional complexity.

In this paper, we describe a method for joint enhancement

and coding, based on Wiener filtering [12] and CELP coding.

The advantages of this fusion are that 1) inclusion of Wiener

filtering in the processing chain does not increase the low al-

gorithmic delay of the CELP codec, and that 2) the joint opti-

mization simultaneously minimizes distortion due to quantiza-

tion and background noise. Moreover, the computational com-

plexity of the joint scheme is lower than the one of the cascaded

approach. The implementation relies on our recent work on

residual-windowing in CELP-style codecs [13, 14, 15], which

allows us to incorporate the Wiener filtering into the filters of

the CELP codec in a new way. We demonstrate that both ob-

jective and subjective quality is improved in comparison to a

cascaded system.

2. Code Excited Linear Prediction

Speech codecs based on the CELP paradigm utilize a speech

production model that assumes that the correlation, and there-

fore the spectral envelope of the input speech signal sn can

be modeled by a linear prediction filter with coefficients a =
[α0, α1, . . . , αM ]T where M is the model order, determined

by the underlying tube model [16]. The residual rn = an ∗ sn,

the part of the speech signal that can not be predicted by the lin-

ear prediction filter, is then quantized using vector quantization.
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Figure 1: Illustrations of the cascaded and the joint enhancement/coding approaches. Here Ay and As represent the whitening filters

of the noisy and clean signals, respectively, and Hy and Hs are the reconstruction filters, their corresponding inverses.

The linear predictive filter as for one frame of the input

signal s can be obtained, minimizing

min
as

E
{

‖s∗as‖
2 − 2σ2

s(u
∗

as − 1)
}

, (1)

where u =
[

1 0 0 . . . 0
]T

. The solution is

as = σ
2
eR

−1
ss u, (2)

where Rss is the autocorrelation matrix and σ2
e is the variance

of the residual signal es.

By defining the convolution matrix As using the coeffi-

cients the filter coefficients α of as
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the residual signal can be obtained by multiplying the input

speech frame with the convolution matrix As

es = Ass. (4)

Windowing is here performed as in CELP-codecs by subtracting

the zero-input response from the input signal and reintroducing

it in the resynthesis [15].

The multiplication in Equation 4 is identical to the convo-

lution of the input signal with the prediction filter, and therefore

corresponds to FIR filtering. The original signal can be recon-

structed from the residual, by a multiplication with the recon-

struction filter Hs

s = Hses, (5)

where Hs, consists of the impulse response η =
[1, η1, . . . , ηN−1] of the prediction filter
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(6)

such that this operation corresponds to IIR filtering.

For quantization of the residual vector, we use vector quan-

tization. To determine that residual vector ês which minimizes

perceptual distortion, we can optimize

min
ês

‖WH(ês − es)‖
2
, (7)

where es is the unquantized residual and W(z) = A(0.92z) is

the perceptual weighting filter, as used in the AMR-WB speech

codec [6].

3. Application of Wiener Filtering in a
CELP codec

For the application of single-channel speech enhancement, we

assume that the acquired microphone signal yn, is an additive

mixture of the desired clean speech signal sn and some unde-

sired interference vn, such that yn = sn+vn. In the Z-domain,

we have equivalently Y (z) = S(z) + V (z).
By applying a Wiener filter B(z) we want to reconstruct

the speech signal S(z) from the noisy observation Y (z) by

filtering, such that the estimated speech signal is Ŝ(z) :=
B(z)Y (z) ≈ S(z). The minimum mean square solution for

the Wiener filter is [12]

B(z) =
|S(z)|2

|S(z)|2 + |V (z)|2
, (8)

given the assumption that the speech and noise signals sn and

vn, respectively, are uncorrelated.

In a speech codec, we have an estimate of the power spec-

trum available of the noisy signal yn, in the form of the impulse

response of the linear predictive model |Ay(z)|
−2. In other

words, |S(z)|2 + |V (z)|2 ≈ γ|Ay(z)|
−2 where γ is a scaling

coefficient. The noisy linear predictor can be calculated from

the autocorrelation matrix Ryy of the noisy signal as usual.

We furthermore need to estimate the power spectrum of the

clean speech signal |S(z)|2 or equivalently, the autocorrelation

matrix Rss of the clean speech signal. Enhancement algorithms

often assume that the noise signal is stationary, whereby we can

estimate the autocorrelation of the noise signal as Rvv , from a

non-speech frame of the input signal. The autocorrelation ma-

trix of the clean speech signal Rss can then be estimated as

R̂ss = Ryy − Rvv . Here we need to make the usual precau-

tions to ensure that R̂ss remains positive definite.
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Figure 2: The perceptual magnitude SNR, as defined

in Equation 12 for the proposed joint approach (JE) and the

cascaded method (CE). The input signal was degraded by non-

stationary car noise, and the results are presented for two differ-

ent bitrates 7.2 kbit/s (7) and 13.2 kbit/s (13).

Using the estimated autocorrelation matrix for clean speech

R̂ss, we can then determine the corresponding linear predictor,

which impulse response in Z-domain is Â−1
s (z). We thus have

|S(z)|2 ≈ |Âs(z)|
−2 and Eq. 8 can be written as

B(z) ≈
|Âs(z)|

−2

|Ay(z)|−2
=

|Ay(z)|
2

|Âs(z)|2
. (9)

In other words, by filtering twice with the predictors of the noisy

and clean signals, in FIR and IIR mode respectively, we obtain

a Wiener estimate of the clean signal.

Let us denote the convolution matrices, corresponding to

FIR filtering with predictors Âs(z) and Ay(z) by As and Ay,

respectively. Similarly, let Hs and Hy be the respective convo-

lution matrices corresponding to predictive filtering (IIR). Us-

ing these matrices, we can illustrate conventional CELP coding

with a flow diagram as in Fig.1(b). Here we filter the input sig-

nal sn withAs to obtain the residual, quantize it and reconstruct

the quantized signal by filtering with Hs.

The conventional approach to combining enhancement with

coding is illustrated in Fig. 1(a), where Wiener filtering is ap-

plied as a pre-processing block before coding.

Finally, in the proposed approach we combine Wiener fil-

tering with CELP type speech codecs. Comparing the cascaded

approach from Fig. 1(a) to the joint approach, illustrated in (b),

it is evident that the additional overlap add windowing (OLA)

windowing scheme can be omitted. Moreover, the input filter

As at the encoder cancels out with Hs. Therefore, as shown

in Fig. 1(c), the estimated clean residual signal ẽ = A2
yHsy

follows by filtering the deteriorated input signal y with the filter

combination A2
yHs. Therefore, the error minimization follows:

min
ê

‖WHs(ê− ẽ)‖2 . (10)

Thus, this approach jointly minimizes the distance between the

clean estimate and the quantized signal, whereby a joint min-

imization of the interference and the quantization noise in the

perceptual domain is feasible.
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Figure 3: The perceptual magnitude SNR, as defined

in Equation 12 for the proposed joint approach (JE) and the cas-

caded method (CE). The input signal was degraded by station-

ary white noise, and the results are presented for two different

bitrates 7.2 kbit/s (7) and 13.2 kbit/s (13).

4. Experiments

The performance of the joint speech coding and enhancement

approach was evaluated using both objective and subjective

measures. In order to isolate the performance of the new

method, we used a simplified CELP codec, where only the

residual signal was quantized, but the delay and gain of the long

term prediction (LTP), the linear predictive coding (LPC) and

the gain factors were not quantized. The residual was quantized

using a pair-wise iterative method, where two pulses are added

consecutively by trying them on every position, as described

in [17]. Moreover, to avoid any influence of estimation algo-

rithms, the correlation matrix of the clean speech signal Rss

was assumed to be known in all simulated scenarios. With the

assumption that the speech and the noise signal are uncorre-

lated, it holds that Rss = Ryy−Rvv . In any practical applica-

tion the noise correlation matrix Rvv or alternatively the clean

speech correlation matrix Rss has to be estimated from the ac-

quired microphone signal. A common approach is to estimate

the noise correlation matrix in speech brakes, assuming that the

interference is stationary.

The evaluated scenario consisted of a mixture of the desired

clean speech signal and additive interference. We considered

two types of interferences: stationary white noise and a segment

of a recording of car noise from the Civilisation Soundscapes

Library [18]. Vector quantization of the residual was performed

with a bit-rate of 2.8 kbit/s and 7.2 kbit/s, corresponding to an

overall bit-rate of 7.2 kbit/s and 13.2 kbit/s respectively for an

AMR-WB codec [6]. A sampling-rate of 12.8 kHz was used for

all simulations.

The enhanced and coded signals were evaluated using

both objective and subjective measures, therefore a listen-

ing test was conducted and a perceptual magnitude signal-to-

noise ratio (SNR) was calculated, as defined in Equation 12

and Equation 11. We used this perceptual magnitude SNR as

the joint enhancement process has no influence on the phase of

the filters, as both the synthesis and the reconstruction filters are
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Figure 4: Illustration of the MUSHRA scores for the different

English speakers (Female (F) and Male (M)), for two different

interferences (White noise (W) and Car noise (C)), for two dif-

ferent input SNRs (10 dB (1) and 20 dB (2)). All items were

encoded at two bit-rates 7.2 kbit/s (7) and 13.2 kbit/s (13), for

the proposed joint approach (JE) and the cascaded enhancement

(CE). Ref was the hidden reference, LP the 3.5 kHz low-pass

anchor and Mix the distorted mixture.

bound to the constraint of minimum phase filters, as per design

of prediction filters.

With the definition of the Fourier transform as operator

F(·), the absolute spectral values of the reconstructed clean ref-

erence and the estimated clean signal in the perceptual domain

are:

S = |F(WHsek)| and Ŝ = |F(WHsêk)|. (11)

The definition of the modified perceptual signal to noise ratio

(PSNR) is:

PSNRABS = 10 log10
‖S‖2

‖Ŝ − S‖2
. (12)

For the subjective evaluation we used speech items from

the test set used for the standardization of USAC [8], cor-

rupted by white- and car-noise, as described above. We con-

ducted a MUltiple Stimuli with Hidden Reference and An-

chor (MUSHRA) [19] listening test with 14 participants, using

STAX electrostatic headphones in a soundproof environment.

The results of the listening test are illustrated in Figure 4 and

the differential MUSHRA scores in Figure 5, showing the mean

and 95% confidence intervals.

The absolute MUSHRA test results in Figure 4 show that

the hidden reference was always correctly assigned to 100

points. The original noisy mixture received the lowest mean

score for every item, indicating that all enhancement meth-

ods improved the perceptual quality. The mean scores for the

lower bit-rate show a statistically significant improvement of

6.4 MUSHRA points for the average over all items in compari-

son to the cascaded approach. For the higher bit-rate, the aver-

age over all items shows an improvement, which however is not

statistically significant.

To obtain a more detailed comparison of the joint and the

pre-enhanced methods we present the differential MUSHRA

scores in Figure 5, where the difference between the pre-

enhanced and the joint methods is calculated for each listener

and item. The differential results verify the absolute MUSHRA

scores, by showing a statistically significant improvement for

the lower bit-rate, whereas the improvement for the higher bit-

rate is not statistically significant.
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Figure 5: Differential MUSHRA scores, simulated over two dif-

ferent bit-rates, comparing the new joint enhancement (JE), to a

cascaded approach (CE).

5. Conclusions

In this paper we have presented a method for joint speech en-

hancement and coding, which allows minimization of overall

interference and quantization noise. In contrast, conventional

approaches apply enhancement and coding in cascaded process-

ing steps. Joining both processing steps is also attractive in

terms of computational complexity, since repeated windowing

and filtering operations can be omitted.

CELP type speech codecs are designed to offer a very low

delay and therefore avoid an overlap of processing windows to

future processing windows. In contrast, conventional enhance-

ment methods, applied in the frequency domain rely on overlap-

add windowing, which introduces an additional delay corre-

sponding to the overlap length. The joint approach does not re-

quire overlap-add windowing, but uses the windowing scheme

as applied in speech codecs [15], whereby we avoid the increase

in algorithmic delay.

A known issue with the proposed method is that, in differ-

ence to conventional spectral Wiener filtering where the signal

phase is left intact, the proposed method applies time-domain

filters, which do modify the phase. Such phase-modifications

can be readily treated by application of suitable all-pass filters.

However, since we have not noticed any perceptual degradation

attributed to phase-modifications, we have chosen to omit such

all-pass filters to keep computational complexity low. Note,

however, that in the objective evaluation, we measured percep-

tual magnitude SNR, to allow fair comparison of methods. This

objective measure shows that the proposed method is on aver-

age three dB better than cascaded processing.

The performance advantage of the proposed method was

further confirmed by the results of a MUSHRA listening test,

which show an average improvement of 6.4 points. These re-

sults demonstrate that application of joint enhancement and

coding is beneficial for the overall system in terms of both qual-

ity and computational complexity, while maintaining the low

algorithmic delay of CELP speech codecs.
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