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Abstract

Recognition of social roles in small group interactions is chal-

lenging because of the presence of disfluency in speech, frequent

overlaps between speakers, short speaker turns and the need for

reliable data annotation. In this work, we consider the problem

of recognizing four roles, namely Gatekeeper, Protagonist, Neu-

tral, and Supporter in small group interactions in AMI corpus. In

general, Gatekeeper and Protagonist roles occur less frequently

compared to Neutral, and Supporter. In this work, we exploit

role transitions across segments in a meeting by incorporating

role transition probabilities and formulating the role recognition

as a decoding problem over the sequence of segments in an in-

teraction. Experiments are performed in a five fold cross vali-

dation setup using acoustic, lexical and structural features with

precision, recall and F-score as the performance metrics. The re-

sults reveal that precision averaged across all folds and different

feature combinations improves in the case of Gatekeeper and Pro-

tagonist by 13.64% and 12.75% when the role transition informa-

tion is used which in turn improves the F-score for Gatekeeper by

6.58% while the F-scores for the rest of the roles do not change

significantly.

Index Terms: social computing, social roles, dynamic program-

ming, small group interaction

1. Introduction

Meetings are ubiquitous in structuring daily work in organiza-

tions, recalling important pieces of information (decisions, key-

points, milestones etc) and sharing these with people absent from

those meetings. Advances in multimedia compression and digital

storage technologies have resulted in several archives of meet-

ing interactions. As the size of multimedia archives grows, it

becomes very challenging. Among others, role information can

help organize and index multimedia content from audio record-

ings of meetings. Banerjee et al [1] showed that meeting browsers

annotated with speaker roles and topic segments were very effec-

tive for answering user queries. Role information can also be

used for topic segmentation in conversation discourses [2] and

summarization of spoken documents [3]. Roles in a meeting

are of two types formal and social (or informal). Bales work

[4] shows that social roles characterize the relationships between

members in the meeting and are useful to capture the dynamics

of the meeting. Typically, social roles answer semantic queries

like, Who is doing what in an event?. Role Theory [5] observes

that people behave in predictable ways based on their social roles.

This shows that knowing the social role of a person can help de-

termine his/her interactions with the environment and vice-versa.

Also, the knowledge of social roles can help determine engage-

ment, social dominance and hotspots [6] in meetings. Thus, au-

tomatic recognition of social roles is useful for a number of mul-

timedia applications.

Typically social roles in a small group meeting could be [4]:

Gatekeeper - a group moderator, Neutral - a passive participant,

Protagonist - the driver of the conversation, Supporter - partici-

pant with cooperative attitude and Attacker - participant express-

ing disagreement. Every participant, in general, has different so-

cial role in each slice of a meeting. Computational models for

recognizing roles could be useful for classifying the role of a par-

ticipant in every slice of the meeting. However, there are several

issues which make computational modeling of roles in a meeting

challenging. For example, presence of disfluency [7] in speech

and frequent overlaps between speakers increase the errors of au-

tomatic speech recognition (ASR) and speaker segmentation sys-

tems which are typically used for extracting features required for

role recognition. Short speaker turns [7] decrease the amount

of data available per speaker in a meeting slice thereby making

feature extraction difficult. Also, limited availability of well an-

notated meeting corpora pose a challenge for obtaining a good-

quality computational model for role recognition.

There have been several attempts at automatic recognition of

social and formal roles in a meeting. Banerjee et al [8] anno-

tated Carnegie Mellon multi-modal corpus [9] with simple par-

ticipant role labels (presenter, information provider, participa-

tor and information consumer) and used a decision tree classi-

fier with features including number of speaker changes, over-

lapped speech duration, to predict roles. Favre et al. [10, 11]

used hidden Markov model (HMM) and n-gram based sequen-

tial probabilistic models along with social network analysis to

predict formal roles in three different corpora. Laskowski et al.

[12] used behavior model as defined in [13] to predict roles in

the AMI corpus using features such as probability of interrup-

tion, holding the floor and backchannel behavior. However, roles

in these works are imposed by the context of the meeting, e.g.

Project Manager, Weather man. This makes it difficult to gener-

alize the learned model to predict roles in other meetings where

the context/scenario might be different. Similar to predicting for-

mal roles, there have been several works to predict social roles in

group interactions. For example, Sapru et al. [14] have addressed

both social and formal role recognition using acoustic, lexical and

structural features and multi-class boosting. Zancanaro et al. [15]

experimented with the Mission Survival corpus [16] and used

speech activity and body fidgeting features with a support vector

machine (SVM) based classifier. Valente et al. [17] used prosodic

and turn-taking features combined with influence of speakers on

one another using data from the AMI corpus [18]. Wilson et al.

[19] used combinations of speech activity, subjectivity and ex-
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pressive prosodic features along with conditional random field

(CRF) to determine roles in the AMI corpus meetings. However,

these approaches have used relatively small datasets and a lim-

ited set of features. Sapru et al. [20, 21, 22, 7] annotated a large

portion of the publicly available AMI corpus [18] with social role

labels and trained their role recognition model using various com-

binations of linguistic, structural and acoustic features.

Typically a participant can change social role over time but

his/her role will not change frequently within a short time win-

dow and, thus, in a meeting slice, a participant has a single social

role. The turn-taking statistics across participants along with the

dependency between social and formal roles have been used by

Vinciarelli et al. [23] for recognition of socio-emotional roles in

AMI corpus. Similarly, an influence model framework [24] has

been proposed for capturing the influence of the social roles on

the task based roles and vice-versa, where the feature vector has

been modeled using HMM with states representing the roles. In

this work, instead of having a generative model for the feature

vector (such as HMM) we have formulated the role recognition

problem as a decoding task where the participant specific role

transition is used and the likelihood of the feature vector for a

given role is generated by a discriminative classifier, hidden con-

ditional random field (HCRF). The sequence of predicted roles is

estimated by using a dynamic programming based approach. The

proposed role recognition assumes the availability of all slices

from a meeting for every participant.

Experiments on AMI corpus [18] show that precision aver-

aged across all feature combinations and folds improves for Gate-

keeper and Protagonist roles by 13.64% and 12.75% respectively

when the proposed role recognition method is used compared to

recognizing role independently in each meeting slice. Further-

more, this leads to an improvement of 6.58% in the F-score for

Gatekeeper while making no changes in the F-scores for other

roles.

2. Database

The AMI meeting corpus is a publicly available dataset contain-

ing over 100 hours of scenario and non-scenario meetings. Both

audio and video recordings of the meetings have been carried out

in specially equipped meeting rooms. Each scenario meeting con-

sists of four participants who are tasked with designing a remote

control. Each participant plays a role of either Project Manager,

Industrial Designer, User Interface Designer or Marketing Ex-

pert. Out of all the scenario meetings, 59 meetings have social

role annotation available [7]. Each meeting has been segmented

into meeting slices of average duration less than 30 seconds based

on the presence of pauses longer than 1 second [21]. Each speaker

in each meeting slice has been assigned one role from among

Protagonist, Gatekeeper, Supporter, Neutral and Attacker. These

make up a total of 1714 meeting slices corresponding to ∼12.5

hours of meeting data and 6856 social role annotations. The num-

ber of role annotations corresponding to Gatekeeper, Neutral,

Protagonist, Supporter and Attacker are 934, 3352, 629, 1923

and 18 respectively. Due to limited availability of data for the

Attacker role, we have removed data pertaining to Attackers for

the experiments in this work and consider classification among

remaining 4 role classes.

3. Recognition using long term role
transitions

Let Sk be the k-th (1 ≤ k ≤ K) slice of a group interaction,

where K is the total number of slices. Let Υ = {ρ1, ρ2, ρ3, ρ4}

be the set of four different roles considered in this work, where

ρ1, ρ2, ρ3, ρ4 represent Gatekeeper, Neutral, Protagonist, and

Supporter respectively.

Typically, role recognition in a meeting slice is posed as a

classification problem using features from the respective slice.

Let fk be the feature vector for the k-th slice and Lk denote the

role in the k-th slice for a participant in the meeting. A classi-

fier is used to obtain the probabilities of four roles given the fea-

ture vector in the k-th slice for a participant. In particular, four

probabilities P k
r = Prob(Lk = ρr|fk), r = 1, 2, 3, 4 are com-

puted by the classifier and the role with the highest probability

becomes the predicted role, L̂k, for a participant in the k-th slice

as: L̂k = ρr� , where r� = argmaxr P
k
r .

Assuming all roles are equally likely, P k
r can be rewritten as

P
k
r = Prob(Lk = ρr|fk) ∝ p(fk|Lk = ρr) (1)

where p(fk|Lk) is the likelihood of the feature vector given the

role Lk.

However in a group interaction, the role of a participant could

vary across slices. This could depend on the dynamics of the

conversation in the meeting, the characteristics of the participant,

and the response from other participants. Capturing these long

term dynamics in the role sequence for a participant could help in

predicting the role more accurately. In particular, the prediction

of the role in the k-th slice can use the information of the roles in

all the slices before k-th slice.

In this work, we consider maximizing the joint prob-

ability of the roles of a participant in all slices in a

group interaction instead of maximizing the probability in

each slice independently. In other words, we consider

Prob(L1,L2, · · · ,LK |f1, f2, · · · , fK ), where Lk ∈ Υ, ∀k. Us-

ing the definition of conditional probability,

Prob(L1,L2, · · · ,LK |f1, f2, · · · , fK) ∝

p(f1, f2, · · · , fK |L1,L2, · · · ,LK)Prob(L1,L2, · · · ,LK) (2)

The first term in equation (2) is obtained from the classifier

following equation (1). We assume that given the roles in all K

slices the feature vectors in these slices are independent. Thus we

obtain

p(f1, f2, · · · , fK |L1,L2, · · · ,LK) =

K∏
k=1

p(fk|Lk) (3)

which can be further obtained from equation (1). While p(fk|Lk)
is often modelled using GMM, for example in a HMM framework

[24], we propose to obtain p(fk|Lk) using equation (1) from a

discriminative classifier trained for role classification task. This

is because estimation of GMM parameters in high dimensional

feature space could lead to unstable solutions [25] with small

number of training slices for some roles, such as Gatekeeper and

Protagonist. On the other hand, the second term in equation (2)

captures the long-term role dynamics of a participant in a meet-

ing. We assume that the role sequence is a first-order Markov

chain, i.e., the roles in the k-th meeting slice are conditionally in-

dependent of the roles of the (k − 2)-th slice and the ones before

that given the role of the (k − 1)-th slice. Then, using the chain

rule of probability, we can write Prob(L1, · · · ,LK)

= Prob(LK |L1, · · · ,LK−1)Prob(L1, · · · ,LK−1)

= Prob(LK |LK−1)Prob(L1, · · · ,LK−1) = · · ·

= Prob(L1)
K∏

k=2

Prob(Lk|Lk−1) ∝
K∏

k=2

Prob(Lk|Lk−1)

[assuming roles are equally likely] (4)
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Using equations (3), and (4), we can see that the first term in

equation (2) is determined by the classifier while the second term

is determined by the role transition probabilities Prob(Lk|Lk−1).
We use weights (1-γ) and γ on these two terms, where γ (0 ≤
γ ≤ 1) controls the contribution of the role transition probabili-

ties in computing the overall probability of the role sequence.

Prob(L1,L2, · · · ,LK |f1, f2, · · · , fK) ∝(
K∏

k=1

p(fk|Lk)

)1−γ ( K∏
k=2

Prob(Lk|Lk−1)

)γ

(5)

The estimated sequence of roles is obtained by maximizing the

probability in equation (5) as follows:

L̂k,∀k = arg max
L1,··· ,LK

Prob(L1, · · · ,LK |f1, f2, · · · , fK) (6)

Since there are four roles, a full search for solving equation

(6) would have a complexity of O(4K). This is computationally

prohibitive since a typical value of the total number of meeting

slices (K) is in the range of 23-34. In order to circumvent this

problem, we implement a dynamic programming (DP) based al-

gorithm to find the solution for the optimization in equation (6).

The DP based solution has a complexity of O(16K). For the DP

based solution, we define Dr(k) as the maximum probability of

assigning k many roles for first k slices with ρr as the role in the

k-th slice of the meeting. Let the back-tracking pointer in DP be

denoted by ξr(k) which stores the role assigned to the (k − 1)-
th slice for obtaining the maximum probability Dr(k). Dr(k)
is computed in a recursive manner and ξr(k) is stored in each

recursion of the DP as follows:

1. Initialization: Compute Dr(1) =
(
P 1
r

)(1−γ)
using equa-

tion (1).

2. Iteration: For 2 ≤ k ≤ K and 1 ≤ r ≤ 4, compute the

following:

Dr(k) = max
1≤r′≤4

{Dr′(k − 1)× (αr,r′)
γ} ×

(
P

k
r

)(1−γ)

ξr(k) = arg max
1≤r′≤4

{Dr′(k − 1)× (αr,r′)
γ}

where P k
r is obtained using equation (1) and αr,r′ =

Prob(ρr|ρr′). The role transition probability is obtained

using the training data, which is also used to train the clas-

sifier from which P k
r is computed.

3. Backtracking: L̂K = argmaxr Dr(K).

L̂k = ξL̂k+1
(k + 1), k = K − 1, K − 2, · · · , 1 (7)

4. Experiments and Results

4.1. Features

We extract verbal features from the audio and speech transcripts

of the AMI meeting corpus to capture behaviors of the partici-

pants in each slice of the meeting.

Acoustic features: The speaking style and vocal expressions

of participants in a meeting can give hints about their role. Fol-

lowing the work by Sapru et al. [7], we extract various statisti-

cal and regression functionals such as average, standard deviation

(SD), skewness, kurtosis, range, maximum, minimum, linear and

quadratic regression coefficients and approximation errors of dif-

ferent low level descriptor (LLD) contours and their derivatives

from the audio of each meeting slice. LLDs include zero-crossing

rate, sub-band energy, spectral roll-off, spectral flux, harmonicity,

Mel frequency cepstral coefficients (MFCCs), short-time energy,

pitch, voicing probability, jitter, shimmer, logarithm of harmonics

to noise ratio. This results in a 448 dimensional acoustic feature

vector.

Lexical features: The words used by participants in a meeting

convey information about their roles and functions in the meet-

ing. We use Linguistic Inquiry and Word Count (LIWC) [26] to

analyze the speech transcripts of the meeting slices and for each

transcript we obtain features as the weights of various linguistic

categories resulting in a 59 dimensional lexical feature vector.

Structural features: The duration over which a participant is

active as well as the number of speaking turns in a meeting slice

could convey significant information about his/her role. The

speech transcripts of a meeting slice provide the timestamps of

the utterances of words, from which we extract the fraction of

speaking time and the number of speaking turns taken by the par-

ticipant in that slice as a two-dimensional structural feature vec-

tor.

4.2. Experimental Setup

We perform the role classification experiments in this work in

a five fold cross validation setup. For this purpose, we divide

the 59 meetings randomly into 5 sets - 4 sets with 12 meetings

each and the remaining set with 11 meetings. In each fold, three

sets are used for training our model, one for development and the

remaining set is used for testing.

Various combinations of features have been used for role

recognition task, namely Acoustic only (A), Lexical only (L),

Structural only (S), Acoustic + Lexical (AL), Acoustic + Struc-

tural (AS), Lexical + Structural (LS), Acoustic + Lexical + Struc-

tural (ALS). Following the work by Sapru et al [7], we use hidden

conditional random field (HCRF)1 as the classifier to obtain P k
r

(equation (1)) for the proposed role recognition method. Three

hidden states are used with 500 function evaluations to train the

HCRF. For training, we standardize each feature dimension to

zero-mean and unit-variance. In order to compute the transition

probabilities (equation 4) we use a normalized count on the role

sequence for every participant in the training set.

We use three metrics for evaluating the performance of the

proposed method, namely precision, recall (accuracy) and F-

score [7]. All metrics have been reported for each role averaged

across five folds. The recall (accuracy) is also reported averaged

over all roles.

The parameter γ in the proposed role recognition method

is optimized on the development set. This is done using a grid

search approach in which γ is chosen from 0 to 1 with a step of

0.1 and the γ that provides the highest accuracy on the develop-

ment set is chosen for performing role recognition in the test set.

As a baseline method, we consider the most recent work by

Sapru et al [7] on automatic recognition of emergent social roles

where each meeting slice is classified independently into one of

the four role classes using HCRF classifier.

4.3. Results and discussion

Figure 1 summarizes the results obtained for the baseline and

proposed methods for all combinations of the feature sets. Ta-

ble 1 gives the averages of the three performance metrics across

all feature combinations for both baseline and proposed methods.

It is evident from the table that in most of the cases, there is an

1We use a python implementation freely available at
https://github.com/dirko/pyhcrf.
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Baseline Proposed
Figure 1: Various performance metrics for different feature com-

binations for all roles.

improvement in the performance metrics by using the proposed

method (indicated by bold entries). Interestingly, precision im-

proves for the classes with less training data, i.e., Gatekeeper and

Protagonist, highlighting an advantage of the proposed method.

Figure 1 provides insights into the types of feature combina-

tions that perform well in social role prediction. We see that, in

terms of F-score, the two-dimensional structural features perform

as well as the higher dimensional acoustic or lexical features, for

both baseline and the proposed methods in case of Neutral role.

This could be because when the participant is playing a Neutral

role in a meeting slice, he/she remains silent for most of the time,

the essence of which is captured by the structural features. We

can also observe that in the case of Gatekeeper role, a combina-

tion of lexical and structural features performs the best in terms

of F-score compared to the remaining six feature combinations

using both the baseline and the proposed method. This is also

true for the Protagonist role when using the baseline method.

Method Gatekeeper Neutral Protagonist Supporter

Precision
Baseline 0.50 0.90 0.50 0.67

Proposed 0.57 0.89 0.57 0.67

Recall
Baseline 0.43 0.91 0.47 0.73

Proposed 0.44 0.92 0.44 0.75

F-score
Baseline 0.46 0.91 0.46 0.69

Proposed 0.49 0.91 0.46 0.70

Table 1: Performance metrics averaged across all feature com-

binations for all roles. The recall (accuracy) averaged across all

roles turns out to be 0.75 and 0.76 using the baseline and the pro-

posed methods respectively.

It is interesting to observe that for the Gatekeeper role, the

proposed method outperforms the baseline method in terms of

the average F-score irrespective of the feature combination used.

When averaged across different feature combinations, the F-score

is found to improve by 6.58% over the baseline method. It is

also interesting to see that for both Gatekeeper and Protagonist

roles, the proposed method outperforms the baseline in terms of

precision averaged across five folds by 13.64% and 12.75% re-

spectively. This could be due to the inclusion of role transition

probability in the proposed method. Unlike classification in each

meeting slice independently, the information of the role transition

from one slice to another could reduce the false positives result-

ing in better precision.

Table 2 shows the role transition probability matrix averaged

across five folds in our experiments. While we see that the prob-

ability of retaining the same role in consecutive meeting slices is

high (diagonal entries in the matrix), there are several large non-

diagonal entries too indicating large probability of transition from

one role to a different one. For example, the probability of transi-

tion from a Gatekeeper to a Neutral or Supporter is much higher

�
�
�
�
�
��

From

To
Gatekeeper Neutral Protagonist Supporter

Gatekeeper 0.70 0.16 0.04 0.10

Neutral 0.02 0.72 0.03 0.23

Protagonist 0.10 0.14 0.62 0.14

Supporter 0.06 0.35 0.07 0.52

Table 2: Role transition probabilities averaged across five folds.

than that to a Protagonist and vice versa. Similarly, there is a

significant probability of transition from a Neutral to a Supporter

and vice versa. This could be because a person in Neutral role in

the current slice of the meeting could take up a Supporter role to

establish his/her supporting point to the agenda or remain Neutral

as the meeting continues. However, it is unlikely for a participant

to transit from a Neutral role to the role of Protagonist. Also it

would be very unusual for the Gatekeeper, who sets the agenda

of the meeting to become the Protagonist in the following slice

of the meeting, which is supported by the low probability value

corresponding to the transition from the Gatekeeper to the Pro-

tagonist role.

Feature Combinations

Fold A L S LS AL AS ALS

1 0.2 0.3 0.1 0.4 0.6 0.4 0.4

2 0.1 0.2 0.1 0.4 0.5 0.3 0.5

3 0.0 0.3 0.6 0.6 0.4 0.4 0.4

4 0.5 0.3 0.0 0.4 0.4 0.4 0.4

5 0.4 0.2 0.0 0.1 0.4 0.3 0.5

Avg 0.24 0.26 0.16 0.38 0.46 0.36 0.44

Table 3: Optimal γ values for different folds and feature combi-

nations

The optimal choices of γ for the five folds in our experiments

are shown in Table 3. The last row in the table shows the value of

γ averaged across five folds. The feature combinations in the de-

creasing order of γ are AL, ALS, LS, AS, L, A, S. It is interesting

to observe that for AL and ALS the proposed method improves

the F-score in the case of three roles over the baseline method as

seen in Fig. 1. Incidentally the contribution of the role transition

probability in role recognition (reflected by the γ value) is also

high in these two cases compared to other feature combinations.

For structural features (S), the proposed method improves the F-

score only for one role over the baseline method and loses in two

roles. The γ value for S is the lowest among all feature combi-

nations. This indicates that the benefit due to inclusion of role

transition probability varies from one feature combination type

to another.

5. Conclusions

We find that when the role transition information for a partici-

pant across consecutive meeting slices is included, precision of

the role recognition improves as compared to classifying roles

in each meeting slice independently. The improvement in preci-

sion is more for roles such as Gatekeeper and Protagonist, which

occur less frequently. Increased precision in turn improves the

F-score of the role recognition for the Gatekeeper. In the present

work, we consider the role transition in two consecutive slices.

However, the role dynamics over three or more slices as well as

interpersonal role dynamics could be used to improve the role

recognition further. Unlike constructed corpus such as AMI, role

recognition in realistic situation would require further investiga-

tion. These are parts of our future work.
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