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Abstract 

The lack of transcription files will lead to a high out-of-
vocabulary (OOV) rate and a weak language model in low-
resource speech recognition systems. This paper presents a 
web data selection method to augment these systems. After 
mapping all the vocabularies or short sentences to vectors in a 
low-dimensional space through a word embedding technique, 
the similarities between the web data and the small pool of 
training transcriptions are calculated. Then, the web data with 
high similarity are selected to expand the pronunciation 
lexicon or language model. Experiments are conducted on the 
NIST Open KWS15 Swahili VLLP recognition task. 
Compared with the baseline system, our methods can achieve 
a 5.23% absolute reduction in word error rate (WER) using the 
expanded pronunciation lexicon and a 9.54% absolute WER 
reduction using both the expanded lexicon and language 
model.  

Index Terms: word embedding, web data, lexicon, language 
model 

1. Introduction 

In recent years, there has been growing interest in large 
vocabulary continuous speech recognition (LVCSR) and 
keyword spotting (KWS) for low-resource languages. Three 
key components are required in LVCSR: an acoustic model 
(AM), a language model (LM) and a pronunciation lexicon. 
Only a very small amount of transcribed speech can be used in 
low-resource LVCSR, resulting in a small lexicon with high 
OOV rate and a weak acoustic and language model. A direct 
solution is to utilize out-of-domain data to solve these 
problems. In this paper, we focus on using web data to 
augment the lexicon and the language model. 

Much prior work has proposed to collect web data to 
improve the recognition accuracy. To obtain useful web data, 
[1] summarized five main steps to scrape large amounts of 
conversational data and [2] elaborated Rapid Language 
Adaptation Toolkit (RLAT) with RSS (really simple 
syndication) Feeds-based crawling methods for collecting 
large amounts of web data. Most web data are different from 
the conversational transcripts in format, and methods were 
introduced to pre-process and normalize the collected web 
data in [3]. After pre-processing, different criteria are used to 
select web data. [4, 5] adopted the relative entropy based 
query generation mechanism to download documents, and [6] 
used perplexity as a similarity measure between in-domain 

data and web data. How to combine the web data and original 
transcriptions in LM training is also an important research 
topic. R. Iyer et al. proposed to combine out-of-domain data 
with domain dependent data to improve statistical LM 
performance [7]. An efficient query selection algorithm for the 
retrieval of web text data to augment a statistical language 
model was presented in [8], and [9] adjusted counts of N-
grams from querying the web page and interpolated them with 
traditional corpus-based tri-gram estimates. Despite the afore-
mentioned works, it is still a difficult problem to determine a 
criterion to match the web data with conversational speech in 
similar style and topic.  

Recently, Mikolov et al. proposed word embedding 
technique for continuous word representations in vector space 
[10, 11, 12, 13]. This has been widely used in various natural 
language processing tasks, including neural language model 
[14], machine translation [15] and antonym selection [16]. 
Various models, such as the Skip-gram model [10, 11], have 
been proposed to take advantage of the context of each word 
in large corpora to learn word embedding. The word2vec 
toolkit [17] can be downloaded from web site to train Skip-
gram models. In [18], the authors adopted the Skip-gram 
model architecture to capture the lexical and semantic 
relations to retrieve OOV proper names.  

In this paper, we first use a Skip-gram model to map all the 
words to a continuous vector space. Then, the similarity scores 
of words between the training set and the web data are 
calculated; words with similarity score above the threshold are 
selected to expand the decoding lexicon. Furthermore, the K-
means algorithm is used to cluster the training transcripts into 
a small number of topics. The similarity scores between these 
clustering topics and the web data sentences are also 
calculated, and the sentences with high scores are selected to 
augment the language model.  

The remainder of this paper is organized as follows. We 
present the dataset used for our evaluations in Section 2. 
Section 3 elaborates the proposed methodology. Section 4 
describes the experimental setup. Experimental results are 
presented in Section 5. Concluding remarks are provided in 
Section 6 

2. Dataset 

We conduct our investigations on the NIST OpenKWS15 
Swahili language recognition task, and the IARPA Babel 
Program language collection IARPA-Babel {202b-v1.0d 
Swahili} very limited language packs (VLLP) corpus is used 
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in the experiments. The training set of Swahili VLLP consists 
of 3 hours of transcribed speech, and the lexicon includes only 
4,957 words. The 10-hour development set is used to evaluate 
the speech recognition performance in this paper. Furthermore, 
two web data sources, provided by BBN and IBM, are used to 
fulfil the active learning task. The details of the training set 
and the web data are listed in Table 1. Compared with the web 
data, the 3-hour transcriptions of the training set contain much 
fewer words and sentences. The BBN web data size is much 
larger than that of IBM web data. 

3. Proposed methodology 

3.1. Web Data Preprocessing 

The web data contains substantial garbage text and cannot be 
directly used in automatic speech recognition (ASR). We carry 
out the following steps to preprocess the web data:   

(1) The html format files are converted to plain text format 
file. The internet addresses and headers are first stripped. 
Non-standard whitespaces are replaced with a standard 
version, and special symbols are removed. Some of the 
upper-case letters are converted to lower-case. To use the 
web data text effectively for lexicon expanding and 
language modelling, some special abbreviations are 
converted to the mapping format (e.g., “imeng'ara” to 
“imengQara”); the digit sequences are normalized to 
correspond to their Swahili natural spoken form (e.g., 
“101” to “mia moja na moja”); and other “non-standard 
words” (e.g., “SMZ”, “CBG”) are removed. The 
sentences are segmented based on some special 
punctuation, such as semicolons and exclamatory marks. 
The original web data are saved in a number of small 
files, and we merge all these small files into a large 
plain-text file. 

(2) Non-Latin characters are removed. The provided web 
data are mixed with characters from many other 
languages, which must be removed. Because the web 
data are saved in a plain text format, all the sentences can 
be arranged in alphabetical order using the Linux “sort” 
command. The Swahili adopts the Latin character set, 
and we can remove the sentences that contain any non-
Latin characters. 

(3) Non-Swahili Latin characters are removed. Except for a 
few characters, the character set of the Swahili language 
is also used in other Latin languages. The web data after 
step 2 still contains many non-Swahili words, especially 
some English words. In this step, we remove the words 
that include letters not in the character set of the Swahili 
language. 

3.2. The Skip-gram model  

Because the vocabulary size of web data is much larger than 
that of conversational speech, a criterion must be found to 
select web data. In this paper, the Skip-gram model is utilized 
to learn word embedding. The goal of the Skip-gram model is 
to learn word representations that can predict the surrounding 
words or phrases in a sentence or some documents. Each word 
in corpora is mapped to a continuous embedding space by 
looking up an embedding matrix (1)V , which is learned by 
maximizing the prediction probability that is calculated from 
its neighboring words within a context window, and the 
prediction matrix is (2)V . 

Given a sequence of  T  training words, denoted by

1 2 3, , , , Tw w w w ， the goal of the Skip-gram model is to 

maximize the following average log probability: 
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where c is the context window size，
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word and t jw   is neighboring words of tw . The Skip-gram 
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where (1)
tv , 

(2)
kv  are from row vector representations 

corresponding to word tw , kw in matrices (1)V , (2)V respectively. 

The process of training the Skip-gram model can be 
described as an optimization problem to maximize the above 
objective function G , and the optimization problem can be 
solved by the stochastic gradient descent (SGD) method 
[12].The embedding matrix (1)V can be learned by the Skip-

gram model and used as the word embedding for all words in 
the data sets. 

3.3. Web data selection for lexicon expansion 

In this paper, we propose to select the similar words or 
semantic correlation words with the training set from web data 
to expand the decoding lexicon through word embedding 
method. Figure 1 shows the flowchart for expanding the 
decoding lexicon using the web data. 

All the data, including the transcriptions of the training set 
and web data, are first used to learn word embedding by the 
Skip-gram model. Then, all the words are converted into 
vectors through word embedding. Cosine similarity can be 
calculated between the words of the training set and the web 

Table 1: The details of the supplied data 

Data Sources Number of words Data size ( MB) 

Training set 4,957 0.16 

IBM 46,048 10.6 

BBN 379,434 263 
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Figure 1. Using word embedding to expand the decoding 
lexicon 
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data. Given two vectors 1 2( , , , )nX x x x


 and

1 2( , , , )nY y y y


 , the cosine score is as follows: 

 ( , )
|| | | || ||

X Y
sim X Y

X Y






 
 

   (3) 

For each word in the training set, only the top-N words 
from web data with the highest cosine score are chosen to 
expand the decoding lexicon. Different N values can 
significantly influence the performance of speech recognition; 
our later experiments demonstrate this viewpoint. 

3.4. Web data selection for language model 

In this section, we use word embedding and K-means method 
to select web data to improve the language model for speech 
recognition. The framework of the proposed method is 
illustrated in Figure 2. 

Similar to Figure 1, all the data from the web data and the 
training set are first used to learn word embedding using the 
Skip-gram model. To obtain the vector representation of one 
sentence, all the word vectors of this sentence are first 
summed and then divided by the number of words. After 
changing the sentences of the training set into vectors, the K-
means algorithm is used to partition all these vectors into M 
clusters. 

In the data selection procedure, the sentences of web data 
are also converted into vectors. These vectors are used to 
calculate the similarity with the afore-mentioned M clusters of 
the training set. Cosine score is also used as a similarity 
measurement. After calculating the M similarity scores, a 
threshold is set to select the sentences. In our view, the 
selected sentences from the web data are matching with the 
training set in style or topic. 

The web data selected by the proposed method can be used 
to train the language model. The state-of-the-art algorithm for 
using additional web data is to train separate LMs for the 
different sources using a unified vocabulary and then combine 
them by interpolation. This method is also referred to as 
mixtures of LMs. We adopt this method in this paper. The 
interpolation weights are tuned in the tuning set provided by 
NIST. 

4. Experimental Setup 

For our experiments, Kaldi tools [19] are adopted to train the 
Deep Neural Networks and Hidden Markov Model (DNN-
HMM) [20]. Morfessor toolkit [21] is used to segment words 
into morphemes, since pronunciation lexicons are not provided 
for the Babel VLLPs. 

The 43-dimensional Mel Frequency Cepstral Coefficients 
(MFCC) and pitch features are used in the experiments. Each 

speech signal is parameterized by the 13th order MFCCs and 
their first and second derivatives, and 4-dimension pitch 
features [22], forming a 43-dimension feature vector. For 
DNN training, multi-task training [23] is used to initialize the 
DNN model, and the other language packs provided by NIST 
OpenKWS 2015 [24] are used in multi-task training. 
Furthermore, 20 hours of unsupervised data are added to the 
training set for acoustic modelling.  

We compare the effect of different lexicons and LMs in 
the ASR experiments. The lexicons are formed using the 
original training transcriptions and selected web data. Word 
based trigram LMs are used in decoding, and the LMs are 
trained with Kneser-Ney smoothing using the SRI LM toolkit 
[25].  

In our experiments, the word2vec toolkit [17] is used to 
learn word embedding. The size of context window is set to 5, 
the dimension of the learned vectors is set to 50, and the 
lowest frequency of words is set to 1. 

5. Experiments & Results 

5.1. Results of lexicon expansion 

Only the transcription of 3-hours training set is used to train 
the acoustic model and the LM in the baseline system, and the 
word size of the lexicon is 4,957. Table 2 shows the ASR 
word error rate (WER) of the baseline on the 10 hours VLLP 
development set. 

In a subsequent experiment, we evaluate the effectiveness 
of web data in expanding the decoding lexicon for ASR. We 
select the similar words or semantic correlation words with the 
training set from web data to expand the decoding lexicon. As 
mentioned in 3.3, only the top-N words from web data with the 
highest cosine score are chosen to expand the decoding 
lexicon. Table 3 presents the results of ASR WER with 
different sizes of selected words from web data. The LMs are 
trained on the 3-hour training set.  

Compared with the baseline system in Table 2, all the 
systems with expanded lexicons can improve the ASR 
performance. The best performance with 40,497 lexicon words 
can yield an absolute 5.23% WER reduction. In the last row of 
Table 3, all the words in the web data are used in the decoding 
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representation 
of a sentence

M types of vector 
representation 

of the training set

Vector 
representation 
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representation

Querying 
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Querying 
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Figure 2. Using word embedding and K-means method to 
select web data. 

Table 2: The baseline results on the VLLP development set 

Number of lexicon words Word Error Rate (WER)/% 

4,957 61.45 

 

Table 3: The results of word embedding method to select the 
similar words with training set from web data to expand the 
decode lexicon 

Number of web data 
words selected 

Number of 
lexicon words 

WER/% 

27,847 32,804 56.25 

35,540 40,497 56.22 

52,517 57,474 57.01 

all 430,439 58.48 
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lexicon, and an absolute 2.97% WER reduction can still be 
observed. The best system in row 2 can outperform the system 
in the last row by an absolute 2.26% WER reduction. One 
possible explanation is that word embedding method can 
efficiently select similar words or semantic correlation words 
with the training set. 

5.2. Results of web data selection for language model 

For validating the web data in LM modelling, we first conduct 
ASR experiments based on different LMs. The first LM (LM1) 
is trained on only the training set. The second LM (LM2) is a 
linear interpolation language model of different LMs that are 
separately trained on the training set and the web data. In these 
experiments, no word embedding data selection is applied and 
all the available web data are used to build the LM. The 
interpolation weights for each sub-LM and the final best 
results of speech recognition with different decoding lexicon 
are presented in Table 4. 

As can be seen in Table 4, LM2 trained with additional 
web data can achieve better ASR performance than LM1. In 
Table 4, LM2 with only 40,497-word lexicon can yield the 
best result, and it can obtain a 1.34% absolute WER reduction 
against LM2 with all words from the web data (430,439). For 
the linear interpolation weights of LM2, the sub-LM trained 
with VLLP transcription has the largest weight, because the 
development set matches the training set best. BBN web data 
have the smallest weight; possibly because its style and topic 
are different from the development set. 

For comparison with our methods, a perplexity (PPL) [26, 
27] based approach to select web data is also implemented in 
our experiments. In this experiment, the value of perplexity is 
set to 4000. Table 5 shows the best performance of using 
perplexity based approach to improve the language model with 
lexicon 40497. Compared with the best result in Table 4, the 

linearly interpolated LM2 with selected web data by perplexity 
approach can obtain a 1.32% absolute improvement. 

To evaluate the effectiveness of the proposed web data 
selection method, we implement a confirmatory experiment 
based on the best result above. Table 6 illustrates the benefit of 
using word embedding method to select web data in LM 
modelling. In this experiment, the number of clusters M is set 
to 5. 

Compared with the best result in Table 4, the linearly 
interpolated LM2 with selected web data can obtain a 2.17% 
absolute improvement. Compared with the LM1 in Table 4, it 
can yield 4.31% absolute improvement. Compared with the 
baseline system in Table 2, this method can achieve a 9.54% 
absolute WER reduction. Contrasted with the best result listed 
in Table 5, our proposed web data selection method performs 
better, 0.85% absolute WER reduction, than perplexity 
approach. 

From Table 4 and Table 6, we observe that the selected 
web data in LM modelling can improve ASR performance. 
The main reason for this improvement is that the word 
embedding method can find the sentences similar to the 
training set in style or topic, and filter out the data that are not 
reliable or relevant to the training set. 

6. Conclusions 

Word embedding with good semantic representations is 
invaluable to many natural language processing tasks. In this 
paper, we have investigated how to apply this method to 
process web data for low-resource languages ASR. First, we 
apply a word embedding method to select similar words or 
semantic correlation words with training set from web data to 
expand the decoding lexicon. Then, we use word embedding 
and K-means methods for sentence selection to improve the 
language model. The experimental results demonstrate that our 
proposed methods can significantly improve ASR 
performance. Thus, the word embedding method can be used 
effectively to select words or data similar to the training set in 
style or topic.  
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