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ABSTRACT

In this paper, we present an integration of Data Driven
Parallel Model Combination (DPMC) and Bayesian Learn-
ing into a fast and accurate framework which can be easily
integrated in standard training and recognition systems.

The original DPMC technique has been enhanced to
avoid any modification of the acoustic models, as required
by the original method. The Bayesian Learning estima-
tion has been used in order to specialize a general noisy
speech model (the a priori model) to the target acous-
tic environment, where the DPMC-generated observations
are used as adaptation data.

Thanks to these innovations, the proposed method
can achieve better performance than the original DPMC,
while consuming far less computational resources.

1. INTRODUCTION

A practical speech recognition system used over the tele-
phone network has to deal with a different noisy environ-
ment from call to call. Differences come both in noise
type (stationary, non-stationary, impulsive) and in SNR.
In order to cope with these difficulties, a noise compensa-
tion method must be found, which is both accurate and
fast. A solution which requires as little modification as
possible of the standard training and test environments is
also desirable.

Data-driven Parallel Model Combination (DPMC) [1]
yields good recognition performance in noisy environments,
but it has two major drawbacks. First, DPMC is not very
fast, mostly because a great number of observations has
to be generated, processed and combined in order to ob-
tain sufficiently accurate models. Moreover, it requires
the use of nonstandard information: the knowledge of the
0-th cepstral parameter is essential for this technique, but
its value is not usually included in HMM models, since it
is replaced by frame energy. DPMC needs also the delta
and delta-delta parameters to be calculated as simple dif-
ferences [2], instead of linear regressions as in state of the
art recognizers.

The solution proposed in this paper provides a method
which eliminates both problems, while leaving unchanged
DPMC’s good recognition performance. In particular, the
use of Bayesian Learning model estimation makes it pos-
sible to obtain accurate speech models even if a reduced
number of artificial observations is used, enhancing the
speed of the whole process.
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2. DATA-DRIVEN PMC

DPMC [1] faces the problem of recognition in a noisy en-
vironment in a simple but effective way. The corrupted
speech model used for recognition is calculated for each
particular noisy condition, starting from the clean speech
model and the specific noise model. The combination pro-
cess closely follows what happens in the physical world:
first a number of observations is generated from the two
models (speech and noise), in order to make explicit the
data contained in them; after that, the observations are
converted from cepstral domain to linear spectrum and
then additively combined. At this point we have obtained
corrupted speech observations, that can be used to train
the corrupted speech model.

Since information is stored in the HMM models in the
form of gaussian (or linear combination of gaussian) prob-
ability density functions, the generation of artificial obser-
vations can be achieved using an extension of Box-Muller’s
method [3]. The generation of artificial observations has
several advantages when compared to direct model com-
bination: the combination process is made easier, while
requiring less computational power [2]. The number of
observations which have to be generated depends on the
desired accuracy of the resulting model, but it is far lower
than the number of observations generally contained in a
training database. That is possible because the HMMs
(and the observations generated from them) include ex-
plicit information about the multimodality of the speech
signal, thus removing the redundancy present in the train-
ing database. A qualitative example of this fact is shown
in figure 1. In order to plot it, two HMM models have
been trained with an increasing number of observations,
artificial and real respectively. The distances (calculated
as Kullback-Leibler number) between the original model
and the ones just trained have been calculated and plotted
in figure 1. It can be seen that using the same number of
observations, the model trained on the artificial samples
is more accurate than the other one. The trend reverses
only when the number of samples used approaches the to-
tal number of observations used to compute the reference
model: that is because the model computed on the real
samples is exactly equal to the one it is compared to, so
the distance rapidly goes to zero.

The generated observations are not equally distributed
among the HMM’s states. Fach state is assigned a number
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Figure 1: The relative “speed” with which real and arti-
ficial observations carry informations about speech.

of observations proportional to its number of gaussians.
This proportionality parameter will be referred to in the
following as PPG (points per gaussian).

2.1. The 0-th cepstral parameter
The HMM models generally adopted use the following ob-
servation vector: {F,C1,C3...Cr}, where E is the frame
energy and C; is the 1-th cepstral parameter. Unfortu-
nately, the knowledge of the Cy parameter is essential in
order to convert the cepstral vector into the power spec-
trum domain. It is possible to compute the value of this
parameter from that of the the others, instead of training
a new model which includes Cjy.

Given all cepstral parameters, from Cy to C,, the en-
ergy of the Mel bands on the log-spectrum can be com-
puted as
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where D is the DCT matrix. The conversion of the energy
to the linear spectrum is then determined by computing
B .

Ei=10%  0<i<n (2)

By combining (1) and (2), we obtain a system of n 4+ 1

equations in n + 1 variables, but in our case we do not
know the value of Cy. To solve it we have to rely on
another information: the sum of the energies of the Mel
bands equals the total frame energy

ZH:E,'ZE (3)

So, after easy calculations, we find that the desired value

for Cy 1s

Co =logqg £ —logqg Z 102k=1 Dk C (4)

t=0

The described process takes place for each artificial

observation that has been generated from the HMM model.

Once the value of Cy is known, the compensation process
can continue as in standard DPMC.

2.2. Delta and Delta-delta parameters
In the original DPMC method [2], dynamic parameters
compensation is carried out only under the hypothesis
that delta parameters are computed as a difference of
static parameters:

AO°(1) = O%(r + k) — O°(r — k) (5)

on the contrary, in most recognition systems delta param-
eters are obtained by the following regression formula:
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Moreover, the classical DPMC requires the knowledge of
additional data, such as a model of the probability distri-
bution of O°(r—k), in order to achieve good compensation
of the dynamic (delta and delta-delta) parameters. These
statistics should be computed explicitly for this noise com-
pensation method, as they are not included into the HMM
models normally used.

It is however possible to achieve good compensation
without changing anything in the way dynamic param-
eters are computed by the front-end. Our procedure is
illustrated in figure 2: each artificial frame of both clean
speech and noise 1s composed by static and dynamic pa-
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Figure 2: The delta parameter combination process. The
following abbreviations have been used: ‘CI’ for clean
speech; ‘N’ for noise and ‘Cr’ for corrupted speech.

rameters. We expand the information contained in dy-
namic parameters at time 7 into a sequence of static pa-
rameters at times 7 4+ k, where k ranges from —M to
M in equation (6). These newly obtained clean speech
and noise static parameters are then combined together
to obtain a sequence of corrupted speech static param-
eters, from which the corresponding dynamic parameter
can be computed.

Equation (6) computes, according to the least square
method, the slope of the line which interpolates the 2 41



samples at times 7+ k. Thus the parameter trend in time
can be locally approximated as:

O(r+k)=0(7)+ k AO(r) (7)

This 1s the best observation sequence approximation, given
the information we know.

If we also know the delta-delta parameter, we can re-
construct an even better approximation of the observa-
tions by using a partial expansion of the Taylor series:

O(r+ k) =0O(r) + k AO(r) + %szAO(T) (8)

After clean speech and noise static parameters have been
combined, the corrupted speech samples at times 7 + k
are known, so the delta parameter can be computed back
using (6). For the delta-delta a similar equation is used.

3. BAYESIAN LEARNING

In standard DPMC method, the main way to set a com-
promise between computational load and resulting model
accuracy is the choice of the number of artificial obser-
vations to be generated. Unfortunately, since a great
amount of data is required to estimate accurate models,
this tradeoff is always unbalanced towards an high num-
ber of observations, because the corrupted speech model
is trained from scratch for each instance.

A great reduction of computational load can be ob-
tained by using a different approach to model estimation.
The unknown noisy environment of a particular phone
call can be viewed as a specific instance of a more general
noise model: this is the approach to the problem taken by
the Bayesian Learning estimation method [4]. The gen-
eral information about corrupted speech is taken from an
HMM - the a priori model — computed only once over a
training database which has been corrupted with differ-
ent noises at various SNRs. The adaptation samples are
obtained by the combination of artificial speech and noise
observations created by DPMC. A priori and adaptation
data are combined as follows, for the means:
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and for the covariance matrices:
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where tilde parameters are the ones estimated by Bayesian
Learning, the ones with ‘AP’ superscript come from the
a-priori models and those with ‘AD’ are computed on the
adaptation data. The k subscript refers to each gaussian
in the model. The weighting factor Ax is defined as
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where (2P is the average number of observations asso-
ciated to the k-th gaussian, and 7 is a weighting factor,
which has to be empirically determined [5].

It is thus possible to reduce the number of observa-
tions generated and processed by the DPMC step, thanks

to the Bayesian Learning’s ability to yield accurate re-
sults even using a low amount of adaptation data. Fur-
thermore, the use of a general-noise a priori model gives
the opportunity to obtain better recognition performances
than those obtained with a greater number of observations
and a more traditional model estimation method.

4. RECOGNITION EXPERIMENTS

The above mentioned method has been tested by using a
speaker-independent isolated-word telephone speech rec-
ognizer with a vocabulary of 475 city names. The vo-
cabulary words are transcribed using 391 sub-word units
[6], including context-independent and diphone transition
units. The recognizer is based on Continuous Density
HMMs with a mix of a maximum of 32 gaussians for each
state. The models are differentiated for males and fe-
males speakers. The parameter vector is represented by
{F,C1,Cs,...,Cr} and by the corresponding delta and
delta-delta parameters.

To simulate a noisy environment, real noise samples,
collected in an open telephone box, have been added to
the telephone speech signal with suitable normalization
to get an SNR of 15dB. The tests are performed on a set
of 14400 utterances collected from 1050 speakers.

The noise model has been computed on a one-minute
registration made inside an open telephone box and con-
sists in a single-state, single-gaussian HMM model. In
order to compute the general noisy-speech model — the
Bayesian a priori model — the training database has been
corrupted with several noise types (excluded that of the
open telephone box) at different SNR levels.

4.1. Experimental results
Table 1 presents the expected upper and lower bounds
of the error rate for the proposed technique. The upper

Table 1: Expected variability range of the Bayesian-
DPMC algorithm.

| | Model | ER% |
Lower bound | Corrupted speech | 6.30%
Multi-noise 9.04%
Upper bound Clean speech 13.60%

bound has been computed performing a recognition in the
presence of noise using clean speech models; the degrada-
tion in performance is noticeable, if compared with the
2.92% error rate scored by clean models in a clean (31dB
SNR) environment. In order to obtain the lower bound,
a corrupted speech model has been computed on a ver-
sion of the training database, corrupted with the same
noise present in the test. The remaining entry of the ta-
ble shows the performance obtained using for recognition
the general noise a priori model that has been used for
Bayesian Learning model estimation.

The 7 parameter in equation (11) has to be chosen
empirically [5], so a set of experiments has been done in
order to determine its optimal value, as shown in table
2. The value of the PPG parameter in these experiments
has been set to 10. Since DPMC makes use of pseudo-
random data generation, its performance depends on the



Table 2: Error rates obtained with different 7 weights
given to the a-priori model. The PPG parameter has been
set to 10.

| T || Mean | Std.Dev. | min | MAX |

10.15% 0.47 9.30 | 10.58

10 9.78% 0.43 8.90 | 10.44

20 9.44% 0.45 8.70 | 10.05

50 9.08% 0.39 8.37 9.71

100 8.78% 0.34 8.47 9.24
200 8.52% 0.26 8.10 8.84
400 8.45% 0.25 8.03 8.84
500 8.42% 0.26 0.03 8.77
600 8.40% 0.13 8.23 8.57
700 8.40% 0.12 8.30 8.63
800 8.44% 0.12 8.23 8.63
1000 8.47% 0.22 8.30 8.84

seed the number generator is initialized with. For this
reason the figures in table 2 are averaged over 10 different
recognition tests. The recognition results show a clear im-
provement when compared with the performance of clean
speech models. That is true even in the case of 7 equal to
zero, which corresponds to using the adaptation data only
and excluding the a priori model. Due to the low number
of observations generated, the performance for 7 = 0 is
worse than that of the multi-noise model. As the weight
of the a priori models grows, additional informations can
be used, so both the error rate and its standard deviation
decrease. The use of Bayesian Learning to combine the
two sources of information yields better results than using
only one of them, ending up in a reduction of the error
rate (7 = 700) of

13,60 — 8,40

AER =
% 13,60 —6.30

x 100 = 71, 23%

Table 3 reports the experiments performed with the
PPG parameter set to 50. The higher number of obser-

Table 3: Error rates obtained with different weights given
to the a-priori model. The PPG parameter has been set
to 50.

| T || Mean | Std.Dev. | min | MAX |

0 9.39% 0.28 8.90 9.77
50 8.94% 0.40 8.30 9.44
400 8.54% 0.23 8.10 8.84
600 8.34% 0.28 7.90 8.77
700 8.32% 0.26 7.90 8.63
800 8.32% 0.31 7.83 8.70
1000 || 8.31% 0.24 7.83 8.57
2000 | 8.30% 0.16 8.03 8.57
3000 | 8.32% 0.17 8.03 8.57

4000 || 8.32% 0.15 8.17 8.57

vations generated yields better performance if compared
to the case of PPG=10, but this improvement is some-
what small when it must be traded with an increase of
five times of the running time.

Comparison with standard training technique such as

Segmental K-Means (SKM) is done in table 4. The advan-

Table 4: Error rates obtained with different numbers of
observations generated by DPMC.

| Method | PPG || Mean | Std.Dev. | min | MAX |

SKM 10 12.07% 0.42 11.22 | 11.52
SKM 50 10.07% 0.26 9.71 10.37
SKM 100 9.32% 0.24 8.04 9.71
Bayes. 10 8.40% 0.12 8.30 8.63
Bayes. 50 8.30% 0.16 8.03 8.57

tage of the integration of DPMC with Bayesian Learning
is evident: just by comparing lines 3 and 4 in table 4 it is
obvious how such a combination is capable of increasing
the recognition performance, while reducing of a whole or-
der of magnitude the amount of data which requires being
processed.

5. CONCLUSIONS

We have addressed some problems related to speech recog-
nition in a noisy environment. In particular we have de-
veloped a procedure which can be easily integrated in ex-
isting recognizers and brings considerable advantages in
both speed and accuracy over standard DPMC technique.
These improvements are accomplished through the use of
Bayesian Learning model estimation and the exploitation
of general information about speech in a noisy environ-
ment. The result of this is that it is possible to obtain
better performances than by using standard Segmental k-
Means training. At the same time computational load is
reduced of an order of magnitude.
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