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ABSTRACT

In this paper, we propose a speaker adaptation tech-
nique called Predictive Speaker Adaptation (PSA) in
which speaker dependent HMM(SD-HMM) for a new
speaker is predicted using adaptation utterances and a
speaker independent HMM(SI-HMM). The method re-
quires a prior training, during which parameters of the
prediction function are optimally estimated with many
speaker’s SD-HMMs and their adaptation utterances
as examples. This method revealed to be efficient for
small amount of adaptation data. 60,000-word recog-
nition experiments reported a word error-rate reduc-
tion of 16% when only 10 adaptation words were used.

1. INTRODUCTION

Speaker adaptation techniques such as MAP [1], while
approaching performance of a SD-HMM provided
enough speaker-specific adaptation data are available,
may not be suited for some practical applications in
which very small amount of adaptation data is avail-
able. These conventional methods only adapt gaus-
sians in the SI-HMM which have observations in the
adaptation utterances. For small amount of adapta-
tion data, only few gaussians are observed while most
remain unseen. Even seen ones are poorly trained
since the number of observations for these gaussians
is usually small.

Recently, some methods have come up, in which many
speaker’s SD-HMMs and multiple linear regression are
used to find speaker-independent correlation among
speech units in order to update unseen parameters in
a predictive manner [2]-[5].

Our approach is separated into two parts, a prior train-
ing session and adaptation session. In the prior train-
ing session, parameters of the predictive adaptation
method are robustly estimated using many speaker’s
SD-HMMs and their utterances for adaptation words.
In the adaptation session, the pre-calculated parame-
ters are used for adapting SI-HMM to the new speaker
(seefig.1). In the following, algorithms in both sessions
are explained in detail.
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Figure 1: Basic idea of PSA.

2. ADAPTATION

The adaptation session consists of three steps:

1.Mean Training
2.Centroid Adaptation

3.Prediction with predetermined coefficients

First Mean Training is carried out. This is a sim-
ple Baum-Welch training of SI-HMM using the new
speaker’s adaptation utterances. In the next step,
Centroid Adaptation is applied as a kind of preprocess-
ing to increase the baseline performance of SI-HMM.
The real part of adaptation i1s done at last, using the
output models of the two previous stages and the pre-
diction coefficients from the prior training. Each of
these three steps will be explained in the following sub-
sections.

2.1. Mean training

A SI-HMM is first retrained using Baum-Welch re-
estimation on the adaptation data provided by the new
speaker. Due to the limited amount of training mate-
rial, only the mean of gaussians are updated. The re-
sulting HMM is referred to BW-HMM in the following
explanations.



2.2. Centroid Adaptation

To remove the global offset existing between the
speaker-independent acoustic space and the new
speaker’s one, Centroid Adaptation has been intro-
duced. Fig.2 illustrates the idea. All means in the SI-
HMM are “moved” to the direction of the new speaker
using a global displacement vector Afi. The shifted

means are called centroid adapted mean /JECA):
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N is the total number of gaussians and /JESI) de-
notes the mean of the ¢-th gaussian in the SI-HMM.
{ug,?W”m = 1..M} is the set of retrained means in
BW-HMM e.g. the set of means of gaussians for which
there are observations in the adaptation words (seen

gaussians).
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Figure 2: Geometric representation of Centroid
Adaptation.

SI-HMM, circles represent the retrained means. The

Crosses represent gaussian means in

filled rectangle represents the average of the means in
SI-HMM for which there are observations in the adap-
tation words, the filled circle the average of retrained
means.

2.3. Prediction with predetermined
coefficients

The adapted means for the new speaker are obtained
with the following equation:

. CA .
i = i + Ay (3)
Aji; 1s an adaptation vector. It is linearly predicted as
follows:
A=) WimApim (4)

meN(i)

Ay, are the difference vectors for seen gaussians.
They are defined as the difference between a retrained
mean in BW-HMM and its corresponding centroid
adapted mean:

Ap,y, = ugw) - gnCA), m=1.M (5

N(i) is a small subset of all difference vectors called
netghborhood set and w;,, the associated prediction co-
efficients. The unknown parameters {w;n,, N(i)|i =

1..N,m € N(i)} are predetermined in the training ses-
sion described in the next section.

3. PRIOR TRAINING

The aim of the prior training is to determine the pa-
rameters {w;m, N(i)|i = 1..N,m € N (i)} before adap-
tation (see eq.4). To obtain speaker-independent pa-
rameters, a large set of S training speakers is needed
for estimation. We first prepare these S speakers’ fully
trained SD-HMM using Baum-Welch training on a
large amount of speaker-specific data. In addition, us-
ing each speaker’s adaptation utterances (same for all
speakers), a population of speaker-specific BW-HMM
is built (by means of Baum-Welch re-estimation) from
the initial SI-HMM. Since the SD-HMM for each train-
ing speaker is available, eq.4 can be rewritten as:

Ap) = Z Wim Aply),
meN(i)

s=1.5 (6)

where Aui(s) is computed from the SD-HMM and
Aug,i) from the BW-HMM of training speaker s:
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Making use of all S pairs of (Aui(s), Aug,i)) as training
examples for eq.6, a reliable estimate of the prediction
parameters can be obtained by minimizing the mean
square error:
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with respect to {w;m, N(i)}.

We solved eq.7 in two passes. First the neighborhood
set N(i) is determined for each i. N(¢) denotes the
group of seen gaussians which are most likely to con-
tribute to the prediction of gaussian ¢ in the SD-HMM.
Gaussians which are strongly correlated with ¢ are the
most appropriate for prediction [2]-[4]. The correlation
coefficients c¢;,, between Ap; and Ap,, are computed
according to a cosine metric:
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The K (K <« M) Apy, which have the largest correla-
tion coefficient value are selected as the neighbors of i.
Once N () = {my, ma,..,mg } is set, w;, are obtained
by solving eq.7 using the following iteration:

Fori=1..N,

1.Residual initialization: &Lgs) = Augs)
2.Contribution of each neighbor in reducing 6/158):
Forl=1.K,
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4. EXPERIMENTAL EVALUATION

PSA was evaluated on 60,000 isolated word recogni-
tion experiments. Table 1 contains the experimental
settings. For prior training, we used DB1. Using all
utterances, a reliable male SI-HMM was trained. Each
speaker’s SD-HMM was also obtained with Baum-
Welch training on his 2064 word utterances. Fur-
thermore, for each speaker, using 10 to 250 words
from his 2064 word utterances as adaptation utter-
ances, his BW-HMM was trained from the male SI-
HMM. We estimated the prediction function param-
eters {wim, N(i)} based on these SD-HMM and BW-
HMM pairs for 59 speakers. For speaker adaptation
experiments, 5 male speakers different from the 59
training speakers were used as new speakers. These
5 test speakers uttered adaptation utterances (DB2)
which were identical to the ones used in the prior train-
ing. They also provided utterances (DB3) which were
different from DB?2 for testing.

Table 2 gives information about the number of seen
gaussians for various amount of adaptation data. Be-
cause of the large number of seen gaussians, using all
prediction coefficients for adaptation requires a too
large amount of storage capacity. For 20 adaptation
words for example, one matrix of size 2052 x 908 for
the prediction coefficients ({wim /¢ = 1..2052,m =
1..908}) would be needed. Moreover, as can be seen
in fig.3, the prediction coefficients’ values decrease
rapidly for every amount of adaptation words which
indicates that only the contribution of the first coef-
ficients are significant. In all our experiments we set
the number of neighbors to 10.

From fig.4 we can conclude that the proposed algo-
rithm works properly. Recognition accuracy increases
steadily with the augmentation of the amount of adap-
tation words. In addition, the effectiveness of Cen-
troid Adaptation (CA) to move the SI-HMM closer
to the new speaker is confirmed. Best results are
obtained when PSA is applied with CA. To com-
pare PSA with other speaker adaptation methods,
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2064 words/speaker
10-250 words / speaker
250 words / speaker

HMM

256 demi-syllables,

4 states/demi-syllable,
2 gaussians /state

Table 1: Experimental conditions

Nb Adaptation words | Seen/Total nb gaussians

10 58872062 (28.6 %)
20 908/2052 (44.2 %)
50 1328/2052 (64.7 %)
100 1548/2052 (75.4 %)

250 1692/2052 (82.4 %)

Table 2: Percentage of seen gaussians.

we chose the Spectral Interpolation with MAP adap-
tation (SPINT+MAP) [6] and the Speaker Adapta-
tion with autonomous control using tree structure [7]
(TREE). In SPINT+MAP, seen gaussians are adapted
with MAP. Parameters of unseen ones are estimated
from the interpolation of neighboring seen gaussians.
In TREE, spatial relations between gaussians are cap-
tured using tree clustering. The leaf nodes of the tree
correspond to all gaussians. For each node, an adap-
tation shift shared by all leaf nodes that fall below it
is calculated. Depending on the amount of adaptation
utterances, appropriate nodes in the tree are selected
autonomously and their shifts are used to adapt all
gaussians which reside below those nodes. To fur-
ther improve the first method, CA was introduced
into SPINT+MAP. Amelioration of recognition accu-
racy for small amount of adaptation data i1s achieved
with this combination (see fig.5). Finally, results in
fig.6 show that PSA outperforms both methods for
any number of adaptation words. This proves that
the use of additional prior knowledge improves consis-
tently the recognition performance.

5. CONCLUSION

In this paper, we have presented a new approach of
adaptation. Experimental results confirm its efficiency
for small adaptation data. Unlike existing predic-
tive adaptation techniques [2]-[4] which use many SD-
HMDMs only, the proposed method includes adaptation
utterances from many training speakers as additional
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Figure 3: Prediction coefficient value for the first 15
closest neighbors (averaged over all gaussians in the
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Figure 5: Effect of combining CA with SPINT+MAP.
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Figure 6: Recognition results.

prior knowledge. In this way, more robust and stable
estimation of the prediction coefficients are obtained.
This in turn means that to change the adaptation vo-
cabulary, new utterances from the training speakers
have to be collected.
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