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ABSTRACT

This paper proposed an algorithm for automatic generation of
Mandarin phonetic balanced corpus. The design of phonetic
balanced corpus is particularly important for the collection of
continuous speech database to reduce the co-articulate effects
in continuous speech recognition (CSR).[1,2,3] Traditionally,
balanced corpus is generated manually or
automatically.[4] Our proposed algorithm tries to find a
minimum number of sentences from a large text corpus set and
ensures that 408 Mandarin base syllables(without tonal
information) and 38*22 co-articulations between vowels and
consonants are distributed in the extracted sentences. The
automatic generation of balanced corpus problem can be also
treated as a covering problem. In other words, the objective of
the problem here is to find the set with minimum number of
sentences that can cover all the syllables and co-articulations
from a text corpus. If the average number of syllables in a
sentence is N, it gives 2*N-1 coverings(N syllables and N-1
co-articulations). The theoretical minimum number of
balanced sentences is (408+38%22) / (2*N-1). For example,
N=6, the minimum number of balanced sentences is 114.

1. INTRODUCTION

It is well known that collecting of large speech database to train
the acoustic model or to evaluate the system performance is the
first step to develop a large vocabulary and continuous speech
recognition system. The design of phonetic balanced corpus
determines what speech sentences should be collected so that
each acoustic recognition unit can be well trained. Hence, a
phonetic balanced corpus should contain at least the following
information. First, each acoustic recognition unit must appear in
the balanced corpus uniformly. Secondly, the co-articulations
between acoustic recognition units must be included so that the
co-articulation effect can be also trained into each acoustic
recognition model. For example, in Mandarin speech, 60
recognition units are commonly used, including 22 consonants
and 38 vowels. Theoretically, 3600 co-articulations should be
included in the training corpus. However, only 408 syllables are
valid phonic combinations (consonant + vowel). Hence,
408+38*22 combinations should be included in the training
corpus.

semi-

In the past, the phonetic balanced corpus was designed
manually or semi-automatically[4]. In collecting of speech
database, it is preferable to provide many training corpus sets
so that different co-articulations can be collected. If the

balanced corpus is designed by manually, one may take a lot of
efforts in designing the training corpus. Hence, automatic
generation of balanced corpus is necessary. The automatic
generation of balanced corpus problem can be also considered
as a covering problem. In other words, the objective of the
problem is to find the corpus set with minimum number of
sentences from a large text corpus so that the balanced set can
cover all the co-articulations between acoustic recognition
units.

This paper is organized as follows. In Section 2, we go through
details on our proposed algorithm for automatic generation of
balanced corpus. In Section 3, we show our experimental
results. Conclusion is given in Section 4.

2. ALGORITHM FOR AUTOMATIC
GENERATION OF BALANCED CORPUS

Because most of the available corpora are composed of text
sentences, we convert each text sentence into a phonetic string
by a word segmentation algorithm as shown in Fig. 1. Basically,
the word segmentation algorithm uses a Viterbi searching to
determine the most likely word sequence based on a bigram
language model. The phonetic taggings are then found from the
word dictionary.
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Figurel: Word Segmentation Algorithm

As the phonetic-tagged sentences can be obtained from the text
corpus by the word segmentation algorithm, we proposed an
algorithm and try to find a minimum number of phonetic-
balanced sentences. The algorithm is described as follows,



1. Set up a covering table that represents the covering status
for currently selected balanced sentences.

2. Find essential sentences in the corpus

2.1. Scan all sentences in the corpus and find the
essential sentences. For a given syllable or co-
articulation, if there is only one sentence to
cover the given syllable or co-articulation, the
sentence is called an essential sentence. For a
given syllable or co-articulation, if there is no
sentence to cover it, the text corpus is
insufficient to cover all balanced information.
In such case, we append the text corpus with
sentences that covers the given syllable or co-
articulation and go back to step 2.1.

3. Randomly select sentences into balanced corpus to form a
cover

3.1. Select the essential sentences into the balanced
corpus and update the covering table.

3.2. Randomly select non-essential sentence into the
balanced corpus if its redundancy is less than a
threshold. The redundancy of a sentence is
defined in Step 5.1.

3.3. Repeat step 3.2 until the balanced corpus
covers all the balanced information.

4. Select a balanced corpus with minimum number of
sentences

4.1. Repeat Step3 as many times as possible to get

numbers of balanced corpora. In the
experiments, we construct 1000 balanced
corpora.

4.2. Select the balanced corpus with minimum
number of sentences from numbers of balanced
corpora for further processing.

5. Replace redundant sentences in the balanced corpus

5.1. For the remaining sentences that are not in the
balanced corpus, estimate the redundancy (or
overhead) and try to replace a sentence in the
balanced corpus if its redundancy is less than
one of the sentences in the balanced corpus.
The detailed procedure is given by the
following program code.

for k=1 to balanced-sentences
balanced-sentence(k) from the
balanced corpus and update covering table

temporary remove
compute overhead(balanced-sentence(k)) for balance-
sentence(k)
re-insert balanced-sentenced(k) into the balanced corpus
and update the covering table

loop k

sort balanced sentences by the overhead value

return

overhead(sentence(s))

{

overhead=0
for i=1 to number of syllables in sentence s

if number of distribution for syllable(i) in covering table
<> 0 then
overhead = overhead + 1
endif
loop 1
for i=1 to (number of syllables in sentence s) - 1
if number of distribution of (vowel(i),consonant(i+1)) in
covering table <> 0 then
overhead = overhead +1
endif
loop 1
return(overhead)
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6. Remove redundant sentences from the balanced corpus
6.1 Scan each sentence in the balanced corpus and
try to remove the sentence if the remaining
sentences still form a cover. Eventually, the set
of the remaining sentences is the balanced

corpus.

It is noted that in Step 4 we use a heuristic method to construct
many balanced corpora. This is because that the number of
balanced sentences is highly influenced by the parsing order of
the text sentence. If we construct only one balanced corpus in
Step 4, the algorithm must be executed recursively to reduce the
effect of the sentence parsing order, i.e., by first parsing the
balanced sentences obtained from each iteration then the large
text corpus. In fact we can combine the heuristic method and
the recursive method together to further reduce the number of
balanced sentences.

In Step 5, balanced sentences are sorted by the overhead value.
In calculating the overhead of a sentence in the balanced corpus,
we must first remove out the sentence, and compute the
overhead value with the remaining sentences in the balanced or
unbalanced corpus.

3. EXPERIMENTS AND DISCUSSIONS

In the experiments, we try to change the number of balanced
corpora so that we can determine a reasonable number of
balanced corpora used in Step 4. The experimental results is
shown in Table 1.

Number of Balanced Corpora

400 | 600 | 800 | 1000 1200

Number of Balanced | 280 | 215 | 185 ] 140 | 140

Sentences

Table 1: Number of balanced corpora used in Step 4, and
number of balanced sentences obtained by the algorithm

Based on the algorithm we have found 140 balanced sentences
from a text corpus with 378,964 sentences. As we have
mentioned above, the theoretical minimum number of balanced
sentence is 114. The average utility rate for balanced sentences



is 81% in our balanced corpus. The utility rate can be further
increased by enlarging the text corpus size. For example, a text
corpus size with more than 1,000,000 sentences can give higher
utility rate because there may include additional co-
articulations that do not appear in the small text corpus. The
balanced sentences are shown in the Appendix.

As a different balanced corpus can be constructed by changing
the text corpus, we can generate many different balanced-
corpus sets for collecting the speech database for continuous
speech recognition.

4. CONCLUSION

In this paper, a new algorithm for automatic generation of
balanced corpus is proposed. The experimental result shows
that our algorithm can generate an acceptable balanced corpus
with 81% average utility rate. Besides, it is very easy to modify
the algorithm to generate a balanced corpus with each balanced
information more than one distribution. It is particularly useful
for collection of speaker independent speech database. The
algorithm can also freely generate numbers of different
balanced corpus for different purposes, such as one for training
database and the other for testing database. Moreover, our
algorithm can be easily applied to other language (English,
Japanese, German, etc) by replacing the text corpus, the
phonetic table.
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APPENDIX

Balanced Sentences Listing
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