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ABSTRACT

Database driven speech and singing synthesis systems,
have been shown to produce good quality sound. Auto-
matic training methods can make synthesis systems prac-
tical for a wide range of uses. Our goal is to develop a
concatenation based singing synthesis system, in which the
basic synthesis units (or ”singing units”) are automatically
extracted from existing musical recordings (and then pro-
cessed and modified) in various ways. This can be useful
to the synthesis of songs with voices of existing singers,
restoration of old recordings etc. In practical situations,
most recordings feature a singer with instrument accompa-
niment, thus signal separation is required. This paper con-
centrates on the problem of separating singer from accom-
paniment, for the special case of piano accompaniment.

1. INTRODUCTION

Our aim is to construct a waveform concatenation
singing synthesis system, with automated training using
recordings of a singer with accompaniment.

In this paper, we concentrate on the signal separation
block, for the special case of piano accompaniment (widely
used in classical pieces).

Previous works on co-channel separation have shown im-
provements in SNR, VVR (voiced/voiced ratio) and intel-
ligibility of target signal [1][2][3][4]. There are two main
problems with the existing methods :

1. most methods require the frequencies of the spectral
components of both signals to be known, in order to
achieve good separation,

2. separation quality degrades when the co-channel sig-
nals have close spectral components (which, in music,
happens frequently).

For the intended system, reliable frequency estimates for
both signals are not available (at least for the singer), and
the voice quality of the separated singing must not be de-
graded. Existing methods do not meet these requirements.

In this paper, we use the framework of the sinusoidal
modeling approach. We use the fact that one signal, the
instrument, is more structured, and try to use this struc-
ture to enhance the separation. We suggest the use of

further sources of information, available to this specific
task:

1. Advance knowledge of the music score sheet allows an
automatic alignment of the score to the piano part
in the recording. As a result, the system can know
the begin and end time of each piano note. This is
useful for obtaining reliable frequency estimations for
the piano, as well as the singer.

2. The piano sound is represented by a model, which is
then used to restrict the parameter estimation during
the signal separation process:

(a) Frequency components of the piano are assumed
to have fixed frequency

(b) A parametric model for the amplitude envelopes
for the piano sound harmonics is used to overcome
local spectrum corruption

3. Use of a large database of the same singer and instru-
ment allows the estimation of the parameters of the
instrument model.

In order to address the two above mentioned prob-
lems (lack of prior frequency knowledge, and voice quality
degradation), experiments were carried with several sep-
aration methods. Section 3 describes an experiment to
test separation of human and piano sounds, when no prior
knowledge, except note information, is available. In or-
der to improve the voice quality of the separated singer,
a note modeling experiment, described in section 4, was
performed. Separation quality of the proposed method is
compared to separation methods mentioned in the refer-
ences, followed by concluding remarks.

2. EXPERIMENT ENVIRONMENT

In the experiments described here, the sinusoidal model-
ing approach [5] was used for signal separation. A graphic
tool was constructed (Linux X-Windows), allowing display,
editing (automatic and manual), manipulation and syn-
thesis of sinusoidal components of two separate channels
simultaneously.

This tool allows to extract sinusoidal components from
two separate files, then mix the two files, and load both
sets of components simultaneously (displayed in different
colors) for the mixed file.



The recording used were sampled at 44.1 kHz, analyzed
using FFT windows of length 8192, and a maximum of 100
sinusoidal components for the two signals (together).

3. USING MUSICAL SCORE

Ag robust pitch detection for the multiple channel case
is a difficult task, a separation system can not assume to
be able to automatically extract reliable frequency estima-
tions needed for the separation. In the first experiment,
we compared the separation quality in two cases: 1) when
prior knowledge of both signals’ frequencies are known; 2)
when only the musical score for the piano (which note was
played at what time) is known.

Previous work [6] showed that automatic alignment of
musical score to an audio recording is possible, with rela-
tively low error in note onset timing detection. Therefore,
we assume that it is possible to automatically obtain a
close estimation of note begin (and, to a lesser degree,
end) times.

3.1. Prior knowledge

For reference, the methods described in [3] were imple-
mented in the graphic tool: 1) An LSE method to compen-
sate for spectral interference due to the use of windowing,
2) A Multi-frame Interpolation method to overcome cal-
culation instabilities where components’ frequencies of the
different signals are too close to each other.

Two separate files (with similar average energy) were
used - one file of a singing voice, and another file of a pi-
ano, playing the same note several times (with different
amplitudes and durations). The note played was chosen
to be close to the average singer pitch (to make this a dif-
ficult separation task). The graphic tool was used to ex-
tract sinusoidal components for each file separately (using
the peak picking algorithm [5]). The two files were mixed
(by simple waveform addition). The mixed file is then
loaded, with both sets of sinusoidal components (copies of
the component frequencies estimated for the two original
files). Next, The LSE or Multi-frame methods are used
to estimate the parameters (amplitude and phase) for the
two signals.

Once the amplitude and phase parameters are esti-
mated, the separated singing voice is created by sinusoidal
components summation of the singer’s estimated param-
eters (standard sinusoidal modeling synthesis). Another
method to create the separated singing is by synthesiz-
ing the piano signal (using the parameters estimated for it
from the mixed file), and then performing a waveform sub-
traction of the synthesized piano signal from the mixed file.
This waveform subtraction of the estimated piano signal
is done in a frame by frame fashion. The resulting (sub-
tracted) frames are then joined using a waveform OLA
(overlap add). The subtraction method has the advantage
of not subjecting the singer voice to any kind of modeling,
thus retaining the voice quality of the singer. On the other
hand, this method might lead to residual piano signal, if
the piano signal parameters are not correctly estimated.

3.2. Musical score

In the second case, only the musical score information is
available. The same files were used in this test. Estimated
piano components were forced to have fixed frequencies,
and be “almost” harmonic: in the graphic tool, note begin
and end times were manually marked (this could be done
automatically) and an estimate of the fundamental fre-
quency is given (this could be done manually, or directly
from the music score). The system automatically adds
fixed frequency tracks at multiples of the given frequency
(a small pitch deviation for the whole track can be allowed,
to best match spectrum peaks along the whole note dura-
tion). Ultimately, the frequencies of the piano’s harmonics
could be extracted from the whole database, making the
estimate more robust.

The assumption of fixed frequency is obviously problem-
atic, especially in the attack part, but it is used as a first
approximation.

Note: in this experiment, monophonic piano sounds
were used. We assume that for ultimately, there will be
some parts in the training database where the required
note is played monophonically, so that frequency compo-
nents could be estimated from it, and used for separation
in polyphonic cases as well.

In the graphic tool, the mixed file is loaded, with the
piano’s fixed frequency sinusoidal tracks. The amplitudes
and phases of the piano signal are estimated by sampling
the FFT spectrum at the components’ frequencies (or by
an AbS procedure similar to the one described in [7]) .
The parameters are used to perform OLA subtraction. Si-
nusoidal components are estimated (by peak picking) for
the residual file. These components are then used as an
estimate for the singer components, to be used (together
with the fixed frequency piano components) for separation,
in the same way prior frequency knowledge is used (using
LSE and possibly multi-frame interpolation, or OLA sub-
traction).

3.3. Results

In order to compare the separation quality, a signal dis-
tance measure was used to compare the separated signal
to it’s original (unmixed) recording. A spectral distance
measure was used as a measure of the distance between
two (energy normalized) signals. The distance was calcu-
lated as an average Euclid distance between two spectral
power vectors (calculated over a window of 25.6 msec, with
a 10 msec shift). Table 1 shows the results for one typical
pair of signals. High distance score indicates either the
remaining of piano components, or a degradation in the
voice quality of the singer. For comparison, the table also
shows the result for comb filtering - the piano components’
amplitudes and phases were sampled from the mixed file,
and then OLA subtracted from it.

Informal listening confirmed the calculated scores.
Waveform level subtraction and OLA exhibited better
voice quality than the synthesis of the singer from esti-



[ Experiment | SM-synthesis | OLA-Subtraction ]
Prior - LSE 0.971 0.928
Prior - Multi-frame 0.968 0.823
Score - comb 0.896
Score - LSE 1.063 0.940
Score - Multi-frame 1.071 0.827

Table 1: Distance measure, comparing separately
recorded signal, and the result of several separation meth-
ods, using either prior knowledge of frequencies or only
music score knowledge

mated sinusoidal components (as the singer’s voice was
not subjected to any kind of modeling). Multi-frame in-
terpolation improved the distance measure for most cases.

Separation quality did not degrade significantly when
prior frequency knowledge was not used. In some in-
stances, there was even an improvement in separation.
This is probably due to fact that fixed components pre-
vent the selection of wrong components in the automatic
peak picking process for the piano. The attack part of the
piano sound is still problematic for both cases. On one
hand, the noisy character of the attack sound causes the
peak picking process to pick many components, which then
mask the singer. On the other hand, the fixed component
approach does not try to include these components, thus
leaving them in the residual file.

4. NOTE MODELING

In order to improve separation when singer and piano
components are close, modeling of the piano notes was
attempted. The modeling is performed automatically from
the audio recording, using note and timing information
from the musical score. This model is used to constrain
the piano components, so resolution of close components
can be improved.

4.1. Model structure and estimation
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Figure 1: Note model structure

The note model, models the note amplitude envelope,
and is based on the ADSR (Attack, Decay, Sustain, Re-
lease) method, which is often used in sampling-based mu-
sical synthesizers (see 1). In this model, notes are tempo-

rally divided to three parts : 1) An initial part (unmodified
except amplitude scaling), 2) a sustained part, where am-
plitude envelope drops exponentially (with rate exp!) (this
part can be skipped for short notes) 3) a final part, where
amplitude decays exponentially with a faster rate (exp2).

The estimation of the model parameters was performed
on a separate recording of repetitions of the same note,
in several amplitudes and durations. For each fixed fre-
quency component, the amplitude envelope is extracted,
and an AbS process is performed to find the best model
parameters. The varied parameters (for each harmonic)
are: duration of the initial part, and the two exponen-
tial decay parameters. The set of parameters synthesizing
the envelopes closest (in a least mean squares sense) to
the measured envelopes (of all training notes), is chosen.
Model parameters for each sinusoidal components (for each
note) are saved to a file.

Note Instance Parameter Estima-
tion

4.2.

To use this model, only two parameters need to be es-
timated for any given note instance - a) amplitude b)
release time (assuming note start and end time are ap-
proximately known). These two parameters are assumed
common to all the note’s sinusoidal components, so even
if some harmonics are hidden by the singer’s components,
the parameters can still be estimated. Further, even if in
some part of the note all components of piano and singer
overlap, the piano note parameters can be estimated. In
the singing example we used (classic singer), the singer’s
voice held a fixed frequency (which would completely over-
lap the piano’s components) only for a short duration, rel-
ative to the note duration.

Estimation of the parameters (amplitude and release)
for a given note instance, is done by an AbS process, try-
ing to find the parameter set which will give a maximum
match of measured and modeled amplitude envelopes over
all frequency tracks. In this process, a lower weight is
given to the match score where the singer’s components
interfere:

T N

scorear =) ) W(i,t)* (MD(i,t)a,r = MS(i,))°

t=1 i=1

where T is the note duration, N is the number of piano
components, A and R stand for the tested amplitude and
release time, W gives a weight for each time and compo-
nent (see below), MD is the amplitude calculated by the
model (using A and R) for component number i at time ¢,
and MS is the measured amplitude.

For calculating the weight function, first, the singer’s
components’ frequencies and amplitudes are estimated (as
described in subsection 3.2 - by peak picking from the
residual signal after the piano’s components are removed').

IThe residual signal might not have components in overlap-
ping frequencies, thus distorting the weights. In principle, it
is possible to repeat the process - use the amplitude calculated



For each piano component at each time frame P(i,t), the
closest singer component (within the main lobe of the win-
dowing function) is found, Sp(i,t), and the weight W (i, t)
is set proportional to the frequency distance between them,
and inversely proportional to the amplitude of Sp(i,t).
In this way, the weight is higher where interference from
singer components is small.

After the weights are set, the AbS process finds the best
parameter amplitude and release time. If note begin time
can not be accurately detected, the AbS process can also
try to find the best time shift to the beginning point (this
was confirmed by an experiment where note begin time
mark was shifted).

The parameters found by the AbS are used to synthesize
the amplitude envelope for all piano components, which
are then OLA subtracted.

| Experiment | OLA-Subtraction |
Using original phase 0.555
Using phase sampled from mix 0.769

Table 2: Separation results, using piano note model.
Phase information extracted either from separate piano
file or from mixed file

Table 2 shows the distance measure results for separa-
tion using the note model approach. The spectral distance
measure shows improvement relative to the previous exper-
iments. Subjective listening also confirms an improvement
in the separated voice quality. The model does not include
any phase information, which causes it to be affected by
phase estimation errors, which degrade separation quality.
Phase continuity constraints may help improve this.

5. CONCLUSION

A method for the separation of singer and piano sounds,
using musical score knowledge was presented. The method
relies on the existence of a large database, for the construc-
tion of note models. Using note models increases the ro-
bustness of separation against an interfering signal, partly
overlapping with the desired signal in the spectral domain.

Experiments showed that the note modeling method can
improve separation, while preventing voice quality degra-
dation.

Further work is needed to remove the in-harmonic com-
ponents of the attack part of piano notes, which can not
be modeled by a harmonic model.
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