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separation between thecores ofthe target andackground
ABSTRACT speaker modelfor a particular sub-band is a measure of the

This paper describes a new metlodgeneratinghe recombi- performance of that sub-band for the given target speaker.

nation weights in sub-band based speaker verification. T
approach, which is based ahe use ofbackground speaker

models, attempts to reduce thiéect of anymismatch between e . : . :
L used in this workSection 3 describes conventional techniques
the band-limited segments of ttest utterance and tlworres- Lo S ; i
for estimatingthe recombination weights and theletails the

ponding sections ithe target speaker model. The dlscussmnroposed method. Section 4 gives a descriptiothfutilised

also includes an analysis of other possible methods for detgrrgl-eech database, and the method tmeithe extraction osub-
ning these weights. Moreover, a problem generally associal

with the sub-band cepstral features is pointed out gpabsi- anq fea}ture vectors. The experimental yvork eealilts are
A detailed in Section 5, artle overallconclusionsare presented
ble solution is presented.

in Section 6.
1. INTRODUCTION

2. ADOPTED APPROACH
The concept oéplitting the entirdrequency domain into sub-

bands and processittige spectra in these bands independentngr:,;[gs S;rnpozesg{ g'iﬁgﬂﬁiﬁt rn?ghséfgiaaﬁ:)kmﬁcrﬁ pre-
in between every consecutive recombination stage to generate a 9

final scorehas recently been proposéat speech recognition each model is formed separately in different sub-bands using

; . the standard training algorithrivloreover,the Viterbi algori-
[SStL[(ﬂe dS fooT'?hgft:]:k ifggzgkg: rt:(l:z;ﬁi(;ir;r:]lcgﬁz]e also been thm is modified as follow$this modified version is referred to

as sub-band Viterbi, i.e. SBV, algorithm) :

q‘%e paper is organised in tf@lowing manner. The nexdec-
tion presents the sub-band based speaker verificaigthod

The main motivatiorfor this approach ighat it allowsfor a  gtep 1 : Initialisation:

selective de-emphasis of sub-bands thatéfexted by narrow 18
band noise and it permits the emphasis of the sub-hainida [ ] =§ZW1(S) log k,(Q,) 1)
are more specific tothe target speaker. It also provides the =
possibilityof relaxing the conventional time-synchrony assump- forj =2toN,8,(j) = - (2

tion between the sub-banf§. Moreover,the approach allows

a closer simulation of the human perception [1]. Step 2 : Main Recursion fort=2toTandj =1toN

L1
=— + s )
A critical issue in the sub-band bassgproach ighe determi- &) S;{Eg{ét_lw lo%"] Iog(w *k @Q )} @
nation of recombination weights. This paper introducesel
method for generatinthese weight$or the purpose of speaker
verification. The technique is based on the usesstabfback- I =E§,3{6TG )] Q)

ground speaker models. The underlyidga is to obtain a set \yhereq; are the state transition probabilities associated with
of dynamic orrun-time recombination weights for each subynedh syp-band modehs(Os) is the probabilityfor observing
band based on the argument that if, due to certain timé&end the t testvector ofthe " sub-band in th¢“‘ state of thed”

quencylocalised anomalies, there seme degree of mismatch g hand model is the number of states in each sub-band
between a particular band-limited segment oftéf® utterance 54| T is the number of testectors in each sub-ban8,is

(produced by the true speaker) and the corresponding sectio.Hg number of sub-bands amvd(s) are the recombination

the target model, then a similar level of mismatch should exigfeights whichwill be defined in the next section. It should be
betV\./een.the consideragst segment and theorresponding pointed outthat in the above formulation it is inherently
sections in the background speaker models. assumed that the sub-baretombination is athe frame level.
This is because a set pfeliminary experiments has indicated
that such a recombination level yieldlse highestecognition
accuracy inspeaker verification (a similar result has been
reported for speech recognition [7]).

Step 3 : Termination final score

It is believed thathrough an appropriate selectiontbé back-
ground speaker modelgie above weighting schenmeay lead
to the emphasis of the sub-bands thatraoee specific to the
target speaker. The idea is based onvikw that themean



3. ESTIMATION OF RECOMBINATION In order to reduce the effect of additive, band-limited noise, the
WEIGHTS recombination weightsnay becomputed as SNR dependent.

An important issue in thigpproach ighe estimation of the
This section écuses otthe possible methoder estimating the Nise levels. Acommonmethod forthis purpose is the use of
required recombination weights. The discussitast with the the noise spectrum in the ladfsw non-speech segments pre-
adaptation of certain existing technigdesthis purposd5][7] cec_ilngthe speech utterance. In such an approach, the required
[9]. A novel approach ithen introduced which ishown to be Weights can be specified as follows :

considerably more effective. 1 % 0 s
w,(s) = —%FD(LS)/; o(t, S)% (8)

3.1. Use of a Priori Knowledge of the Sub-
where®([)] is a non-linear function which controlke heavi-

Band Performance ness of weightsaccording tothe local SNR. A number of

A method for computinghe required weights is based on theP0ssible types dhis function can be deriveftom the theory
knowledgeof the relative performancef sub-bands whichs  Of spectral subtraction [9]. An example of this is

gained through aeries of experiments usinggiven set of 1 “ B _(K

speech datd=or example, ithe average verificatiomates for @(t,s) :m 1+L(tk) )
the sub-bands 1,2,S.areryr,,...Js respectively at a given &R TP

speech unit level (e.g. phoneme, syllable, word), then th¥nereK” andK’ are the indices of the upper and loweqt

required weights may be specified as : uency boundaries of the" sub-bandy is a scaling factor,
Bmax(K) is the maximum noise magnitudekitfrequencyindex
W9 = > ; 1<s<'S 5 in the considered noise frames, and fit& is the presumed
(9= & Zl N T<t<T" ®) band-limited frame level SNR which is given as :
< <ts<
whereT andT" are the boundaries of the considespeech P(t.K) = | X(t KI/| (L K (10)

unit. Theabove formulatioimplies that theveights ardinea-  where X([J| and B(0] are the estimatder the spectramagni-

rly proportional to normalised verificatiomtes.Alternatively,  tudes of thesmoothed noisy speeeimd the noiseespectively

based on the argument that such linear schemagsot be the [9].

most effective approach fohis purpose, theerification rates

may beused in a non-linear procedurecmmputethe required The main assumption in trebove approach ithat the inter-

weights. For example fering noise remains stationary during speech activities. This,
s however, cannot béhe case irmanypractical applications. In

w (9 = f(g/ max(rs)) Z f(rsl max(rs)) 1<s<S (6) order to tackle _the problem, approach has been propos_ed in
& T <t<sT" [8]. The technique involveshe use of spectral magnitude

distributions of the band-limited speech segments. The

where f(x) = x/ (1+ 20e™). (7)  estimation of the noise levels is in fact based on the peak shifts

Comparingthis approach witrthat described by equation (5), observed in these distributions. A disadvantageimmethod

it can be seerhat in this case, the sub-bands with higheis that,for accurate estimation dhe noise level, aelatively

relative verification rates ameighted more heavily. Another, large speech segment (typically tine range of 0.5-2.0 s) is

perhaps more effective, mechanifmthe non-linearecombi-  required. The technique proposedtiie presentwork not only

nationof sub-bands is thdiscriminative training method [5] deals with this problem effectively, but also handleseffects

[7]. In this technique the required weights are choseuam a  Of various other forms ofindesired mismatches thatay be

way that the rate of misclassifications is minimistedl the Speaker generated or due to the environmental canan-

given set of data. unication channel noise.

In general, theabove approacheme expected timprove the 3.3, Dynamic Recombination Weight$DRW)
verification accuracy byappropriately emphasising thsub-

bands that arenore specific tothe target speakeHowever, As described earlier, in order to determine teeombination
since the weights are computed priothte verification process, Weights according tthe level of mismatch between thand-

if a test utterancéproduced bythe true speaker) isontami- limited segments of theest utterance andorresponding
nated in the regions where the weigdits relatively high, then sections in the sub-band models of the target speaker, use can
the techniquesan lead to an increase the false rejection bemade of either the speaker independent sub-band models or
error. An obvious way of tackling this problem is to incorporat@ set of sub-band speakrodelsthat are capable @bmpeting

the contamination level athe test utterance into tipeocess of With the target model. In tHatter case the requirebmpeting
generating the weights. The techniques of ttegory are Speaker models can be selected basedhein closeness to

described in the following sections. either the targetnodel orthe test utterancg2]. For the reason
stated below, theecond approach was chosentliis study.
3.2. Use of the Segmental SNR in Each Based on this method, recombination weights can be defined as

Sub-Band logw,(9= === 3 loghf, Q) (11)

m=



whereM is the number of speakers in the selectechpeting 5. EXPERIMENTAL INVESTIGATION
set and by, ,(Q,) is therobability for observinghe t" test

vector ofs" sub-band in the(s;t) state of then™ competing For the purpose of experiments an advesffect was simul-
speaker models. In order to obtain the required state sequen@éggl by contaminating 1/3 dfie test utterances withrerrow
the test utterance has to be time-aligned with ghle-band band noise (0-600 Hz). The HMM configuratioised was a
models of each competirgpeaker using the Viterlailgorithm  four state left-to-right structure withouthe "skip” transition
and then the backtrack procedure has to be applied. and two Gaussian mixtugger state. The first set ekperime-
nts wereconducted usinghe SB-MFBO features. Theesults
It should be noted that in ordfer the above weighting scheme 0f this studyare presented asfianction of SNR in Figure 1. In
to be meaningful, theorrespondingstates in the sub-band order to perform a meaningful comparisahe figure also
models of the target speaker and each ofctivapeting spea- includes the results obtainddr three other techniques in a
kers have to represent equivalanbustic events. This equiva- similar experimental condition. These methads theconven-
lency can be encouraged durihg training procedure hysing tional full-band HMM (FB-HMM), FB-HMM with unconstr-
the speaker independent sub-band models to initialiseed ainedcohort normalisation (FB-HMM+UCN) [24nd sub-band
the training of all required sets of the sub-band models. HMMs with SNR based recombination weights (SNR-RW).

The main attraction of the adoptaegproach for choosing the
competing speaker models is its superior ability in reducing the
false acceptance error [2]. This is because vihentest utte-
rance is produced by an impostdhe competing speaker
models will beclose tothe testcontourand not necessarily to
the target model. As a resulj(Os) and [/\/[(s)]'1 both will
becomesmall and therebyhe probability of falseacceptance

will be reduced Significantly 14 oo remeuy “‘::9515::.-,—::_.,::,.4

B 8RR

X,
*. FB-HMM

&

o SNR+RW

EER(%)

el Txel

The speech data uséar this study was asubset of the BT
Millar speech database [3]. The subset consisted of 25 repeti-
tions of digit utterances one to nine and zero spoken by 20 male
speakers of about the same age. The first 10 versioaacbf
utterance were reservedr training and the remaining 15 Figure 1 : Relative performance of the considered full- and sub-
formed the standard test set. Taelopted subset, which was Pand approaches as a function of SNR for SB-MFBO features.

recorded in a quiet environment, had a bandwidth of 3.1 kHz )
and a sample rate of 8.0 kHz. The robustness dDRW is clearlyevidentfrom these results.

The figure also showthie benefit of using thecore normalisa-
In the experimentalstudy two differentsets of sub-band tion in the full-band approachdoreover, SNR-RWappears to
features were considered. These were SB-MFBOs and S@ork reasonablywell in compensatinghe effect of interfe-
MFCCs (the abbreviations SB, MFBOs and MFCCs stand fégnce. Thisnay beexpected because thentamination here is
sub-band, mel-scale filterbank outputs and rfrelquency due to additive noise. However, it should be emphasised again
cepstral coefficients respectively). In order to generate thedtat this method, unlikdRW or UCN, cannot baised in
features, the utterances were first pre-emphasised using a fif3kling the effects of various other forms of interference.
order digital filter.Each utterance was then segmented into 32
ms frames at intervals of 16 ms usingiamming window, and The aboveexperiments were repeated using SB-MFCCs. The
subjected to an"8order fast Fourier transform (FFT). Thefesults of this investigation are presented in Figure 2. As
resultingenergy spectrum for each framas analysed appro- before, theDRW methodexhibits a relatively flat response
priately using a mel-scale filterbank [6]. Thequency range acrossthe considere@NR range. Howevethe overallperfor-
was divided into four overlapping sub-baruseringthefreq- Mance of FB-HMM+UCN is noticeablpetter than that of the
uencyintervals 0-600 Hz, 500-1149 Hz, 1000-2297 Hz, an@®RW approach.The reasonfor this must be theway SB-
2000-4000 Hz. Théog-energyoutputs of the filterbank were MFCCs are generated. As described earlier, the generation of
then grouped according tdhese sub-bands to obtain SB-these parameters involves the use of independent DCTs in each
MFBOs. In order to compute SB-MFCCs, a discrete cosin@!b-band. The purpose of this is to obtain a separaté ss-
transform (DCT) was applied to each group of SB-MFBOs. tively uncorrelated featurder individual sub-bandsHowever,

this can alsoresult in amore detailed representation of the
The full-band feature setshich were usedor the purpose of overall spectral envelope variations [10]. For example, in the
comparative studies were MFBOs and MFCCs. Toreer ~case of four sub-bandg)e detail of the overall spectradria-
was a cascade dfie corresponding groups of SB-MFBOs andtions measured by the'land 2 DCT basisfunctions of the

the latter was obtained b%pply”']g a DCT tahe resultant set different sub-bands are rather similathat of 4h and8th DCT
of MFBOs. basis functions of the full-band respectively (Figure 3). This

4. SPEECH DATA AND FEATURES .
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Figure 2 : EER for different approaches as a function of SNR

using SB-MFCCs / SB-MFCCs and CMFCCs.

implies that an alternative subsetS3B-MFCCs does naxist

6. CONCLUSIONS

A new method for determininthe recombination weights in
sub-band based speaker verification has been presented. The
approach is based ahe use ofbackground speaker models
and aims to reduces tledfect of the mismatch between the
band-limited segments ¢ést utterance and therresponding
sections in the target speaker model. Efectiveness othis
approach was clearly observedtire experimentastudy cond-
ucted using SB-MFBOs. Howevehis result wasiot repeated
when SB-MFCCs were used. The reagamthis wasfound to

be the lack of spectrahformation in SB-MFCCs. Thigliffi-
culty was, to a certain exterdyercome bysing a set ofom-
plementary features. Finally, it should be pointed out that
althoughthe experimentalvork was carried out using narrow
band noise, th@roposed approach is capatliehandling any
form of undesired mismatch whicmay bedue to the time-
and/or frequency-localised anomalies.

to represent details of the spectral variations that are described
by any of the full-band MFCCs 1-3, 5-7, and so forth.

NO

< Full-band

Sub-banm\‘ Sub-band 4 [3]

Sub-band 1
Figure 3 : Comparison betweehe full and sub-band DCT
basis functions.
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A method to tacklehis problem is to generate an additional
model forthe target speaker and afeo each ofthe competing
speakers using MFCCs that arat represented by SB-MFCCs. [5]
Since these features aremplementary to SB-MFCCs they are
referred to as CMFCCs. In this case, the $By6rithm hago
be modified by replacing the term

'S log(w(3 b( Q)
in equations (1) and (2) with

as'EY ” log(w($ b( Q)F+ @ ~Diog( W 3 O)

where,a is a combination factor betweerafid 10 is the"
CMFCC vector othe test utteranch(Q)) istheprobabilityfor
observingQ irthe ™ state of theCMFCC based model of the [8]
target speaker, and;(9  is a weightfagtor which iscom-
puted using th€ MFCC based¢ompetingspeaker models. The
use of these weights provides the possibilitgafrecting each [9]
frame level score in accordaneédth the associated level of
mismatch. It is clear that, due to theolvement ofthe full-

band features, the benefits of the sub-bpratessing cannot

be fully realised. However,the experimental results (with =

0.5) presented in Figure itnply that the gainsvhich can be [10]
achieved througtthe use of these full-band features in the
above manner are more significant.

[6]

[7]
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